Abstract: Soil salinization has become one of the major environmental problems threatening food security. The identification and knowledge of the spatial distributions of soil salinization are key in addressing this problem. This study assumes that a good saline land identification effect can be obtained with the help of deep learning methods. Therefore, this study used the OLI sensor data from the Landsat-8, based on the U²-Network, and proposes a method to extract saline land from remote sensing images. The study also adds different salinity indices (SI, SI1, and SI2) to explore its impact on classification accuracy. Through our method, accurate saline soil distribution information were obtained, and several verification indicators (the Intersection-over-Union (IoU), recall, precision, and F1-score) were all measured above 0.8. In addition, compared with the multi-spectral training results, the classification accuracy increased after adding a specific salinity index, and most of the accuracy indices increased by about 2% (the IoU increased by 3.70%, recall increased by 1.50%, precision increased by 2.81%, and F1-score increased by 2.13%). In addition, we also included a case study based on our methodology to analyze the distribution characteristics and changes of saline soil in the Zhenlai area of Northeast China from 2016 to 2020. We found that the area of saline land in the Zhenlai area has reduced, which shows that the extraction method proposed in this study is feasible. Overall, this paper indicates that deep learning-based methods can efficiently extract the salinity of soil and enhance the mapping of its spatial distribution. The study has the broad impact of supplementing satellite imagery for salinity modeling and helping to guide agricultural land management practices for northeastern China and other salinized regions.
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1. Introduction

Saline lands are a major land degradation threat, with significant impacts on soil fertility, stability, and biodiversity [1]. Due to the obvious processes of soil moisture evaporation and salt deposition in arid and semi-arid regions, soil salinization is prone to occur in these climate regions [2]. Soil salinization reduces soil fertility, which in turn affects global food security [3,4]. The main reasons include two aspects. Firstly, excessive soil alkalinity can adversely alter soil permeability [5], increase the probability of being disturbed by water or wind [6], and decompose more soil organic matter [7]. Secondly, extreme soil salinity inhibits soil material cycling processes (such as nitrogen cycling) and soil microbial activities (such as respiration, decomposition, etc.) [7,8]. Furthermore, saline soils inhibit the process by which vegetation absorbs and releases water through salt ions (transpiration) [9]. This is one of the causes of soil desertification [10].

The Songnen Plain covers an area of about 17.0 × 10⁶ ha in the central part of northeastern China, which is surrounded by the Changbai Mountain (east), Xiaoqing’ an mountain
range (north) and Daxing’an mountain range (west). The Songnen Plain eco-system is very fragile, and many environmental hazards such as soil alkalinization, flood, and drought disasters occur. Soil salinization is the most significant disaster. The climate of the region is classified as the transition of sub-humid and semi-arid, which is favorable for the growth of food crops and grasses. Therefore, it is the transitional zone of agriculture and grazing [11]. Excessive clearing and grazing lead to reduced grassland and soil compaction, which leads to increased evaporation and runoff, reducing water infiltration into the soil [12]. This has allowed the saline groundwater to rise and, together with an increased erosion of the surface soil, has resulted in an increased salinity of the surface soils [13]. Now, the Songnen plain has become one of the three largest soda saline areas in the world.

Remote sensing has unique advantages in saline soil detection applications, making it widely used in saline soil monitoring [14]. Remote sensing uses electromagnetic waves of different wavelengths reflected by objects to obtain information on the Earth’s surface [15]. Because salinized soil has an impact on the growth of vegetation, using remote sensing technology to monitor the growth status of vegetation can indirectly help scientists understand the degree of soil salinization in the region [16,17]. Low reflectance in the visible region and high reflectance in the near-infrared region are spectral features of healthy vegetation [18]. This is because healthy vegetation has a specific leaf cell structure and active photosynthesis [19], and changes occur in the spectrum reflected by the vegetation when under salinity stress [20]. Therefore, some studies have used various vegetation indices to evaluate the relationship between soil salinity and vegetation reflectance [14].

Deep learning has demonstrated its potential in the detection and protection of natural resources [21,22]. This method does not rely on consistent spectral signatures or rule-based algorithms and has been proven to be capable of outperforming classical remote sensing techniques [23]. Deep learning is an end-to-end inductive learning process between the input phase end and output phase end, where learning is a process of the automagical retrieval of the best results, and all parameters are jointly learned instead of being staged to reduce the need for human prior knowledge dependence. Furthermore, deep learning is based on hierarchical learning, which leads to the extraction of high-level features from low-level features. As a result, the process builds increasingly accurate and realistic outputs [24,25], with successes in image segmentation and classification. Traditional segmentation methods in remote sensing include linear regression, support vector machines, and random forest analyses. Compared with deep learning methods, these methods require pure domain knowledge and extensive manual tuning to implement [26,27].

Data-driven approaches such as deep learning methods have been explored for salinity study applications in recent years [28–30]. At present, the method to improve the efficiency of image segmentation is mainly by modifying the neural network structure to achieve the goal [31,32]. Common methods include changing the backbone, changing the network level, and introducing an attention mechanism [33]. These methods have greatly improved the segmentation accuracy, but a gap between deep learning and the applications in soil salinity is in finding the proper remote sensing indices to better model the salinity content. Therefore, this study aimed to explore the deep learning methods for the extraction of saline soils by introducing salinity indices into the deep learning networks.

The study established a convolutional neural network (CNN)-based saline land extraction algorithm for Landsat-8 images. This was made possible by the U$^2$-Net [34] model’s strong learning ability, which can establish nonlinear relationships well and achieve good results in the field of image segmentation. The U$^2$-Net model features a simple structure and lightweight network that has the capability of leveraging a small amount of data to achieve accurate results. Therefore, the integration of U$^2$-Net was expected to improve saline soil mapping, allowing for higher efficiency and accuracy. Two specific questions needed to be answered by this study: Firstly, what are the contributions of different salinity indices as input variables to the extraction of saline land information? Secondly, will the combination of salinity indices and the deep learning method further improve the segmentation accuracy of saline land information extraction?
2. Materials and Methods

2.1. Study Area

The study area is Zhenlai county, which is located in the western part of the Songnen Plain in northeastern China (Figure 1). The region has a typically semi-arid monsoon climate, with more precipitation in the east compared with the west, and more evaporation in the west compared with the east [35,36]. In addition, the groundwater table in this area is high; drainage is poor, and the soil is prone to salinization [37]. Na$_2$CO$_3$, NaHCO$_3$, and NaCl are the main components of saline soil [38]. This type of composition makes it difficult for saline soil to disappear naturally, which further hinders water infiltration and salt exchange, forming a vicious circle [39]. In addition to natural factors, human activities are also one of the main reasons for the soil salinization in this area, as this area is the main grain-producing area in China [40].
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Figure 1. A schematic diagram of the location of the Zhenlai county, including the location of Zhenlai county in the Songnen Plain (b) and the location of the Songnen Plain in China (a). (c) is the remote sensing image map of the Zhenlai county. The sensor used is OLI from the Landsat-8 platform, which includes three bands: R (red), G (green), and B (blue). The corresponding relationship between these three bands and the OLI band is R (Band4), G (Band3), and B (Band2). The green areas in (b) are the sampling locations for EC.
2.2. Data Description

2.2.1. Satellite Data

Primary satellite data is from Landsat-8. The data were downloaded from the Geospatial Data Cloud [41], and the product level was L1TP (Level 1 Precision Terrain), that is, the downloaded data has undergone terrain and geometric corrections. After downloading the data, we performed a radiometric calibration and atmospheric correction of the remote sensing images and then trimmed the effects to a size that could be processed by a computer. This study used images of 7 bands ranging from band 1 to band 7: band 1 (0.43–0.45 µm), band 2 (0.45–0.51 µm), band 3 (0.53–0.59 µm), band 4 (0.64–0.67 µm), band 5 (0.85–0.88 µm), band 6 (1.57–1.65 µm), and band 7 (2.11–2.29 µm); they had a spatial resolution of 30 m.

The study area covered two Landsat-8 scenes, with their metadata shown in Table 1. The reason for choosing this specific time period was that the snow and ice in the Songnen Plain had completely melted, and most of the vegetation and crops had not yet germinated, resulting in a clean soil condition for the identification of the saline land. Additionally, we collected images with relatively low cloud cover whenever possible to prevent clouds from obscuring the ground.

Table 1. The details of the two Landsat-8 scenes.

<table>
<thead>
<tr>
<th></th>
<th>Scene 1</th>
<th>Scene 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dated</td>
<td>LC81200282020147LGN00</td>
<td>LC81200292020147LGN00</td>
</tr>
<tr>
<td>Satellite</td>
<td>LANDSAT-8</td>
<td>LANDSAT-8</td>
</tr>
<tr>
<td>Sensor</td>
<td>OLI_TIRS</td>
<td>OLI_TIRS</td>
</tr>
<tr>
<td>Station ID</td>
<td>LGN</td>
<td>LGN</td>
</tr>
<tr>
<td>Path</td>
<td>120</td>
<td>120</td>
</tr>
<tr>
<td>Row</td>
<td>28</td>
<td>29</td>
</tr>
<tr>
<td>Data Date</td>
<td>2020/5/26 0:00</td>
<td>2020/5/26 0:00</td>
</tr>
<tr>
<td>Cloud Cover</td>
<td>0.78</td>
<td>0.47</td>
</tr>
<tr>
<td>Sun Elevation</td>
<td>61.24469445</td>
<td>62.19659669</td>
</tr>
<tr>
<td>Sun Azimuth</td>
<td>143.8131482</td>
<td>141.4781073</td>
</tr>
<tr>
<td>Product ID</td>
<td>411</td>
<td>411</td>
</tr>
<tr>
<td>Earth-Sun Distance</td>
<td>150 million km</td>
<td>150 million km</td>
</tr>
</tbody>
</table>

2.2.2. Experimental Software and Hardware Environment

The data processing and model implementation were conducted in AI Studio, an online environment, and we used a 4-core CPU, 32 GB RAM, and Tesla V100 GPU (32 GB memory) using Python 3.7.0. Besides, we used the ArcMap 10.3 software for data labeling.

2.2.3. Soil Sampling

For soil sampling, three soil samples were collected with a 5 cm diameter cutting ring near each sampling point for a total of 159 samples. Then we numbered the samples and fully dried them in the laboratory. Taking 3.3 g of each of the three samples from the same sampling site to form a 10 g sample, then configure the soil suspension according to the water-soil ratio of 1:5 and measure its electrical Conductivity (EC) in dS/m value with a conductivity meter (model: Rex DDS-307A). The purpose of adding EC is to correctly identify the location of the saline land so that the correct training material can be made.

2.3. Data Preparation

2.3.1. Salinity Index and Training Label

Various indices can be formed by performing calculations (such as addition, subtraction, multiplication, division, etc.) using the information sources in different bands of the sensor (such as Landsat-8 OLI: band 2, blue; band 3, green; band 4, red; band 5, NIR, etc.). The goal of extracting regions of interest (such as water bodies, vegetation, buildings, woodland, snow, etc.) from remote sensing images can be achieved using different indices. Many salinity indicators have also been developed in soil salinity research, mainly for
evaluating the relationship between soil salinity and surface reflectance [39]. The commonly used salinity indices are listed in Table 2. The salinity indices used in this project include SI, SI1, SI2, and SI3. These salinity indicators have previously performed well in saline land identification [42,43].

Table 2. Some common soil salinity indices.

<table>
<thead>
<tr>
<th>Index</th>
<th>Formulation</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salinity Index (SI-T)</td>
<td>$R/NIR \times 100$</td>
<td>[44]</td>
</tr>
<tr>
<td>Normalized Differential Salinity Index (NDSI)</td>
<td>$\frac{(R-NIR)}{(R + NIR)}$</td>
<td>[45]</td>
</tr>
<tr>
<td>Salinity Index1 (SI1)</td>
<td>$\sqrt{B \times R}$</td>
<td>[45]</td>
</tr>
<tr>
<td>Salinity Index2 (SI2)</td>
<td>$\sqrt{G \times R}$</td>
<td>[46]</td>
</tr>
<tr>
<td>Salinity Index3 (SI3)</td>
<td>$\sqrt{G^2 + R^2 + NIR^2}$</td>
<td>[46]</td>
</tr>
<tr>
<td>Salinity Index3 (S3)</td>
<td>$\frac{G \times R}{(B-R)/(B+R)}$</td>
<td>[47]</td>
</tr>
<tr>
<td>Salinity Index3 (S3)</td>
<td>$\frac{100}{R}$</td>
<td>[47]</td>
</tr>
</tbody>
</table>

B: Blue band; G: Green band; R: Red band; NIR: Near-infrared band.

With one of the overarching goals of the study being to explore the contributions of salinity indices on network accuracy, the baseline of the methodology was therefore to obtain an index-based salinity information calculation approach. Through investigation of the literature, we selected the salinity index 3 (SI3) to achieve this goal due to its high correlation coefficient between the salinity coefficient and measured electrical conductivity in the Songnen Plain [48] (SI3 correlation coefficient: 0.41). Combined with the calculation results of SI3 and the EC value measured on the ground, the spatial distribution of saline land in the area corresponding to the training set data was drawn. This serves as a label to provide prior information for subsequent training. There are two types of content: saline soil and background. The calculation results of different salinity indices are shown in Figure 2. The dataset labels are shown in Figure 3.

**Figure 2.** The effects of different salinity indices. Different salinity indices yielded different effects in the study area, and different effects produced different images for the model training.

### 2.3.2. Training Dataset Processing

The acquired Landsat-8 remote sensing images have been pre-processed with radiometric calibration, atmospheric correction (Fast line-of-sight atmospheric analysis of spectral hypercubes, FLAASH) [49], and mosaicking. The processed remote sensing image and the marked annotation file were cropped into $512 \times 12 \times 7$ image blocks and $512 \times 512 \times 1$ marked blocks, respectively. During the cropping process, a sliding window cropping [50] strategy was adopted to maintain a fixed image overlap ratio (0.2). The images and labels were then divided according to the training set and the test set at a ratio of 7:3. After the processing, the training set contained 903 images and the test set contained 387 images, for a total of 1290 images.
2.3.2. Training Dataset Processing

The acquired Landsat-8 remote sensing images have been pre-processed with radiometric calibration, atmospheric correction (Fast line-of-sight atmospheric analysis of spectrally hypercubes, FLAASH) [49], and mosaicking. The processed remote sensing image and the marked annotation file were cropped into $512 \times 512$ image blocks and marked blocks, respectively. During the cropping process, a sliding window cropping [50] strategy was adopted to maintain a fixed image overlap ratio (0.2). The images and labels were then divided according to the training set and the test set at a ratio of 7:3. After the processing, the training set contained 903 images and the test set contained 387 images, for a total of 1290 images.

2.4. Methods

2.4.1. Experimental Design

We used the U$^2$-Net network to segment the multispectral Landsat-8 remote sensing image and extract the saline soil area. We calculated the salinity indices with Landsat-8 multispectral data, then added different salinity indices and combinations of salinity indices to the multispectral image as input data to the network for image segmentation, and then used the indicators to evaluate the network split effect. The band and index combinations that were used in this experiment are shown in Table 3. The overall experimental design and data process are shown in Figure 4.
Table 3. Combinations of different bands used for the training set.

<table>
<thead>
<tr>
<th>Combination</th>
<th>Bands Description</th>
<th>Image Layers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muti-bands</td>
<td>Coastal, Blue, Green, Red, NIR, SWIR1, SWIR2</td>
<td>7</td>
</tr>
<tr>
<td>Muti-bands + SI1</td>
<td>Coastal, Blue, Green, Red, NIR, SWIR1, SWIR2, SI1</td>
<td>8</td>
</tr>
<tr>
<td>Muti-bands + SI2</td>
<td>Coastal, Blue, Green, Red, NIR, SWIR1, SWIR2, SI2</td>
<td>8</td>
</tr>
<tr>
<td>Muti-bands + SI&amp;SI1</td>
<td>Coastal, Blue, Green, Red, NIR, SWIR1, SWIR2, SI, SI1</td>
<td>9</td>
</tr>
<tr>
<td>Muti-bands + SI&amp;SI1&amp;SI2</td>
<td>Coastal, Blue, Green, Red, NIR, SWIR1, SWIR2, SI, SI1, SI2</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 4. The experimental flow chart for the experimental data (dashed box) and overall pipeline involved in the current research.
2.4.2. \textit{U}^2\textit{-Net}

\textit{U}^2\textit{-Net} is a two-level nested U-structure architecture originally developed for salient object detection [34]; in this study, we used the model to identify saline land from remote sensing imagery. There are many remote sensing image classification-related works based on this method, such as olive canopy extraction [51], building outline extraction [52,53], etc. In addition, this method has many applications in the field of medical image recognition [54,55]. This method has been proven to achieve good results in a variety of scenarios. We chose the \textit{U}^2\textit{-Net} model over other neural networks because of its ability to integrate several contextual information extraction strategies into the network design process, including multi-level feature fusions, encoder-decoder structures, residual connections, \textit{U}-shaped networks [32], multi-scale feature extractions, etc. Furthermore, the \textit{U}^2\textit{-Net} is a superior network because of its power when extracting features at different scales. In addition, a critical advantage of \textit{U}^2\textit{-Net} is its capability of not significantly increasing the memory and computational cost as the network goes deeper. The entire network can be described as a residual U-block (RSU) (Figure 5), which consists of an encoder and a decoder. Among them, 6 down-sampling processes form the encoder, 5 up-sampling processes form the decoder, and the sampling process is also formed based on the RSU (Figure 6a), thus forming a nested U-shaped Internet. The RSU is the core unit of the network, as its role is to extract features at different stages and scales for network learning. RSU-L signifies that the encoder has L layers in the RSU, where L is an integer. The residual network involved in the network can be expressed as:

\[ H_{\text{RSU}}(X) = U(F(X)) + F(X) \]  

(1)

![Figure 5](image)

\textbf{Figure 5.} The Structure of the \textit{U}^2\textit{-Net} model. The connection between the input and the output (soil salinity extraction map) are RSUs designed in 5 stages. The F at the end of the procedure name (such as RSU-4F) means that the procedure does not involve upsampling and downsampling.

As shown in Figure 6b, the result \( F(X) \) obtained after convolving the feature map \( X \), U-block is shorted by \( U \), and the output of the residual network is labeled \( H_{\text{RSU}}(X) \). The network uses a residual network to combine the local contextual features \( F(X) \) and multi-scale features \( (U(F(X))) \).
Figure 5. The Structure of the U2-Net model. The connection between the input and the output (soil salinity extraction map) are RSUs designed in 5 stages. The F at the end of the procedure name (such as RSU-4F) means that the procedure does not involve upsampling and downsampling.

Figure 6. The Structure of the RSU and the residual connection in the RSU. (a) The Structure of the RSU. (b) Residual connection in the RSU. L is the number of layers in the encoder, $C_{in}$ and $C_{out}$ denote the input and output channels, respectively, $M$ denotes the number of channels in the internal layers, $H$ denotes the height of the image, and $W$ denotes the width of the image for the RSU.

2.4.3. Training Process

The training set requires data normalization and standardization to fit into the network. The ‘batch_size’ set for the training network was 16. The reason for choosing 16 was to make full use of computing resources without exceeding the memory limit. The optimizer selected Adam processing, and the learning rate varied with batches according to the law of the cosine function.

2.4.4. Metric Assessment

This study used several common evaluation metrics to assess the performance of the model. The specific evaluation indicators were the recall rate, precision rate, and F1-score (Equation (2) and (4)). The recall ($R$) shows the proportion of saline soils correctly identified by the test set. The precision ($P$) shows the proportion of saline soils correctly identified by model testing. The F1-score is an overall accuracy evaluation metric based on recall and precision.

We also calculated the point of intersection (IoU) to assess the accuracy of the saline land polygon (Equation (5)). The IoU is the ratio of the area of the saline land polygons of the test set to those predicted by the U²-Net model. By convention, when the IoU value is larger than 0.5, it indicates a reliable modeling result [56,57].

\[
\text{Recall}(R) = \frac{TP}{TP + FN} \times 100 \tag{2}
\]
Precision (P) = \frac{TP}{TP + FP} \times 100 \tag{3}

F1 - score = \frac{2PR}{P + R} \times 100 \tag{4}

\text{IoU} = \frac{\text{area}(B_{actual} \cap B_{predicted})}{\text{area}(B_{actual} \cup B_{predicted})} \tag{5}

In this study, true positive (TP) in this study was defined as the number of saline lands that were correctly classified as saline; false negative (FN) was defined as the number of saline soils that were incorrectly identified as background. In this study, false positive (FP) was defined as the number of backgrounds that were misidentified as saline. B_{actual} was used for the ground-truthed saline land range in the test set, and the saline land predicted by the model was marked as B_{predicted}. The region shared by B_{actual} and B_{predicted} was represented by the intersection operation, and the merged region of B_{actual} and B_{predicted} was represented by the union operation.

3. Results
3.1. Multi-Band Experiments

This section demonstrates the effectiveness of the method proposed in this study. It consists of two parts. The first part uses a variety of evaluation indices to illustrate the effectiveness of the method, and the second part illustrates the effectiveness and practicability of the method by analyzing the distribution of saline land in the Zhenlai area over the past five years.

The results show that the proposed U^2-Net-based extraction method for saline soil is feasible. In the measurement of the overall accuracy of classification, among the experimental subjects with multi-bands as the input, the overall average IoU reached 0.8664, indicating that the recall and precision both exceeded 0.9, reaching 0.9040 and 0.9385, respectively. The F1-score valued above 0.9190 indicates that the accuracy of the study reached a good level from different perspectives.

We inputted the multispectral images of the Zhenlai area each year from 2016 to 2020 into the trained model to obtain the distribution of saline land in the Zhenlai area in each year (Figure 7). Observing the distribution in the past five years, we observed that the saline area is widely distributed in the study area. In terms of the distribution characteristics, the distribution of saline areas is uneven. The spatially clustered saline areas are mostly distributed in the central and northwest regions. The southwestern region of the study area has a small distribution area and a fine distribution.

The salinization degree was represented by the ratio of the saline land patch area to the total area of Zhenlai in the saline land distribution map each year, and we drew the change map of the saline land ratio over the past five years (Figure 8). The proportion dropped the fastest from 2016 to 2017 and increased in 2020, but its proportion is still lower than it was in 2016. The shrinking pattern can be observed near 46°N, 123°E. The distribution areas of saline land in the southwestern region of the study area have also decreased. Although there has been an increase in the central region, the increase is small, and the distribution is more scattered.

3.2. Adding Salinity Index Experiments

One of the objectives of the study was to add salinity indices and their combinations to multi-bands as inputs to test their effects on the segmentation results. The results are shown in Tables 4 and 5. In the overall accuracy, all of the IoU scores are higher than 0.86. The recall, precision, and F1-scores are all greater than 0.9, indicating satisfactory classification results. For the saline class only, the IoU is around 0.75, which is higher than 0.5. The recall results are all greater than 0.82, the precision results are around 0.9, and the F1-score value is around 0.86. The results show that different salinity indices and combinations can be used as input data to achieve good segmentation results [56,57].
Figure 7. These maps show the distribution of saline soil in the Zhenlai area during a five-year span between 2016 and 2020. The white color represents the saline soil area and the black color represents the non-saline soil area. (a) 2016; (b) 2017; (c) 2018; (d) 2019; (e) 2020.

The salinization degree was represented by the ratio of the saline land patch area to the total area of Zhenlai in the saline land distribution map each year, and we drew the change map of the saline land ratio over the past five years (Figure 8). The proportion dropped the fastest from 2016 to 2017 and increased in 2020, but its proportion is still lower than it was in 2016. The shrinking pattern can be observed near 46°N, 123°E. The distribution areas of saline land in the southwestern region of the study area have also decreased. Although there has been an increase in the central region, the increase is small, and the distribution is more scattered.

Figure 8. The proportion of saline land in the Zhenlai area from 2016 to 2020.

3.2. Adding Salinity Index Experiments

One of the objectives of the study was to add salinity indices and their combinations to multi-bands as inputs to test their effects on the segmentation results. The results are shown in Table 4 and 5. In the overall accuracy, all of the IoU scores are higher than 0.86. The recall, precision, and F1-scores are all greater than 0.9, indicating satisfactory classification results. For the saline class only, the IoU is around 0.75, which is higher than 0.5. The recall results are all greater than 0.82, the precision results are around 0.9, and the F1-score value is around 0.86. The results show that different salinity indices and combinations can be used as input data to achieve good segmentation results [56,57].

Table 4. Overall accuracy for the different inputs.

<table>
<thead>
<tr>
<th>Combinations</th>
<th>Num of Bands</th>
<th>IoU</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-band</td>
<td>7</td>
<td>0.8664</td>
<td>0.9040</td>
<td>0.9358</td>
<td>0.9190</td>
</tr>
<tr>
<td>Multi-band + SI1</td>
<td>8</td>
<td>0.8718</td>
<td>0.9095</td>
<td>0.9476</td>
<td>0.9282</td>
</tr>
<tr>
<td>Multi-band + SI2</td>
<td>8</td>
<td>0.8777</td>
<td>0.9135</td>
<td>0.9509</td>
<td>0.9318</td>
</tr>
<tr>
<td>Multi-band + SI and SI1</td>
<td>9</td>
<td>0.8733</td>
<td>0.9134</td>
<td>0.9405</td>
<td>0.9268</td>
</tr>
<tr>
<td>Multi-band + SI, SI1, and SI2</td>
<td>10</td>
<td>0.8624</td>
<td>0.9066</td>
<td>0.9337</td>
<td>0.9200</td>
</tr>
</tbody>
</table>

Table 5. The classification of saline land and background. The first row of each item is the background result, the second row is the saline soil result.

<table>
<thead>
<tr>
<th>Combinations</th>
<th>Num of Bands</th>
<th>IoU</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-band</td>
<td>7</td>
<td>0.9762</td>
<td>0.9850</td>
<td>0.9711</td>
<td>0.9780</td>
</tr>
<tr>
<td>Multi-band + SI1</td>
<td>8</td>
<td>0.9852</td>
<td>0.9951</td>
<td>0.9900</td>
<td>0.9925</td>
</tr>
<tr>
<td>Multi-band + SI2</td>
<td>8</td>
<td>0.9860</td>
<td>0.9954</td>
<td>0.9954</td>
<td>0.9954</td>
</tr>
<tr>
<td>Multi-band + SI and SI1</td>
<td>9</td>
<td>0.9853</td>
<td>0.9947</td>
<td>0.9905</td>
<td>0.9926</td>
</tr>
<tr>
<td>Multi-band + SI, SI1, and SI2</td>
<td>10</td>
<td>0.9839</td>
<td>0.9940</td>
<td>0.9898</td>
<td>0.9919</td>
</tr>
</tbody>
</table>

The values in the table are all percentages.
### Table 4. Overall accuracy for the different inputs.

<table>
<thead>
<tr>
<th>Combinations</th>
<th>Num of Bands</th>
<th>IoU</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-band</td>
<td>7</td>
<td>0.8664</td>
<td>0.9040</td>
<td>0.9358</td>
<td>0.9190</td>
</tr>
<tr>
<td>Multi-band + SI1</td>
<td>8</td>
<td>0.8718</td>
<td>0.9095</td>
<td>0.9476</td>
<td>0.9282</td>
</tr>
<tr>
<td>Multi-band + SI2</td>
<td>8</td>
<td>0.8777</td>
<td>0.9135</td>
<td>0.9509</td>
<td>0.9318</td>
</tr>
<tr>
<td>Multi-band + SI and SI1</td>
<td>9</td>
<td>0.8733</td>
<td>0.9134</td>
<td>0.9405</td>
<td>0.9268</td>
</tr>
<tr>
<td>Multi-band + SI, SI1, and SI2</td>
<td>10</td>
<td>0.8624</td>
<td>0.9066</td>
<td>0.9337</td>
<td>0.9200</td>
</tr>
</tbody>
</table>

### Table 5. The classification of saline land and background. The first row of each item is the background result, the second row is the saline soil result.

<table>
<thead>
<tr>
<th>Combinations</th>
<th>Num of Bands</th>
<th>IoU</th>
<th>Recall</th>
<th>Precision</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-band</td>
<td>7</td>
<td>0.9762</td>
<td>0.9850</td>
<td>0.9711</td>
<td>0.9780</td>
</tr>
<tr>
<td>Multi-band + SI1</td>
<td>8</td>
<td>0.7566</td>
<td>0.8229</td>
<td>0.9004</td>
<td>0.8599</td>
</tr>
<tr>
<td>Multi-band + SI2</td>
<td>8</td>
<td>0.9852</td>
<td>0.9951</td>
<td>0.9900</td>
<td>0.9925</td>
</tr>
<tr>
<td>Multi-band + SI and SI1</td>
<td>9</td>
<td>0.7584</td>
<td>0.8239</td>
<td>0.9051</td>
<td>0.8626</td>
</tr>
<tr>
<td>Multi-band + SI, SI1, and SI2</td>
<td>10</td>
<td>0.9860</td>
<td>0.9954</td>
<td>0.9954</td>
<td>0.9954</td>
</tr>
</tbody>
</table>

3.3. Comparison between the Two Groups of Inputs

Whether using multi-bands as inputs or adding different salinity indices to the model, good segmentation results were achieved. Tables 4 and 5 show that the classification accuracy obtained by the experimental group with different salinity indices and combinations as input is better than that of the multi-band group. In the experiment of salinity index and combination, the best effect was obtained by using the combination of salinity index SI2. In the overall accuracy evaluation, all evaluation indicators were higher than the multi-band experimental group, of which the IoU increased by 1.74%, recall increased by 0.75%, precision increased by 1.81%, and F1-score increased by 1.27%. When only looking at the identification accuracy of saline land, the improvement is greater than the overall accuracy, of which the IoU increased by 3.70%, recall increased by 1.50%, precision increased by 2.81%, and F1-score increased by 2.13%. The intuitive differences brought about by different salinity indices are shown in Figure 9, and the related accuracy evaluation is shown in Figure 10.

When examining only the group with the added salinity index, the overall accuracy is best in the multi-band + SI2 group (IoU: 0.8777; recall: 0.9135; precision: 0.9509; and F1-score: 0.9318), and all of the evaluation metrics in this group achieved higher accuracy than other groups with a salinity index. The group with the lowest accuracy was multi-band + SI, SI1, SI2 (IoU: 0.8624; recall: 0.9066; precision: 0.9337; and F1-score: 0.9200). For the remaining two groups, multi-band + SI1 and multi-band + SI and SI1, the accuracy evaluation achieved inconstant results. Generally, we found that the result of adding one salinity index was better than adding two salinity indices, and better than adding three salinity indices. The results of separate observations of saline land divisions also yielded similar results (Figure 11).
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Whether using multi-bands as inputs or adding different salinity indices to the model, good segmentation results were achieved. Table 4 and 5 show that the classification accuracy obtained by the experimental group with different salinity indices and combinations as input is better than that of the multi-band group. In the experiment of salinity index and combination, the best effect was obtained by using the combination of salinity index SI2. In the overall accuracy evaluation, all evaluation indicators were higher than the multi-band experimental group, of which the IoU increased by 1.74%, recall increased by 0.75%, precision increased by 1.81%, and F1-score increased by 1.27%. When only looking at the identification accuracy of saline land, the improvement is greater than the overall accuracy, of which the IoU increased by 3.70%, recall increased by 1.50%, precision increased by 2.81%, and F1-score increased by 2.13%. The intuitive differences brought about by different salinity indices are shown in Figure 9, and the related accuracy evaluation is shown in Figure 10.

Figure 9. The example results of the study area. The figure shows images, labels, and prediction results for different inputs for each example. The gray spots represent saline land, and the blank area represents non-saline land. The label is derived from the tag information described in the previous section, that is, the result obtained after cropping Figure 2.
Figure 9. The example results of the study area. The figure shows images, labels, and prediction results for different inputs for each example. The gray spots represent saline land, and the blank area represents non-saline land. The label is derived from the tag information described in the previous section, that is, the result obtained after cropping Figure 2.

Figure 10. Comparison of the overall accuracy for different inputs.

When examining only the group with the added salinity index, the overall accuracy is best in the multi-band + SI2 group (IoU: 0.8777; recall: 0.9135; precision: 0.9509; and F1-score: 0.9318), and all of the evaluation metrics in this group achieved higher accuracy than other groups with a salinity index. The group with the lowest accuracy was multi-band + SI, SI1, SI2 (IoU: 0.8624; recall: 0.9066; precision: 0.9337; and F1-score: 0.9200). For the remaining two groups, multi-band + SI1 and multi-band + SI and SI1, the accuracy evaluation achieved inconsistent results. Generally, we found that the result of adding one salinity index was better than adding two salinity indices, and better than adding three salinity indices. The results of separate observations of saline land divisions also yielded similar results (Figure 11).

Figure 11. Comparison of the saline land accuracy for different inputs.

3.4. The Effect of Salinity Index on the Experimental Process

The experimental results show that salinity can also affect the learning process. As shown in Figure 12a, for recall, there was an upward trend with the increase of batches in general, with the most significant rise in batches ranging 0–5000. The fastest rising combination was multi-bands with SI and SI1, and the slowest rising was multi-bands with SI1, both of which showed that increasing the specific salinity index can improve the model results in the early training stage. When the batches number reaches about 15,000, the multi-bands with SI2 combination reached a local maximum value, and when the training process reached about 20,000 batches, the multi-bands with SI2 and multi-bands with SI, SI1, and SI2 combinations showed a relatively large drop, and a local minimum value occurred, after which they continued to rise. The results of the multi-bands rose relatively smoothly as compared with the other groups. Figure 12b shows that the precision rose slowly, and the change was relatively stable. The multi-bands with SI2 combination achieved stabilized results at around 10,000 batches, and the multi-bands with SI1 combination dropped significantly around 20,000 batches, and then rose again. As shown in Figure 12c, the changing pattern of mIoU is similar to that of the recall, except that at around 20,000 batches, the multi-bands with SI1 combination also showed a sharp decrease and then an increase. For the change of loss, as shown in Figure 12d, it conforms to the law of gradient descent of general deep learning models, that is, it converges rapidly at the beginning, and then the convergence speed slows down. In this experiment, the curves of each experimental group had different degrees of jitter after 15,000 iterations. In comparison, the amplitude of the multi-bands group was the most severe, while the jitter of the multi-bands with SI2 was the most gentle. The amplitude of adding a salinity index was smaller than that of the multi-bands group. It can be seen in Figure 12d that adding a specific salinity index can stabilize the loss convergence process to some extent.
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**Figure 12.** Variation of different accuracy indices with training batches under different input condi-
tions. The x-axes of the four graphs is the training batch, and the y-axes is the corresponding index.
The pictures (a-d) respectively represent the trends of Recall, Precision, mIoU and loss with the
change of training batches.
4. Discussion

4.1. Expertise and Labor Savings

The deep learning framework used in this study was U²-Net, which has many advantages. In the application of saline land identification, limited image data can be obtained at different scales, which saves a lot of labor costs and can achieve good results; this is beneficial. At the same time, since receptive fields of different sizes are mixed into the residual U-block (RSU) proposed by this method, more information on saline land and surrounding areas can be obtained at different scales, which may be beneficial to reduce the amount of land (such as cloud, light-colored buildings, etc.) that may be wrongly classified into saline land, and may be beneficial in obtaining a good classification effect of saline land. Furthermore, compared with the SOD (salient object detection) models built upon the existing backbones, the U²-Net framework is purely built on the proposed RSU blocks, which makes it possible to be trained from scratch and configured to have different model sizes according to the target environment constraints [34]. This means that training the model does not require high-level equipment, and good results can be obtained without pre-training.

4.2. The Effect of Salinity Index on Experimental Results

The influence of the salinity index on the segmentation results can be explained by the fact that the integration of the salinity index can be deemed as new image information. In the same case, adding the source of information increases the available predictor variables, which could benefit the prediction model. The addition of the salinity index can highlight the distribution information of the saline land from the background. To a certain extent, the addition of the salinity index is equivalent to a pre-processing of the image, so that the deep learning model can apply the learning focus more effectively to saline land applications, which would achieve the effect of improving some accuracy indicators.

The experimental results show that the application of different salinity indices had different effects on the results, which is consistent with the study conducted by Allbed et al. [14]. In their study, the authors noted that adding SI1 or SI2 to the model yielded higher accuracy (recall, precision, and F1-score) as compared with the results of multi-bands on their own, and adding SI1 to the model underperformed the SI2 model.

We can also see that a further increase in the salinity index did not improve the accuracy of the final saline land segmentation. The possible reason for this result is that the salinity index was calculated based on the seven multi-spectral bands. These indices inevitably display some information redundancy when compared with the original bands, leading to an overfitting of the training model. However, the U²-net model as a superior data mining approach has the power to max out the information from the original bands, therefore yielding similar results as compared with the salinity indices. Although the conclusions of this study are limited to the salinity indices and combinations involved in this study, more experiments are needed to verify whether other salinity indices and combinations conform to this law.

Finally, it should be noted that a plausible explanation for the difference in performance between the different experimental groups in this study is the use of different salinity indices, not simply because of the number of input image channels. Experimental groups with the same number of channels and different salinity indices exhibited different accuracies.

4.3. Distribution Changes of Saline Land in the Zhenlai Area

In the previous part, we used the newly proposed method to draw the distribution map of saline land in the Zhenlai area from 2016 to 2020. We found that the proportion of saline land area overall showed a downward trend. This section discusses this phenomenon.

As mentioned above, the natural characteristics of the Zhenlai area make it easy for saline land to form [35,36], and the over-exploitation of humans aggravates the occurrence of this phenomenon [37]. To reduce the impact of saline land on agricultural production,
Zhenlai adopted various measures to achieve the goal of reducing the area of saline land, among which the most important method is to control saline land through paddy fields [58]. By building water conservancy facilities [59], using river water to change soil moisture infiltration, reducing soil salinity, and forming artificial wetlands suitable for rice cultivation, Zhenlai has achieved the goal of converting saline-alkali land into arable land. On the other hand, the main food crop was changed from corn to rice, and rice varieties that were suitable for local artificial wetland cultivation were developed [60], thereby further increasing food production. These measures make Zhenlai one of the important grain-producing areas in China.

Although Zhenlai has made great efforts and accomplished great achievements in the treatment of saline land, environmental treatment is not achieved overnight, and it is also common for repeated treatment to be required, where as shown in Figure 8, the proportion increased in 2020. Even so, the distribution of saline land in 2020 was more dispersed than in 2019. In future research, the method used in this paper can be used on larger spatial scales and longer time scales to obtain more obvious changes in the distribution of saline land.

5. Conclusions

This study used a U²-Net-based extraction method to analyze the distribution of saline soils, and various input different salinity indices and combinations were mixed into the model to explore their impact on the segmentation effect. The following results were drawn:

(1) The U²-Net is an efficient model for saline soil extraction applications. Good results were achieved whether we used the input of mixed bands or the combined input network with different salinity indices.

(2) Using the salinity index as an additional input to the multi-bands affected the image segmentation accuracy. Selecting different salinity indices yielded different effects on the results, and SI2 was proven to be the most useful salinity index for the saline soil extraction application.

(3) The superposition of the salinity index does not necessarily yield better accuracy. Hypothetically, stacking more salinity indices allows for more information to be input for training, which theoretically would produce better results. However, the results from this study did not support this hypothesis. On the contrary, superimposing excessive salinity indices could reduce the accuracy of the classification.

(4) The study also concluded the validity of our methodology for saline land identification through a case study. Specifically, the soil salinization in the Zhenlai area was alleviated over recent years. Our methodology will help to expand our understanding of saline land and the salinity index of deep learning frameworks.

The main application scenario of this method is the identification of large-scale saline land with public domain remote sensing images (e.g., Landsat images). In the future, the method can further improve the saline land extraction accuracy by transforming the neural network structure. In addition, the training of this method is based on the remote sensing data of the same resolution and the same source. Future studies can further explore whether the remote sensing data of different resolutions and different sources have an influence on the identification effect of saline land.
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