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Abstract: The Arctic stratospheric polar vortex is a key component of the climate system, which has significant impacts on surface temperatures in the mid-latitudes and polar regions. Therefore, understanding polar vortex variability is helpful for extended-range weather forecasting. The present study evaluates long-term changes in the position and strength of the polar vortex in the Arctic lower stratosphere during the winters from 1980/81 to 2013/14. Simulations of the Coupled Model Intercomparison Project Phase 6 (CMIP6) models are compared with Modern-Era Retrospective analysis for Research and Applications Version 2 (MERRA2) reanalysis dataset. Overall, the CMIP6 models well capture the spatial characteristics of the polar vortex with spatial correlation coefficients between the potential vorticity (PV) in the lower stratosphere from simulations and MERRA2 products generally greater than 0.85 for all CMIP6 models during winter. There is a good agreement in the position and shape of the polar vortex between the CMIP6 multi-model mean and MERRA2, although there exist differences between simulations of individual CMIP6 models. However, most CMIP6 models underestimate the strength of polar vortex in the lower stratosphere, with the largest negative bias up to about −20%. The present study further reveals that there is an anticorrelation between the polar vortex strength bias and area bias simulated by CMIP6 models. In addition, there is a positive correlation between the trend of EP-flux divergence for wavenumber one accumulated in early winter and the trend in zonal mean zonal wind averaged in late winter. As for the long-term change in polar vortex position, CanESM5, IPSL-CM5A2-INCA, UKESM1-0-LL, and IPSL-CM6A-LR well capture the persistent shift of polar vortex towards the Eurasian continent and away from North America in February, which has been reported in observations. These models reproduce the positive trend of wavenumber-1 planetary waves since the 1980s seen in the MERRA2 dataset. This suggests that realistic wave activity processes in CMIP6 models play a key role not only in the simulation of the strength of the stratospheric polar vortex but also in the simulation of the polar vortex position shift.
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1. Introduction

Numerous studies have shown that there are two separate planetary-scale circumpolar vortices in the Earth’s atmosphere: a tropospheric vortex and a stratospheric vortex. Compared to the tropospheric polar vortex, the stratospheric polar vortex is stronger but covers a smaller area [1,2]. The stratospheric polar vortex, located between 10–50 km, is a deep cyclonic system controlled by strong westerly winds surrounding the pole. As one of the major atmospheric circulation systems in the stratosphere, the stratospheric polar vortex not only plays an important role in the stratosphere–troposphere coupling [3] but also has a significant impact on tropospheric weather and climate [4–6]. During some extreme polar
vortex events (e.g., Sudden Stratospheric Warming, SSW), anomalous stratospheric polar vortex signals can extend downward to the troposphere [7–10] and influence tropospheric jet streams [11], storm tracks [7,12], tropospheric atmospheric circulations [13,14] and surface weather [15–19]. In addition to the studies on anomalies of polar vortex strength, it has also been found that changes in the location and morphology of the stratospheric polar vortex can cause cold outbreaks at the surface [20,21].

The interannual and interdecadal variabilities in the strength and position of the Arctic polar vortex are more pronounced than that of the Antarctic polar vortex, which is mainly attributed to more planetary waves in the Northern Hemisphere [22–26]. It should be noted that the long-term trend of the polar vortex remains controversial and has attracted great attention among the scientific community. Hu et al. [27] showed a warming trend in the lower Arctic stratosphere in the winters during 1979–2003. Garfinkel et al. [28] also pointed out that the polar vortex in the lower Arctic stratosphere has persisted in warming and weakening conditions since 1980, and the situation has become more pronounced after 1990. However, Hu et al. [29] found a decrease in Arctic stratospheric temperature that is accompanied by a strengthening of the Arctic stratospheric polar vortex after 1998. In addition to the abovementioned studies on the characteristics of polar vortex strength, the emergent changes in the location of the polar vortex have also been reported in recent years. Zhang et al. [20] found that the enhancement of upward planetary wavenumber-1 in February in the Northern Hemisphere, which is caused by sea ice decrease in the Barents-Kara Sea, has resulted in a persistent shift of the Arctic stratospheric polar vortex towards Eurasia and away from North America. The above results are drawn from different observations or reanalysis data. Therefore, this warrants a further investigation of the change in the Arctic stratospheric polar vortex and its associated planetary wave changes using the latest CMIP6 multi-model simulations.

The interannual variability of the Arctic stratospheric polar vortex simulated by different numerical models varies significantly, which leads to large uncertainty in the analysis of long-term changes in the Arctic stratospheric polar vortex. The year-to-year change in the polar vortex is essentially related to various climate variabilities (e.g., El Niño-Southern Oscillation (ENSO), Quasi-Biennial Oscillation (QBO), Arctic Oscillation (AO), etc.). Using historical and pi-Control multi-mode results from Coupled Model Intercomparison Project Phase 5 (CMIP5), Hurwitz et al. [30] showed that El Niño often leads to the Arctic polar vortex weakening, and La Niña has the opposite impact during winter. However, the magnitudes of the Arctic polar vortex response to ENSO simulated by various models are generally smaller than that shown in the reanalysis data. Their study also indicated that the response of the polar stratosphere to ENSO is more realistic in the simulations of high-top models than that in the simulations of low-top models (note that the models were classified into a high-top and low-top ensemble based on their lid height, with a threshold between high-top and low-top at 1 hPa). Rao et al. [31] evaluated progress and biases in the simulation of the stratospheric polar vortex across three generations of Coupled Model Intercomparison Projects (CMIPs) and highlighted the important role of climate variabilities in the simulation of the stratospheric polar vortex. Some studies found that most CMIP5/6 models underestimate the Arctic stratospheric warming in early winter during the easterly phase of QBO [19,32]. As for the AO signal simulated by CMIP models, Gong et al. [33] found that the Pacific center of the AO simulated by CMIP5 models is stronger than the observations. The positive bias is larger in the simulations by low-top models compared to that by high-top models, suggesting that stratospheric processes play an important role in the simulation of AO. They pointed out that the stratospheric polar vortex simulated by low-top models is stronger than that simulated by high-top models. A stronger stratospheric polar vortex can induce more planetary waves reflected from the North Pacific to the North Atlantic, corresponding to a stronger Pacific center. These aforementioned studies clearly indicate that there exist obvious biases in the simulations of interannual variability of the stratospheric polar vortex by CMIP models.
Previous studies have also assessed the simulations of extreme states of the stratospheric polar vortex, e.g., SSW events. High-top models better simulate the frequency and split/displacement type of SSW events than low-top models [34–36]. Furthermore, Wu et al. [37] suggested not only the model top height but also the fine vertical resolution in the stratosphere is important for simulating the dynamical variability of the stratosphere. Hall et al. [38] showed that the simulated displacement frequency is highly related to the climatological state of eddy heat flux in the lower stratosphere. The split frequency is closely related to both the vortex geometry (aspect ratio) and lower stratospheric zonal winds. The complicated coupled chemical–radiative–dynamic processes in the stratosphere may also affect the simulation of the stratospheric polar vortex. For example, Oehrlein et al. [39] found that compared with the WACCM-SC without chemical–climate coupling, the CESM1-WACCM model with interactive chemistry simulates a stronger stratospheric polar vortex.

It should be noted that most of the studies mentioned above have focused on the performance of CMIP models for the simulation of interannual variability and the extreme state of the polar vortex strength. However, few studies have been conducted to evaluate the performance of CMIP6 models [40] in capturing long-term changes in the stratospheric polar vortex strength shown in observations. Furthermore, it remains unclear whether CMIP6 models can reproduce the observed location and morphology of the stratospheric polar vortex. This study aims to evaluate the capability of CMIP6 models for simulating the stratospheric polar vortex and its strength and position. The influencing factors for the stratospheric polar vortex and its long-term change trend are also investigated. This study aims to address the following questions: (1) Is there any connection between the strength and area of the polar vortex in the simulations of CMIP6 models? (2) Compared with the reanalysis dataset, how well do CMIP6 models perform in simulating climatological state and long-term variability of the strength and location of the stratospheric polar vortex? (3) What are the factors responsible for biases in the long-term variations of polar vortex strength and location shown in the simulations of CMIP6 models? This paper is organized as follows. Section 2 describes the methodology, the CMIP6 models, and the reanalysis datasets used in the present study. Section 3 evaluates the climatological mean and long-term change of the stratospheric polar vortex. Section 4 provides a brief discussion of the present study. Section 5 provides the summary of the present study.

2. Materials and Methods

2.1. Data

In this study, we used daily meteorological data obtained from the NASA Modern-Era Retrospective Analysis for Research and Applications version 2 (MERRA2) product, which has a horizontal resolution of 1.25° × 1.25° (latitude × longitude), and there are 42 pressure levels in the vertical direction extending from 1000 to 0.1 hPa for the winters from 1980/81 to 2013/14. The meteorological fields used in this study include daily mean horizontal winds, temperature, geopotential height, potential vorticity (PV), etc. More details of the MERRA2 dataset can be found in Gelaro et al. [41]. To avoid the potential impacts of reanalysis data quality, we also cross-check the results using the ERA-Interim (hereafter, ERA-I) reanalysis dataset on global 1° × 1° grids at 37 pressure levels extending from 1000 to 1 hPa provided by the European Centre for Medium-Range Weather Forecasts (ECMWF). More details of the ERA-I dataset can be found in Dee et al. [42]. Data for the total 34 winters from 1980/81 to 2013/14 are used to obtain daily climatological value of each individual variable (defined as the DJF mean). We choose DJF as the analysis time period of stratospheric polar vortex because the polar vortex is the strongest during winter but is rather weak during autumn and spring due to solar radiation [1,2]. Furthermore, the shape of polar vortex is relatively more complete and regular during winter compared with that during autumn and spring. Daily anomaly is defined as the daily data minus the climatological mean of the corresponding variable to remove the seasonal cycle. In this
study, the zonal anomaly of each variable is defined as the departure of its value at a given location from its corresponding zonal mean.

2.2. Models

In this study, 16 models that participate in CMIP6 are used to evaluate long-term stratospheric polar vortex changes. These CMIP6 models include AWI-ESM-1-1-LR, CanESM5, CESM2-WACCM, EC-Earth3, GFDL-ESM4, HadGEM3-GC31-LL, INM-CM5-0, IPSL-CM5A2-INCA, IPSL-CM6A-LR, IPSL-CM6A-LR-INCA, MIROC6, MPI-ESM-1-2-HAM, MPI-ESM1-2-HR, NorESM2-LM, NorESM2-MM, and UKESM1-0-LL. Historical simulations that cover the period 1850–2014 are used in the present study. The historical simulations are forced by common datasets based on observations, including historical changes in short-lived species and long-lived greenhouse gases, global land use, solar radiative forcing, and stratospheric aerosols from volcanic eruptions. Model outputs daily data for the period 1980–2014 are compared with the MERRA2 and ERA-I. The models and available data used in the present study are listed in Table 1. Note that we interpolated the reanalysis data and the model data to 1.0° × 1.0° (latitude × longitude) in order to unify the horizontal resolution of individual models (see the column ‘resolution’ of Table 1) for comparison.

Table 1. Description of models and data available at the time when this work was being performed in 2021. Major information includes model names and their horizontal and vertical resolutions, the stratospheric chemistry scheme used, the simulations produced by each model, and the Earth System Grid Federation (ESGF) reference for the model datasets. Options of the stratospheric chemistry scheme include interactive chemistry schemes (fully coupled complex chemistry schemes), simplified online schemes (simple, linear schemes) and prescribed stratospheric ozone field. Different models may use different schemes. Most models that run with prescribed stratospheric ozone use the CMIP6 dataset except CESM2 and NorESM2, which use prescribed ozone data simulated by CESM2-WACCM. The meteorological variables used in the present study include temperature, horizontal winds, and geopotential height. Note that the geopotential height of IPSL-CM5A2-INCA is not available in this study.

<table>
<thead>
<tr>
<th>Model</th>
<th>Resolution</th>
<th>Stratospheric Chemistry</th>
<th>The Meteorological Fields</th>
<th>Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWI-ESM-1-1-LR</td>
<td>192 × 96 longitude–latitude; 47 levels; top level 80 km</td>
<td>Prescribed (CMIP6 dataset)</td>
<td>Historical</td>
<td>Danek et al. [44]</td>
</tr>
<tr>
<td>CanESM5</td>
<td>128 × 64 longitude–latitude; 49 levels; top level 1 hPa</td>
<td>Prescribed (other)</td>
<td>Historical</td>
<td>Swart et al. [45]</td>
</tr>
<tr>
<td>CESM-WACCM</td>
<td>288 × 96 longitude–latitude; 70 levels; top level 4.5 × 10^{-6} hPa</td>
<td>Interactive chemistry</td>
<td>Historical</td>
<td>Danabasoglu [46]</td>
</tr>
<tr>
<td>EC-Earth3</td>
<td>512 × 256 longitude–latitude; 91 levels; top level 0.01 hPa</td>
<td>Prescribed (CMIP6 dataset)</td>
<td>Historical</td>
<td>EC-Earth Consortium [47]</td>
</tr>
<tr>
<td>GFDL-ESM4</td>
<td>360 × 180 longitude–latitude; 49 levels; top level 0.01 hPa</td>
<td>Interactive chemistry</td>
<td>Historical</td>
<td>Krasting et al. [48]</td>
</tr>
<tr>
<td>HadGEM3-GC31-LL</td>
<td>192 × 144 longitude–latitude; 85 levels; top level 85 km</td>
<td>Prescribed (CMIP6 dataset)</td>
<td>Historical</td>
<td>Ridley et al. [49]</td>
</tr>
<tr>
<td>INM-CM5-0</td>
<td>180 × 120 longitude–latitude; 73 levels; top level sigma = 0.0002 (~0.2 hPa)</td>
<td>Prescribed (CMIP6 dataset)</td>
<td>Historical</td>
<td>Volodin et al. [50]</td>
</tr>
<tr>
<td>IPSL-CM5A2-INCA</td>
<td>96 × 96 longitude–latitude; 39 levels; top level 80 km</td>
<td>Interactive chemistry</td>
<td>Historical</td>
<td>Boucher et al. [51]</td>
</tr>
<tr>
<td>IPSL-CM6a-LR</td>
<td>144 × 143 longitude–latitude; 79 levels; top level 80 km</td>
<td>Prescribed (CMIP6 dataset)</td>
<td>Historical</td>
<td>Boucher et al. [52]</td>
</tr>
<tr>
<td>IPSL-CM6a-LR-INCA</td>
<td>144 × 143 longitude–latitude; 79 levels; top level 80 km</td>
<td>Prescribed (CMIP6 dataset)</td>
<td>Historical</td>
<td>Boucher et al. [53]</td>
</tr>
<tr>
<td>MIROC6</td>
<td>256 × 128 longitude–latitude; 81 levels; top level 0.004 hPa</td>
<td>Prescribed (CMIP6 dataset)</td>
<td>Historical</td>
<td>Tatebe et al. [54]</td>
</tr>
<tr>
<td>MPI-ESM1-2-HAM</td>
<td>192 × 96 longitude–latitude; 47 levels; top level 0.01 hPa</td>
<td>Interactive chemistry</td>
<td>Historical</td>
<td>Neubauer et al. [55]</td>
</tr>
<tr>
<td>MPI-ESM1-2-HR</td>
<td>384 × 192 longitude–latitude; 47 levels; top level 0.01 hPa</td>
<td>Prescribed (CMIP6 dataset)</td>
<td>Historical</td>
<td>Jungclaus et al. [56]</td>
</tr>
</tbody>
</table>
Table 1. Cont.

<table>
<thead>
<tr>
<th>Model</th>
<th>Resolution</th>
<th>Stratospheric Chemistry</th>
<th>The Meteorological Fields</th>
<th>Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>NorESM2-LM</td>
<td>$144 \times 96$ longitude–latitude; 32 levels;</td>
<td>Prescribed</td>
<td>Historical</td>
<td>Seland et al. [57]</td>
</tr>
<tr>
<td></td>
<td>top level 3 hPa</td>
<td>(other)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NorESM2-MM</td>
<td>$288 \times 192$ longitude–latitude; 32 levels;</td>
<td>Prescribed</td>
<td>Historical</td>
<td>Bentsen et al. [58]</td>
</tr>
<tr>
<td></td>
<td>top level 3 hPa</td>
<td>(other)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UKESM1-0-LL</td>
<td>$192 \times 144$ longitude–latitude; 85 levels;</td>
<td>Interactive chemistry</td>
<td>Historical</td>
<td>Tang et al. [59]</td>
</tr>
<tr>
<td></td>
<td>top level 85 km</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.3. Methods

2.3.1. Polar Vortex Analysis

Following the method proposed by Nash et al. [60], the polar vortex edge is defined as the location of the largest PV gradient with an additional constraint of close proximity to a strong westerly jet. The polar vortex edge is not calculated for the month when the shape of the vortex is not well defined, or the polar vortex breaks up. This usually happens when a major SSW event occurs in the month and lasts for more than 15 days [20].

The polar vortex strength is defined as the area-weighted average of PV inside the polar vortex edge from a Lagrangian viewpoint, which is calculated by:

$$PVS = \frac{\sum PV(i) \times \cos(lat(i))}{\sum \cos(lat(i))}$$  \hspace{1cm} (1)

The fractional area of the polar vortex is defined as the percentage of the polar vortex area covering Eurasia/North America divided by the total area of the polar vortex [20]. The fractional area is counted from daily mean data. The polar vortex strength is also calculated and derived from daily mean data. In addition, the polar vortex center is determined using the PV-weighted average method described by the following equations (following the method of Zhang et al. [61]):

$$latc = \frac{\sum \text{lat}(i) \times PV(i) \times \cos(lat(i))}{\sum PV(i) \times \cos(lat(i))}$$  \hspace{1cm} (2)

$$lonc = \frac{\sum \text{lon}(i) \times PV(i) \times \cos(lat(i))}{\sum PV(i) \times \cos(lat(i))}$$  \hspace{1cm} (3)

where “latc” and “lonc” is the latitude and longitude of the polar vortex center, respectively, and $n$ is the number of grid points within the polar vortex circled by the polar vortex edge. PV(i), lat(i), and lon(i) are the PV and latitude and longitude of the $i$th grid point.

2.3.2. Planetary Wave Activity Analysis

The Eliassen–Palm flux (hereafter EP flux) [62] is used to diagnose the propagation of waves in two-dimensional space. The meridional and vertical components of EP flux and its divergence in the spherical coordinate are defined as follows:

$$F_\phi \equiv \rho_0 a \cos \phi \left( \frac{\partial \omega}{\partial z} \theta' \theta' - \overline{\theta' \theta'} \right)$$  \hspace{1cm} (4)

$$F_z \equiv \rho_0 a \cos \phi \left\{ f - (a \cos \phi)^{-1} \left( \frac{\partial \theta}{\partial \phi} \phi \right) \frac{\partial \theta'}{\partial \phi} - \overline{\theta' \theta'} \right\}$$  \hspace{1cm} (5)
\[ \nabla \cdot \mathbf{F} \equiv - \left( \rho_0 \overline{u'v'} \right)_{\varphi} + \left( \rho_0 f \overline{v'w'} \right)_{z} \]  

(6)

Here, \( \rho_0 \) is the air density; \( z \) is the altitude; \( a \) is the radius of the Earth; \( \varphi \) is the latitude; \( f \) is the Coriolis parameter; \( \theta \) is the potential temperature; \( u \) and \( v \) represent zonal and meridional wind, respectively; and \( w \) is the vertical velocity. The overbar represents zonal average and prime represents zonal deviation. We ignore the term \( \overline{w'uu'} \) because it is small relative to other terms.

2.3.3. Correlation Analysis

Taylor’s (2001) [63] diagram has been widely used to evaluate various aspects of model performance since it can provide a statistical summary of similarity between spatial patterns from model simulations and from MERRA2 data. In Taylor’s diagram, the standardized deviation (SD) is calculated by:

\[
SD_j = \frac{\sqrt{\sum_i \cos(lat(i)) \times (PV_{model,j}(i) - PV_{model,mean}(i))^2 / \sum_i \cos(lat(i))}}{\sqrt{\sum_i \cos(lat(i)) \times (PV_{MERRA2,j}(i) - PV_{MERRA2,mean}(i))^2 / \sum_i \cos(lat(i))}}
\]

(7)

where \( PV(i), lat(i) \) are the PV and latitude of the \( i \)th grid point, the model mean and MERRA2 mean are the weighted area-averaged means. The bias is defined as:

\[
bias_i = \frac{model_i - MERRA2}{MERRA2} \times 100
\]

(8)

3. Results

Figure 1a displays the climatological mean edge of the polar vortex and its center for the period 1980/81–2013/14 derived from MERRA2, ERA-I, and simulations of the 16 CMIP6 models. The two reanalysis datasets show that the polar vortex presents an oval shape. Correspondingly, the fractional area of the stratospheric polar vortex over Eurasia is larger than that over North America, with the boundary located at approximately 60° N in Eurasia, while it reaches 65° N in western North America. The vortex center shown in the two reanalysis datasets is closer to Eurasia rather than over the North Pole. Note that the vortex edge and center calculated from the ERA-Interim are nearly the same as those from the MERRA2 data. Overall, most CMIP6 models capture the features shown in the two reanalysis datasets, although the polar vortex shape in the multi-model mean is more circular than that in the two reanalysis datasets. The polar vortex edge in simulations of CESM2-WACCM, NorESM2-LM, and NorESM2-MM is closer to the pole with a smaller polar vortex area compared with that in the two reanalysis datasets (Figure 1a,b). In contrast, the polar vortex area simulated by GFDL-ESM4, IPSL-CM6A-LR-INCA, IPSL-CM6A-LR, MPI-ESM-1-2-HAM, and UKESM1-0-LL is more than 20% larger than that in the two reanalysis datasets (Figure 1a,b, Table 2). The multi-mean polar vortex center simulated by all 16 models is basically located near the center shown in the two reanalysis datasets. For CanESM5, CESM2-WACCM, IPSL-CM6A-LR, and MPI-ESM1-2-HR, the simulated latitude of the polar vortex center is very close to that in the two reanalysis datasets (Table 2). In contrast, the longitude of the polar vortex center simulated by GFDL-ESM4, IPSL-CM5A2-INCA, IPSL-CM6A-LR-INCR, IPSL-CM6A-LR and MIROC6 models shifts towards the western hemisphere by more than 15 degrees, far away from the longitude of polar vortex center revealed by the two reanalysis datasets. This indicates that there are noticeable differences in the position of the vortex center between simulations of these five models and the two reanalysis datasets.
Table 2. Center position, strength and size of the polar vortex from two reanalysis datasets and model simulations, and biases of the polar vortex strength and area in various model simulations compared with the multi-model mean. (a) Edge (contour lines) and center (shaped dots) of climatological polar vortex averaged over the isentropic levels between 430–600 K during December–January–February (DJF) for the period 1980/81–2013/14 based on ERA-Interim, MERRA2, simulations of 16 CMIP6 models and multi-model mean. (b) Same as (a) except that it is presented as a Mercator projection.

<table>
<thead>
<tr>
<th>Model</th>
<th>PV Center</th>
<th>Areas (10^4 km²)</th>
<th>Area Bias (%) (vs. ERA-I)</th>
<th>Area Bias (%) (vs. MERRA2)</th>
<th>The Polar Vortex Strength (%)</th>
<th>The Bias of Polar Vortex Strength (%) (vs. ERA-I)</th>
<th>The Bias of Polar Vortex Strength (%) (vs. MERRA2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERA-I</td>
<td>(80.37°N, 31.77°E)</td>
<td>2085.79</td>
<td>0</td>
<td>−2.60</td>
<td>78.7</td>
<td>0</td>
<td>0.56</td>
</tr>
<tr>
<td>MERRA2</td>
<td>(80.44°N, 32.25°E)</td>
<td>2141.54</td>
<td>2.67</td>
<td>0</td>
<td>78.2</td>
<td>−0.56</td>
<td>0</td>
</tr>
<tr>
<td>AWI-ESM-1-1-LR</td>
<td>(82.76°N, 33.08°E)</td>
<td>2416.54</td>
<td>15.86</td>
<td>12.84</td>
<td>70.2</td>
<td>−10.75</td>
<td>−10.25</td>
</tr>
<tr>
<td>CanESM5</td>
<td>(80.65°N, 34.56°E)</td>
<td>2244.16</td>
<td>7.59</td>
<td>4.79</td>
<td>75.1</td>
<td>−4.53</td>
<td>−4.00</td>
</tr>
<tr>
<td>CESM-WACCM</td>
<td>(80.23°N, 36.39°E)</td>
<td>1688.08</td>
<td>−19.07</td>
<td>−21.17</td>
<td>72.9</td>
<td>−7.38</td>
<td>−6.87</td>
</tr>
<tr>
<td>EC-Earth3</td>
<td>(82.23°N, 24.10°E)</td>
<td>2270.43</td>
<td>8.85</td>
<td>6.02</td>
<td>67.6</td>
<td>−14.02</td>
<td>−13.54</td>
</tr>
<tr>
<td>GFDL-ESM4</td>
<td>(83.18°N, 10.33°E)</td>
<td>2562.83</td>
<td>22.87</td>
<td>19.67</td>
<td>56.7</td>
<td>−27.92</td>
<td>−27.51</td>
</tr>
<tr>
<td>HadGEM3-GC31-LL</td>
<td>(81.18°N, 41.30°E)</td>
<td>2515.47</td>
<td>20.60</td>
<td>17.46</td>
<td>70.1</td>
<td>−10.89</td>
<td>−10.39</td>
</tr>
<tr>
<td>INM-CM5-0</td>
<td>(84.06°N, 28.38°E)</td>
<td>2512.17</td>
<td>20.44</td>
<td>17.31</td>
<td>68.2</td>
<td>−13.32</td>
<td>−12.83</td>
</tr>
<tr>
<td>IPSL-CM5A2-INCA</td>
<td>(82.51°N, 5.44°E)</td>
<td>2123.78</td>
<td>1.82</td>
<td>−0.83</td>
<td>68.6</td>
<td>−12.82</td>
<td>−12.33</td>
</tr>
<tr>
<td>IPSL-CM6A-LR</td>
<td>(80.53°N, 5.51°E)</td>
<td>2565.55</td>
<td>23.00</td>
<td>19.80</td>
<td>62.0</td>
<td>−21.19</td>
<td>−20.75</td>
</tr>
<tr>
<td>IPSL-CM6A-LR-INCA</td>
<td>(81.61°N, 4.31°E)</td>
<td>2560.84</td>
<td>22.78</td>
<td>19.58</td>
<td>62.7</td>
<td>−20.24</td>
<td>−19.80</td>
</tr>
<tr>
<td>MIROC6</td>
<td>(82.22°N, 14.94°E)</td>
<td>2342.82</td>
<td>12.32</td>
<td>9.40</td>
<td>65.6</td>
<td>−16.56</td>
<td>−16.09</td>
</tr>
<tr>
<td>MPI-ESM-1-2-HAM</td>
<td>(82.90°N, 31.61°E)</td>
<td>2614.31</td>
<td>25.34</td>
<td>22.08</td>
<td>73.0</td>
<td>−7.15</td>
<td>−6.63</td>
</tr>
<tr>
<td>MPI-ESM1-2-HAM</td>
<td>(80.18°N, 32.04°E)</td>
<td>2365.23</td>
<td>13.40</td>
<td>10.45</td>
<td>66.8</td>
<td>−15.14</td>
<td>−14.67</td>
</tr>
<tr>
<td>NorESM2-LM</td>
<td>(78.58°N, 43.81°E)</td>
<td>2044.62</td>
<td>−1.97</td>
<td>−4.53</td>
<td>64.5</td>
<td>−17.98</td>
<td>−17.52</td>
</tr>
<tr>
<td>NorESM2-MM</td>
<td>(78.43°N, 29.12°E)</td>
<td>1829.03</td>
<td>−12.31</td>
<td>−14.59</td>
<td>64.9</td>
<td>−17.56</td>
<td>−17.10</td>
</tr>
<tr>
<td>UKESM1-0-LL</td>
<td>(81.76°N, 36.10°E)</td>
<td>2538.13</td>
<td>21.69</td>
<td>18.52</td>
<td>73.7</td>
<td>−6.36</td>
<td>−5.84</td>
</tr>
<tr>
<td>Multi-model mean</td>
<td>(82.26°N, 26.83°E)</td>
<td>2324.62</td>
<td>11.45</td>
<td>8.55</td>
<td>67.7</td>
<td>−13.99</td>
<td>−13.51</td>
</tr>
</tbody>
</table>

Table 2 shows the differences between the ERA-I and MERRA2 data are negligible compared with the differences between reanalysis data and CMIP6 simulation (see the 4th, 5th, 7th, and 8th columns in Table 2). Therefore, for simplicity in model evaluation, only...
MERRA2 data are used for comparison. Figure 2 shows the climatological mean PV in winter derived from MERRA2, the multi-model mean, and the PV bias between simulations of the 16 CMIP6 models and MERRA2. While the MERRA2 and multi-model mean are qualitatively similar, with larger PV values inside the polar vortex than outside, the maximum PV values simulated by the 16 models inside the polar vortex are smaller than those seen in the MERRA2 datasets, indicating that the CMIP6 multi-model mean polar vortex is weaker than the MERRA2. Figure 2 also gives the PV biases with respect to the MERRA2 dataset for the 16 CMIP6 models in this study. For most models, the PV values show negative biases compared with MERRA2, indicating that the strength of the polar vortex in the lower stratosphere overall is underestimated by CMIP6 models. GFDL-ESM4, IPSL-CM6A-LR, IPSL-CM6A-LR-INCA, NorESM2-LM, MIROC6, NorESM2-LM, and NorESM2-MM show relatively large negative biases that can exceed −15% within the polar vortex area (Table 2). In addition, many models produce positive biases in the Bering Strait and western Eurasia compared with MERRA2, forming a Northern-Annular-Mode-like structure. However, the PV values in CanESM5 and UKESM1-0-LL simulations show somewhat positive biases within the polar vortex compared with MERRA2. Since most of the models have negative PV biases within the polar vortex and only two models have positive PV biases, the multi-model mean shows a weaker polar vortex than the MERRA2 dataset.

Figure 2. December–January–February (DJF) mean PV (unit: 1 PVU, 1 PVU = 10^{-6} \text{m}^2\text{s}^{-1}\text{Kkg}^{-1}) averaged over the isentropic levels between 430–600 K for the period 1980/81–2013/14 based on (a) MERRA2, (b) multi-model mean. (c–r) PV differences between individual CMIP6 model simulations and MERRA2. The green solid line represents the corresponding polar vortex edge in MERRA2 and/or CMIP6 model simulation.
Figure 3a presents a negative correlation between bias in polar vortex area and bias in polar vortex strength. The correlation coefficient is $-0.22$, which is not significant at the 90% confidence level. The simulated polar vortex area is larger than the MERRA2 dataset for all CMIP6 models except CESM2-WACCM, NorESM2-LM, NorESM2-MM, and IPSL-CM5A2-INCA (Table 2 and Figure 3a). If the results of the above four models are excluded, the correlation coefficient between area bias and strength bias is $-0.48$ and statistically significant at the 95% confidence level. It appears that the greater the positive bias of the polar vortex area, the greater the negative bias of the polar vortex strength. If the simulated area of the polar vortex is larger, the weighted average of PV values will be smaller when calculating the strength of the polar vortex (see Equation (1)). Figure 3b shows the relationship between the model top height and the bias in polar vortex strength simulations by CMIP6 models ordered from low-top to high-top. Note that there is no significant relationship between model top height and bias of simulated polar vortex strength. This may be because the polar vortex strength is defined as the averaged PV in the lower stratosphere in this study.
Taylor’s (2001) [63] diagram has been widely used to evaluate various aspects of model performance since it can provide a statistical summary of similarity between spatial patterns from model simulations and from reanalysis data. Figure 4 shows the Taylor diagram for the comparison of model simulation of climatological mean PV averaged over the polar cap (60°–90° N) and the isentropic layers 430–600 K with MERRA2. Overall, most CMIP6 models can reproduce the spatial pattern of PV with all spatial correlation coefficients between model outputs and MERRA2 greater than 0.85 for each wintertime month and greater than 0.9 for the DJF mean. The standardized deviations of PV-area-weighted mean difference for all the models fall between 0.4 and 1.10. CanESM5, HadGEM3-GC31-LL, and UKESM1-0-LL simulations are the closest to the reference and also show relatively small biases compared with other model simulations. Positive biases are found in simulations of CanESM5, MPI-ESM-1-2-HAM, and UKESM1-0-LL (denoted by triangles), and negative biases (denoted by inverted triangles) are found in the simulations of all other remaining models in DJF. GFDL-ESM4, IPSL-CM6A-LR, IPSL-CM6A-LR-INCA, NorESM2-MM, and NorESM2-MM models produce larger negative biases than other models.

Figure 4. Taylor diagram for climatological mean of PV simulated by 16 CMIP6 models. These simulations are compared with MERRA2 over polar cap (60°–90°N). All data are averaged over the isentropic levels between 430–600 K for the period of 1980/81–2013/14 in each winter month (a–c) and for DJF mean (d). In Taylor diagram, the angular axis shows spatial correlation between simulated and observed climatology of PV, the radial axis shows spatial SD normalized against that of the MERRA2, “REF” represents the reference line. More details can be found in Taylor (2001) [63]. Different symbols denote different percentage biases between MERRA2 and model simulations. Each symbol represents an individual CMIP6 model.

Figure 5 shows the climatological mean of zonal mean zonal wind in winter derived from MERRA2 and zonal wind biases in the simulations of the 16 CMIP6 models relative to MERRA2. The MERRA2 shows that the zonal mean zonal wind is strong in early and mid-winter, and its magnitude decreases gradually in late winter. The multi-model mean shows that the zonal mean zonal wind increases gradually in early winter and reaches its maximum in mid-winter, yet the occurrence time of the maximum wind is later than that in MERRA2. Compared with MERRA2, AWI-ESM-1-1-LR, CESM2-WACCM, HadGEM3-
GC31-LL, INM-CM5-0, MIROC6, and MPI-ESM-1-2-HAM models yield positive biases in late winter and negative biases in early winter. This result indicates that these models simulate a stronger polar vortex in late winter and a weaker one in early winter compared with MERRA2. CanESM5, EC-Earth3, and UKESM1-0-LL produce positive biases in the zonal mean zonal wind throughout the winter. On the contrary, negative biases of zonal mean zonal wind are found in the simulations of GFDL-ESM4, IPSL-CM6A-LR, IPSL-CM6A-LR-INCA, MPI-ESM1-2-HR, NorESM2-LM, and NorESM2-MM throughout winter. Compared with MERRA2, the above six models also produce large negative PV biases within the polar vortex area (Figure 2). Since the polar vortex intensity is positively correlated with zonal mean zonal wind [60], it is not unexpected that these models also yield weaker vortices than that in MERRA2.

Figure 5. Time evolution of climatological mean of daily zonal mean zonal wind (units: m/s) over the levels between 1–300 hPa in the polar cap (60°–90° N) during winter derived from (a) MERRA2, (b) multi-model mean for the period of 1980/81–2013/14. (c–r) Differences in climatological mean of zonal wind between individual CMIP6 model simulations and MERRA2 (D01 means 01, December; J10 means 10, January; F19 means 19, February).

Figure 6 shows the trend of zonal mean zonal wind for the period 1980/81–2013/14 derived from MERRA2 and the differences between simulations of the 16 CMIP6 models and MERRA2. The trend of the zonal mean zonal wind can characterize changes in the strength of the stratospheric polar vortex. MERRA2 shows that there is a negative trend of zonal wind for the period 1980/81–2013/14 in middle and late winter, which is significant at the 90% confidence level and corresponds to a weakened polar vortex. This
is consistent with previous studies that the stratospheric polar vortex in late winter has been weakening in recent decades [20,37,38]. The multi-model mean also shows a negative trend in the zonal wind in mid- and late-winter that is significant at the 90% confidence level, although the magnitude is relatively weaker than that in MERRA2. Approximately half of the CMIP6 models evaluated here reproduce the negative trend. Particularly, AWI-ESM-1-1-LR, CanESM5, GFDL-ESM4, HadGEM3-GC31-LL, and IPSL-CM5A2-INCA all produce a significant negative trend of zonal mean zonal wind in late winter, which is consistent with the MERRA2. AWI-ESM-1-1-LR and CanESM5 also simulate a negative trend of zonal mean zonal wind in early winter. The negative trend can be found in the simulations of IPSL-CM6A-LR and UKESM1-0-LL for the last 10 days of winter. However, simulations of MPI-ESM1-2-HAM, NorESM2-LM, and NorESM2-MM show a positive trend of zonal mean zonal wind in late winter.

It is worth noting that there are no consistent relationships between biases in climatological mean zonal wind and changes in polar vortex strength simulated by CMIP6 models. For instance, AWI-ESM-1-1-LR, CESM2-WACCM, INM-CM5-0, and MIROC6 all produce a negative bias in the climatological mean zonal wind in early winter and a positive bias in late winter. However, among the above four models, only AWI-ESM-1-1-LR can capture the polar vortex weakening shown in MERRA2. In fact, changes in the polar vortex are more closely related to the upward propagation of planetary waves [64,65]. Figure 7 shows a correlation between the trend in mid-latitude EP flux divergence of wavenumber one accumulated in early winter and the trend in zonal mean zonal wind averaged in late winter. A positive correlation is found between the EP flux divergence trend of wavenumber-1
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and the zonal wind trend simulated by CMIP6 models with a correlation coefficient of 0.32. If GFDL-ESM4 and UKESM1-0-LL are excluded, the correlation coefficient could be 0.65, which is significant at the 99% confidence level. This positive correlation indicates that an increase in convergence of EP flux by zonal wavenumber one component accumulated in early winter corresponds to a strong deceleration of zonal mean zonal wind in late winter. It should be noted that compared to the MERRA2 dataset, all CMIP6 models underestimate the accumulation of EP flux in the stratosphere, which subsequently leads to underestimation of the polar vortex weakening (Figure 6).

Zhang et al. [20] pointed out that the polar vortex position has been changing significantly during late winter since 1980, i.e., the polar vortex shifts towards the Eurasian continent in February. Figure 8 displays the PV trend in February over the period 1981–2014 derived from MERRA2 and CMIP6 simulations. The MERRA2 shows a significant positive trend of PV over the Eurasian continent and a negative PV trend over North America and most regions of the Arctic Ocean, corresponding to a weaker vortex that shifts towards Eurasia, which is consistent with the result of Zhang et al. [20]. Looking at the multi-model mean, only a significantly positive PV trend is found over the Eurasian continent, although the magnitude is weaker than that in MERRA2. The PV trend simulated by four models (i.e., CanESM5, IPSL-CM5A2-INCA, IPSL-CM6A-LR, and UKESM1-0-LL) demonstrates similar features to those found in MERRA2. Note that AWI-ESM-1-1-LR, HadGEM3-GC31-LL, and NorESM2-MM produce a significantly positive PV trend over eastern Siberia, yet the center of the simulated positive PV trend shifts to the east of the observations shown in MERRA2 by 90 degrees. In contrast, CESM2-WACCM, EC-Earth3, MIROC6, MPI-ESM-1-2-HAM, and NorESM2-LM yield a positive trend of PV within the polar vortex edge (purple contour line), corresponding to a strengthened polar vortex.

Figure 9a further shows a spatial correlation between PV trends in the simulations of CMIP6 models and MERRA2. Outputs of ten models show positive spatial correlation coefficients with MERRA2, while outputs of six models show negative spatial correlation. As a result, a positive spatial correlation coefficient is obtained between the multi-model mean and MERRA2. Linear trends of fractional areas over Eurasia and North America are shown in Figure 9b,c. The MERRA2 reveals a significant increase in the fractional area of the polar vortex over Eurasia and a non-significant decline in the fractional area over

Figure 7. Correlation between the trend of EP-flux divergence in zonal wavenumber-1 accumulated in early winter from 10 December to 10 January at 1–10 hPa averaged over 45°–75° N and the trend in zonal mean zonal winds averaged at 1–100 hPa over 60°–90° N in the late winter from 10 January to 28 February for the period 1980/81–2013/14. All calculations are based on daily mean derived from MERRA2 and simulations of 16 CMIP6 models. Each symbol represents an individual CMIP6 model, while the black dot denotes MERRA2.
North America, which is consistent with the shift of the polar vortex towards Eurasia. IPSL-CM5A2-INCA, CanESM5, UKESM1-0-LL, IPSL-CM6A-LR, and HadGEM3-GC31-LL produce similar vortex shifts towards Eurasia to those in MERRA2, although some features are not statistically significant. This result is consistent with that shown in Figure 8. INM-CM5-0 produces a negative trend in PV over Eurasia and North America, and thus the linear trends of the fractional area over both Eurasia and North America are not significantly negative. However, EC-Earth3, GFDL-ESM4, and MPI-ESM1-2-HR yield a positive trend in PV over both Eurasia and North America, and no significant shift in the polar vortex position can be found in the simulations of these models. In addition to the ten models mentioned above, spatial correlation coefficients between simulations of the remaining six models and MERRA2 are all negative. Compared with MERRA2, different behaviors are found in the polar vortex displacement simulated by the six models. Such a large spread in the simulations of the polar vortex position change by CMIP6 models explains why the multi-model mean cannot accurately reflect the polar vortex shift shown in observations. This is consistent with the study of Seviour et al., which clearly indicates that a big spread in the simulations of changes in polar vortex position by different models may cause the multi-model mean to be unable to represent the polar vortex shift [66].

Figure 8. Climatological mean of polar vortex edge (purple contour) and linear trend of PV averaged between 430–600 K (shaded) for the period 1981–2014 in February derived from (a) MERRA2, (b) multi-model mean and (c–r) each CMIP6 model.
Figure 9. (a) Spatial correlation coefficient of PV trend over isentropic levels within 430–600 K in the Northern Hemisphere (30°–90° N) between individual CMIP6 model simulations and MERRA2 for the period of 1981–2014 in February. Linear trends of fractional area over (b) Eurasian continent and (c) North America for the period of 1981–2014 based on MERRA2 and individual CMIP6 model simulations. The fractional area over a specific region (e.g., Eurasian or North American) is defined as the area of polar vortex in the region divided by the total area of the polar vortex. This definition is the same as that defined in Figure 1c of Zhang et al. [20]. The solid columns represent the corresponding linear trends that are statistically significant at the 90% confidence levels, whereas the dotted columns indicate trends that are not significant at the 90% confidence level. Each color column represents an individual CMIP6 model, while the black column denotes MERRA2.

Figure 10 shows the height-longitude cross-section along 60° N of zonal wavenumber-1 geopotential height tendency in February for the period 1981–2014 and the climatological mean of zonal wavenumber-1 geopotential height in the same month. The climatological mean for MERRA2 displays a baroclinic structure and tilts westward with increasing height. Furthermore, the zonal wavenumber-1 geopotential height tendency is in-phase with the climatological mean wavenumber-1 geopotential height, suggesting an amplification of wavenumber-1 baroclinic waves and their strong upward propagation into the stratosphere in the high latitudes of the Northern Hemisphere. Propagation of wavenumber-1 planetary waves into the stratosphere could push the Arctic vortex to move toward the Eurasian continent and promotes vortex displacement events [20,21,67]. Although the multi-model mean cannot reproduce the enhancement in baroclinic waves associated with wavenumber one component after 1980, CanESM5, IPSL-CM6A-LR, and UKESM1-0-LL models can well
capture the baroclinic structure shown in MERRA2, making them capture the shift of polar vortex towards Eurasia (Figure 8d,k,r and Figure 9b). Simulations of AWI-ESM-1-1-LR, HadGEM3-GC31-LL, and NorESM2-MM display a similar structure to the multi-model mean, which shows a more eastward shift of the polar vortex towards eastern Siberia compared with MERRA2 (Figure 8c,h,q). Results of CESM2-WACCM, EC-Earth3, GFDL-ESM4, IPSL-CM6A-LR-INCA, MPI-ESM-1-2-HAM, and MPI-ESM1-2-HR indicate that the zonal wavenumber-1 geopotential height tendency mostly is out-of-phase with the climatological mean. In summary, the shift of the polar vortex towards the Eurasian continent during late winter is associated with enhanced zonal wavenumber-1 geopotential height. This result indicates that a realistic simulation of zonal wavenumber-1 by CMIP6 models is the prerequisite for a reasonable simulation of the polar vortex shift.

Figure 10. Height-longitude cross sections along 60° N of zonal wave-1 geopotential height trend over the period 1981–2014 (shaded areas). Black contours indicate climatological mean of zonal wave-1 geopotential height along 60° N for the period 1981–2014 in February derived from (a) MERRA2, (b) multi-model mean and (c–q) individual CMIP6 model simulations. Green dotted regions are for values statistically significant at the 90% confidence level by Student’s t-test.

4. Discussion

In this study, we compare MERRA2 and ERA-I reanalysis data with CMIP6 models and evaluate the simulation performance of CMIP6 on the Arctic stratospheric polar
vortex. It can be found that there are some inconsistencies between MERRA2 and ERA-I datasets (Table 2), which may be due to the potential impacts of reanalysis data systems and the uncertainty of reanalysis data. It is worthwhile to compare reanalysis data with the observations and to explore reasons for these inconsistencies in the future. In addition, previous studies have shown that the high-top model is better than the low-top model in characterizing stratospheric processes [30,33]. However, we investigated the relationship between the polar vortex intensity biases and the model top (Figure 3b), and found that there is no significant difference in polar vortex intensity between high-top and low-top models, which may be because the model top has little influence on polar vortex intensity in the lower stratosphere. The ability of the high-top and low-top models to capture the characteristics of the stratospheric polar vortex in the middle and upper stratosphere deserves further investigation. Moreover, previous studies suggested that compared with the WACCM-SC without chemical–climate coupling, the simulation by the CESM1-WACCM model with interactive chemistry shows a smaller bias against realistic stratospheric processes [39]. Similarly, Zhang et al. [68] the study shows that the coupled chemical–radiative–dynamical processes play a key role in the CMIP6 simulation of the stratospheric processes. Kawa et al. [69] pointed out a possible feedback process between ozone chemistry and the dynamics of the Arctic stratospheric polar vortex. Therefore, further studies are needed to clarify how the chemical processes, particularly those related to ozone, in the CMIP6 model affect the variability of the polar vortex.

5. Conclusions

The polar vortex is one of the key components in the stratosphere–troposphere coupling system. The present study evaluates the ability of 16 CMIP6 models for the simulation of long-term change and interannual variability of the Arctic stratospheric polar vortex during winter. We also analyzed the relationship between the biases in the strength and position of the polar vortex and the biases in planetary waves across different models. Based on a comparison with the MERRA2 dataset, it is found that the 16 CMIP6 models generally can reproduce the features of the polar vortex identified in MERRA2 (Figure 1). The models reproduce the climatological mean shape and edge of the polar vortex (Figure 2b). Most of the 16 CMIP6 models yield negative PV biases within the polar vortex (Figure 2c–r), indicating that the modeled polar vortex is weaker than that shown in MERRA2. An interesting feature is that the correlation between the area bias and the strength bias of the simulated polar vortex is negative (Figure 3a). In addition, most CMIP6 models reproduce the spatial pattern of the polar vortex with spatial correlation coefficients greater than 0.85 in each wintertime month and greater than 0.9 in DJF mean (Figure 4).

The present study analyzed the daily climatology of zonal mean westerlies during winter (Figure 5). The multi-model mean can capture the zonal mean westerlies increase through early winter and its maximum value in mid-winter. However, the occurrence time of the maximum wind in the multi-model mean lags behind that in MERRA2 (Figure 5b). Compared with MERRA2, positive biases in zonal mean westerlies in late winter and negative biases in early winter are found in simulations of AWI-ESM-1-1-LR, CESM2-WACCM, HadGEM3-GC31-LL, INM-CM5-0, MIROC6, and MPI-ESM-1-2-HAM. In addition, this study analyzed the long-term trend in zonal mean westerlies during winter (Figure 6). The multi-model mean well displays the negative trend of zonal wind during middle and late winter, although the trend magnitude is relatively weaker. Note that AWI-ESM-1-1-LR, CanESM5, GFDL-ESM4, HadGEM3-GC31-LL, and IPSL-CM5A2-INCA can well simulate a significant negative trend of zonal mean westerlies in late winter, which is consistent with the trend shown in MERRA2. Furthermore, this study highlights that an increase in convergence of EP flux by zonal wavenumber one accumulated in early winter corresponds to a stronger deceleration of zonal mean westerlies in late winter (Figure 7). All CMIP6 models underestimate the accumulation of EP flux in the stratosphere.
Few studies have evaluated the performance of CMIP6 models in simulating the long-term change of the stratospheric polar vortex position since 1980. In this study, the multi-model mean shows a non-significant increase in the fractional area of the polar vortex over Eurasia and a non-significant decline over North America (Figure 9b,c). CanESM5, IPSL-CM5A2-INCA, IPSL-CM6A-LR, and UKESM1-0-LL reproduce the positive trend of PV over the Eurasian continent (Figure 9b,c) and the increase in upward propagation of baroclinic waves into the stratosphere (Figure 10), both of which are shown in MERRA2. This suggests that the model’s ability to accurately simulate the propagation of planetary waves with wavenumber one is a key factor in simulating the shift of the stratospheric polar vortex. The analysis further reveals that model biases in lower-stratospheric polar vortex strength and shape in the lower stratosphere are independent of the model top height (Figure 3b).
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