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Abstract: Sea ice roughness can serve as a proxy for other sea ice characteristics such as ice thickness and ice age. Arctic-wide maps that represent spatial patterns of sea ice roughness can be used to better characterize spatial patterns of ice convergence and divergence processes. Sea ice surface roughness can also control and quantify turbulent exchange between sea ice surface and atmosphere and therefore influence surface energy balance at the basin scale. We have developed a data processing system that produces georeferenced sea ice roughness rasters that can be mosaicked to produce Arctic-wide maps of sea ice roughness. This approach starts with Top-of-Atmosphere radiance data from the Multi-angle Imaging SpectroRadiometer (MISR). We used red-band angular data from three MISR cameras (Ca, Cf, An). We created a training data set in which MISR pixels were matched with co-located and concurrent lidar-derived roughness measurements from the Airborne Topographic Mapper (ATM). We used a K-nearest neighbor algorithm with the training data to calibrate the multi-angle data to values of surface roughness and then applied the algorithm to Arctic-wide MISR data for two 16-day periods in April (spring) and July (summer). After georeferencing the roughness rasters, we then mosaicked each 16-day roughness dataset to produce Arctic-wide maps of sea ice roughness for spring and summer. Assessment of the results shows good agreement with independent ATM roughness data, not used in model development. A preliminary exploration of spatial and seasonal changes in sea ice roughness for two locations shows the ability to characterize the roughness of different ice types and the results align with previous studies. This processing system and its data products can help the sea ice research community to gain insights into the seasonal and interannual changes in sea ice roughness over the Arctic.
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1. Introduction

The Arctic is warming faster than any region on the planet [1] and sea ice is highly sensitive to this rapid climate change [2–7], and it has been rapidly declining over the past three decades in the Arctic region [8–10]. Since 1962, spaceborne sensors have mapped sea ice characteristics and have served as a valuable resource for understanding changes in the Arctic cryosphere [11–15]. In situ and airborne data acquisitions are challenging in the polar regions due to difficulties in accessing such a vast and extreme environment. Thus, satellite remote sensing has become a valuable technique for performing Arctic-wide spatio-temporal analysis, especially mapping sea ice characteristics. Satellite remote sensing techniques have been used in numerous studies to retrieve and map properties of sea ice over the Arctic [16–20]. These techniques provide Arctic researchers with sea ice
characteristics such as ice age, extent, albedo, thickness, motion, and roughness. Sea ice surface roughness influences synthetic aperture radar and scatterometer retrievals of sea ice type [21], but few studies have explicitly and quantitatively mapped the roughness of sea ice on an Arctic-wide basis [16,19].

Dynamics and thermodynamic processes impact and modulate properties of sea ice such as ice thickness, ice age, ice extent, melt pond extent, and surface roughness. These properties consequently influence the surface energy balance and planetary boundary layer processes such as turbulent fluxes of momentum (drag) and sensible/latent heat over the ice surface [22–25]. Sea ice surface roughness establishes the linkage with atmospheric processes through boundary layer turbulence [23,24,26]. Sea ice surface roughness topography has spatial and temporal variations and this will reflect in spatial and temporal patterns of other sea ice parameters such as aerodynamic roughness length and drag coefficients [24,27], and these parameters are needed to estimate wind stress and boundary layer processes in climate and atmospheric numerical models [25,28–30]. Sea ice surface roughness affects how surface meltwater spread across the surface. Melt ponds on smooth ice can aggregate and spread across a larger area, which consequently, decreases sea ice surface albedo [19,31–36].

Surface roughness is the variation in surface topography and is defined as the root mean squared deviations of measured surface elevations from a flat reference surface [37]. Sea ice surface roughness is a key property that, although not produced as a standard remote sensing data product, has been mapped and quantified using data from the Multi-angle Imaging SpectroRadiometer (MISR) [37,38]. One of the main advantages of MISR data is its simultaneous multiangular reflectance information that creates a link between structural characteristics (e.g., surface roughness) and radiative quantities of a scene [39]. These structural characteristics will give rise to angular reflectance patterns that are independent of spectral reflectance patterns. For instance, when mapping surface roughness, it is the angular signature that provides information, rather than the more widely used spectral signature [38,40]. Nolin et al. (2002) demonstrated that MISR multiangular reflectance data can be used to characterize sea ice surface roughness. They defined a qualitative proxy named Normalized Difference Angular Index (NDAI) by combining imagery data from three MISR cameras. Nolin and Mar (2019) demonstrated that sea ice angular signatures can be calibrated using airborne lidar-derived measurements of surface roughness and has the potential to create quantitative maps of sea ice surface roughness. They developed an empirical relationship between multiangular reflectance data from MISR images and sea ice surface roughness measurements from the Airborne Topographic Mapper (ATM) field campaigns over the arctic. They employed and developed a weighted nearest neighbor algorithm to derive estimates of roughness values for newly acquired MISR data samples. Their study demonstrated that the proposed method can characterize and quantify sea ice physical roughness and has the potential for creating maps of surface roughness over the whole Arctic by using MISR multiangular reflectance data.

The overarching goal of this research is to develop and implement a new and efficient data processing system that can be used to create roughness maps of sea ice over the entire Arctic. To achieve this goal, we have developed a detailed methodology that

(a) converts large amounts of MISR multiangular information into sea ice roughness images, and;

(b) employs a new algorithm that converts the roughness images into geolocated and mosaicked maps of surface roughness over the entire Arctic.

This work supplies the necessary data processing system to analyze the large volume of MISR image data and will lead to a deeper understanding of sea ice roughness over the Arctic.
2. Methods

Our approach builds on the previous work of Nolin and Mar (2019), using a combination of multiangular reflectance data and airborne lidar data to build, calibrate, and validate a surface roughness data model. What is innovative about this work is that we have created a data processing system that will allow the user to process massive amounts of image data to create seamless, Arctic-wide mosaics of sea ice surface roughness.

For this research, we used a subset of MISR images for two 16-day periods to extend and assess the performance and application of the sea ice roughness modeling approach and the processing system. Our study area is the Arctic region, north of 60°N latitude. The time frame covers 16 days in April (spring) and 16 days in July (summer) 2016. April corresponds to the approximate annual peak of sea ice extent and July is approximately the time of melt onset (Landy et al., 2015). We wanted to explore the capacity of our method for capturing the seasonal changes in sea ice roughness between spring and summer. The periods are 16 days because that is the exact orbital repeat time for MISR, over which the instrument images nearly the entire globe [41].

2.1. Description of Data Sets

2.1.1. Airborne Topographic Mapper

The Airborne Topographic Mapper (ATM) is a conically-scanning airborne lidar that measures the surface topography of a swath of terrain directly beneath the path of the aircraft [42]. The ATM instrument has been flown onboard the NASA P-3 and DC8 aircraft as part of NASA’s IceBridge campaigns [42]. The instrument flies at a nominal altitude of 500–750 m and uses a scanner angle of 22° with a laser footprint of around 1 m, horizontal accuracy of 0.74 m, and vertical precision of 3 cm. Also, elevation accuracy determined by [43] was found to be typically better than 7 cm.

In the ATM ICESN sea ice roughness data product available from the National Snow and Ice Data Center (NSIDC) in Boulder, CO, U.S., and here as well, we used the surface roughness attribute of sea ice which is different from aerodynamic roughness length. Surface roughness is defined as the root mean square (RMS) of deviation of measured surface elevations from a fitted plane with a specific extent [42]. In this data product, the extent is an 80 m “platelet” from an ATM lidar instrument. Post-processing converts the lidar elevations to surface roughness data. Here, we used ATM ICESN-processed data that were resampled from the initial high-volume elevation data set by fitting overlapping “platelets” of about 80 m in diameter along the flight line using along-track and cross-track slopes. The average and root mean square (RMS) deviation of all elevation points within each platelet are computed to yield values for average elevation and roughness, respectively. We only used the roughness values from the ATM’s nadir (zero degrees) scan angle. In the Arctic, ATM-derived sea ice roughness data were collected over the years 2009–2019 typically for the months of March, April, and May. Arctic ATM overflights have covered a wide range of sea ice types, including first-year and multi-year ice types.

2.1.2. Multi-angle Imaging SpectroRadiometer (MISR)

MISR is an instrument on the Terra satellite launched by NASA on 18 December 1999. It has nine cameras and each of these cameras views the Earth at a different angle and in four spectral bands. Each camera measures the radiances that are reflected from the Earth’s surface to space in a specified direction. MISR uses a Space-Oblique Mercator (SOM) projection/gridding scheme that follows the orbital path of the instrument and preserves the geometry of the multiangular data. There are 233 geographically distinct MISR orbital paths that provide near-global coverage. The 233 paths repeat every 16 days. Each path is subdivided into 180 blocks, with the block numbers increasing from the north to the south pole. Our study area is covered by MISR blocks 1–46. MISR has four spectral bands (blue, green, red, and near-infrared) at each of its nine cameras. The nadir camera has all four bands at a spatial resolution of 275 m while for the non-nadir cameras, only
the red band is at 275 m resolution; the other bands are spatially aggregated to 1.1 km resolution [39]. Because roughness can be characterized with multiangular data and since we wish to map roughness at 275 m spatial resolution, we used only the red bands. We used the MISR ML1B2-Ellipsoid data product in this research which includes top of atmosphere (TOA) radiance measurements. MISR data were obtained from the NASA Langley Research Center Atmospheric Science Data Center (ASDC) in Hampton, VA, U.S.. As with Nolin and Mar (2019), we only used red band radiance information from three MISR cameras (An, Ca, Cf). At high latitudes, the orbits have some spatial overlap. Thus, MISR observes much of the Arctic every two days. Within each image, data from all nine angles are acquired within a seven-minute window.

2.2. Data Preparation and Processing Steps

We began with downloading concurrent and co-located ATM and MISR data. ATM ICESSN roughness data [42] were downloaded from the National Snow and Ice Data Center. MISR Level 1B2 top-of-atmosphere (TOA) radiance data (ML1B2E) were downloaded from the Langley Atmospheric Science Research Center. As previously mentioned the ML1B2E data are in Space Oblique Mercator Projection (SOM) and each 16-day orbital repeat period has 233 paths; each path is composed of 180 blocks. Blocks are spatially offset to accommodate the curvature of each path. We note that standard HDF-EOS processing routines do not assemble the blocks into smoothly contiguous images. In the next step, we converted TOA radiance to TOA reflectance. Reflectance characterizes the roughness of a surface independent of the magnitude of solar illumination. Each MISR HDF file includes all the blocks in a single MISR path which nominally include 180 blocks. Therefore, we then extracted the number of blocks that cover our study area (blocks 1–46). We then applied a land mask to each block of the MISR data to exclude land areas.

For developing and calibrating our training data set we used sea ice roughness data from ATM measurements. Based on the location information and time of each ATM sample we identified MISR pixels that were co-located and concurrent with each ATM measurement. We then assigned each MISR pixel a roughness value based on the average of ATM roughness values within the pixel. We subset the training data set using only those MISR pixels that had 10 or more ATM measurements. After applying this criterion, the final training data set included approximately 11,000 samples for April and 2,200 samples for July. The ATM roughness values allocated to each MISR pixel are the label information for our training data set.

In the prediction step, we used an independent test dataset to predict sea ice surface roughness. These data were not used in building our data model. We developed and tested three models namely simple linear regression (SLR), polynomial linear regression (PLR), and K-nearest neighbor (KNN). For each month (April and July 2016), statistical metrics such as Root Mean Square Error (RMSE), Mean Absolute Error (MAE), Mean Bias Error (MBE), and Coefficient of Determination ($R^2$) were computed for model assessment. Also, statistical visual tests such as frequency histograms and Q-Q plots were used to evaluate error distributions for each month. Based on these metrics, we selected the KNN algorithm, similar to that used by Nolin and Mar (2019). The original model ran on a single CPU core and was not optimized for big data sets and high-performance computing (HPC) clusters. Processing each input to the data model takes approximately 20 seconds to process a single MISR block on a Linux machine with Intel(R) Xeon(R) CPU E5-2683 v4 processors. Thus, serial processing would take an excessively long time to produce output roughness files. In this data system, we parallelized the main processing algorithm for HPC clusters. The new algorithm can now run on multiple CPU cores. The input files consist of three land-masked TOA reflectance data files about 8 MB each. Each output file contains the estimated sea ice roughness data and is in a generic raw binary file format with a “.dat” file extension. One output data file covers a single MISR Path/Block combination (e.g., roughness_toa_refl_P233_O087029_B024.dat) with 512 by 1024 pixels and is approximately 24 MB in size.
Georeferenced image data are crucial for creating daily sea ice roughness mosaics. To create a georeferenced, map-projected, multi-band raster from the raw data, we need to have the geo-transformation information for each image. Geo-transformation is an affine transformation with 6 parameters that creates a relationship between the image coordinate space and the georeferenced coordinate space. However, we do not have geo-transformation information for each block which is a challenge for producing a georeferenced raster image from an array of roughness data. On the other hand, MISR L1B2 data files are supplied in one single large HDF file which includes all blocks in a single MISR path, and the only georeferenced information in that file is the location of the top left corner of the first block. Therefore, the first and crucial step for mosaicking the roughness data is to create a georeferenced GeoTIFF image from each roughness file.

We developed an algorithm to transform a roughness array into a raster image and added location information to each pixel in the raster. This algorithm calculates the geographic coordinates of a pixel in the output roughness file from its image coordinates using MISRToolkit (MTK) library functions. Then, we used the ground control point (GCP) method to embed the geographic information of each roughness pixel to a multi-band georeferenced GeoTIFF raster. We formed GCPs by selecting 85 pixels from each MISR block. This method matches each pixel in the MISR image frame with its corresponding geographical location in a coordinate frame. We used the MTK and Geospatial Data Abstraction Library (GDAL) Python libraries to develop this algorithm. MTK is a program library that has been developed by JPL for processing MISR datasets. It is a simplified programming interface to access MISR L1B2, L2, conventional, and ancillary data products. GDAL is a software library for reading and writing raster and vector geospatial data formats. In all the mentioned processing steps, we used the MTK C and Python libraries and the GDAL Python library to process MISR data files. To create a mosaic from a large data set of produced georeferenced images, we built our mosaicking algorithm by using the GDAL python library and then created maps of sea ice roughness for the whole Arctic. For producing each map, we processed and merged approximately 9000 roughness files. When multiple pixels overlapped, the mosaicking algorithm computed and stored their average in the mosaic. The general steps we described in the data processing section are visualized in Figure 1.

To evaluate the performance of our method, we compared an independent test data set of ATM data samples with their co-located MISR-estimated sea ice roughness values. This subset of ATM data was not used in the building step of our model and was kept aside for model evaluation. We selected this subset from both April and July 2016 data sets, and we calculated statistics from this comparison. Finally, we inspected two arbitrary locations and visually compared our MISR-derived roughness maps with Landsat 8 and Sentinel-1 images to visually evaluate the accuracy of our MISR-derived surface roughness maps.
3. Results

3.1. Evaluating Model Performance

In the process of labeling MISR images with co-located ATM measurements of sea ice roughness and building the training dataset for our model, we found out that the available number of co-located ATM samples per each MISR image pixel is an important factor in the accuracy of the model predictions. After testing several thresholds for the number of ATM samples per pixel, we concluded that the threshold of at least 10 ATM samples per MISR pixel better represents the surface roughness of sea ice in each MISR image pixel for building our model for this study. Also, we restricted the selection of MISR images to the same day that ATM data were acquired. Therefore, in the process of selecting and subsetting MISR images, we only considered MISR images that were acquired on the same day that ATM measurements were also obtained. We finally developed our model data set based on at least a 10-ATM-samples-per-MISR-pixel threshold on the same day of MISR-ATM overpass over a region and then used our developed model to estimate sea ice roughness for both April and July 2016 to estimate the condition of sea ice roughness for the spring and summer seasons, respectively.

We compared the performance of our KNN model with two other standard parametric regression models: the simple linear regression (SLR) model and the polynomial linear
regression (PLR) model. To evaluate the performance of the KNN model with these other regression models, we calculated and compared several statistical measures including $R^2$, RMSE, MAE, MBE, and NSE as our performance metrics among all 3 candidate models. Table 1 presents the performance metrics for both the training and the independent test dataset for the 16 days in April and July 2016. The performance of the developed model is usually evaluated based on its skill on the independent test dataset because this dataset is not used in training the model and therefore this score may be more representative of the true skill of the trained model. A comparison of performance metrics for the independent test dataset in Table 1 illustrates that KNN is the best model for both April and July. For instance, KNN has the highest $R^2$ for both April and July among all three models. Also, RMSE and MAE bias metrics for April and July on the independent test dataset have lower values compared to two other models for each month. MBE shows the bias of a model and a negative value shows that a model underestimates the modeled roughness. MBE of our modeling results indicates that all three models underestimate roughness. KNN for July has the lowest bias (-0.09 cm) and the highest bias (-0.16 cm) for April, but both bias values are negligible. Because the results of the NSE test metric were similar to $R^2$, we did not include the NSE metric results in this table.

Table 1. Statistics of model performance.

<table>
<thead>
<tr>
<th>SimpleLinearRegr</th>
<th>$R^2$</th>
<th>RMSE (cm)</th>
<th>MAE (cm)</th>
<th>MBE (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>training</td>
<td>test</td>
<td>training</td>
<td>test</td>
</tr>
<tr>
<td>April</td>
<td>0.12</td>
<td>0.13</td>
<td>6.49</td>
<td>6.44</td>
</tr>
<tr>
<td>July</td>
<td>0.06</td>
<td>0.05</td>
<td>5</td>
<td>4.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PolyLinearRegr</th>
<th>$R^2$</th>
<th>RMSE (cm)</th>
<th>MAE (cm)</th>
<th>MBE (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>training</td>
<td>test</td>
<td>training</td>
<td>test</td>
</tr>
<tr>
<td>April</td>
<td>0.28</td>
<td>0.29</td>
<td>5.87</td>
<td>5.8</td>
</tr>
<tr>
<td>July</td>
<td>0.11</td>
<td>0.09</td>
<td>4.77</td>
<td>4.84</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>KNN</th>
<th>$R^2$</th>
<th>RMSE (cm)</th>
<th>MAE (cm)</th>
<th>MBE (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>training</td>
<td>test</td>
<td>training</td>
<td>test</td>
</tr>
<tr>
<td>April</td>
<td>0.66</td>
<td>0.5</td>
<td>4.05</td>
<td>4.91</td>
</tr>
<tr>
<td>July</td>
<td>0.58</td>
<td>0.32</td>
<td>3.29</td>
<td>4.2</td>
</tr>
</tbody>
</table>

The frequency distributions of ATM observations and MISR-estimated sea ice roughness for independent test datasets for April and July are compared in Figure 2. A visual comparison of the histograms shows that April is rougher than July in our dataset and our method can effectively characterize this difference between the two seasons. These data cover a much greater spatial extent than the previous work by Nolin and Mar (2019), and $R^2$ is comparable to this previous work. Eventually, based on these performance metrics we selected KNN as our prediction model for our dataset.
Figure 2. Histograms comparing MISR-estimated (using KNN model) and ATM-observed (independent test data) sea ice roughness for (a) April and (b) July 2016. The brown color is where the blue and orange colors overlay each other.

To describe and compare the error distributions we generated quantile-quantile plots (Q–Q plots) and histograms for each month. The Q-Q plot is a scatter plot with the quantiles of the sample data (error values in our plots) on the vertical axis and the expected normal value on the horizontal axis. Q-Q visual test assumes normality and tests if residuals follow a normal distribution. If the points fall approximately along the 45-degree reference line, the two data sets come from a population with the same distribution, i.e., MISR-derived roughness values are normally distributed. Figure 3 shows the Q-Q plots that visualize roughness errors in two datasets for each month.

Figure 3. Q-Q plots for the April and July 2016 datasets (a and b) show the error distribution of MISR-estimated roughness for (a) April and (b) July 2016.

Both Q-Q plots show deviation from the straight line, suggesting that sample residual quantiles are quite different from the theoretical quantiles and are not normally distributed. Also, both plots are skewed at their tails, but the July residual distribution is more skewed at both tails compared to the April distribution. The Q-Q plots for April (Figure 3a) show that residual points fall along the best-fit line in the middle of the graph, but the differences increase on both ends of the distribution of residuals. This indicates that residuals have more extreme values at both ends of the residual distribution. The Q-Q plots for
July (Figure 3b) show a considerable deviation from the straight line on both ends of the distribution, indicating that the residuals are not normally distributed. The histograms in Figure 2 confirm that the distribution is not bell-shaped but skewed.

3.2. Spatial Patterns of Arctic Sea Ice Roughness

After evaluating the performance of the method in the previous section, we produced maps of sea ice roughness over the Arctic which included regions where ATM measurements were not available. Figure 4 shows the produced maps of sea ice roughness for April (spring) and July (summer) 2016 over the Arctic. These maps were created with the method described in section 2. Each map is produced by georeferencing every single MISR image and then creating a mosaic from all image blocks starting from block 1 to block 46 acquired in 16 days from MISR daily paths over the study area. MISR orbits repeat themselves every 16 days. Each map was created from about 9000 MISR image blocks. Overlapping blocks were averaged to create a mosaicked Arctic-wide map of mean sea ice roughness for each season. For the task of georeferencing and building the mosaic of images, we used the GDAL library.

(a) April
Maps in Figure 4 visualize the spatial patterns in sea ice roughness over the Arctic. They also show the temporal differences and the development of sea ice roughness averaged over the study area for the spring and summer of 2016. In the spring map, we can see that there are some rough regions where the MISR-estimated roughness values exceed 30 cm. The Arctic Ocean north of the Canadian Arctic Archipelago and Fram Strait east of Greenland are some notably rough regions in the spring map that are depicted as dark blue. Figure 5 shows these two regions in spring and summer. For instance, there is a very rough area of sea ice in the Arctic Ocean north of the Canadian Arctic Archipelago in the spring map (Figures 5a, b). That region usually is covered with multi-year ice [44,45]. The roughness of multi-year ice is somewhat smoothed by melt from the previous summer. Thus, this multi-year ice is maybe less rough than blocky and deformed first-year ice where ridges and deformations have not yet experienced melt.

Another rough region on the spring map is the Fram Strait (Figure 5c, d). This region is characterized by convergence and divergence features of sea ice and is an important gateway to exporting multiyear sea ice [46] and is one of the most dynamic regions in the Arctic Ocean especially in spring [47]. Dynamic modifications of the ice motion to the ice thickness such as ridging in that region may contribute to the thickness of sea ice and roughness patterns in that region. This suggests that the patterns of roughness in the spring map in that region could be attributed to the export of thick multiyear sea ice. Furthermore, Figure 5 shows the seasonal change of sea ice roughness from spring to summer and the decrease of sea ice roughness values in those regions. In the spring map, sea ice roughness values at the Arctic Ocean (Figure 5a) and Fram Strait (Figure 5c) are high, while the summer map shows that sea ice at the Arctic Ocean (Figure 5b) and Fram Strait (Figure 5d) have much lower roughness values. This seasonal change in sea ice roughness could be associated with the melt processes of the sea ice during the warm season [18,19]. Summer melting reduces the thickness of the sea ice cover and contributes to the reduction of the surface roughness of sea ice.
To evaluate the accuracy of our MISR-derived surface roughness maps and compare it with other remote sensing methods, we inspected two arbitrary locations and compared our MISR-derived roughness maps with Landsat 8 and Sentinel-1 images for each arbitrary region of interest. Figure 6 shows an arbitrary location at the Canadian Archipelago in April 2016. Figure 6a is our MISR-derived roughness map for an arbitrary location north of the Canadian Archipelago. Figure 6b and 6c show the same region from Landsat 8 and Sentinel-1 views, respectively. We selected and inspected zones A and B to investigate if our maps can characterize areas of land-fast ice in that region. For example, zone A and B in our roughness maps represent a smooth area. Landsat 8 image shows that zones A and B might be land-fast ice and open water. Sentinel-1 also shows zones A and B in dark color which represents a smooth surface which could be open water or land-fast ice. Also, by visually inspecting our roughness map, we drew a dashed line to separate smooth and rough surfaces of ice. One side of the dashed line is smooth ice which is represented as dark in the Sentinel-1 image and the other side that looks bright represents a rough surface. We can see that this transition from smooth to the rough surface pattern is obvious in Landsat 8 and Sentinel-1 images and our roughness map shows the same surface pattern.
Figure 6. Comparison of (a) MISR-derived roughness map with (b) Landsat 8 and (c) Sentinel-1 images at an arbitrary location north of the Canadian Archipelago on 29 April 2016 at 116.1°W and 77.5°N.
We also inspected some areas adjacent to the east coast of Greenland in our July roughness map. Figure 7 shows an arbitrary location at the Fram Strait in July 2016.

Figure 7. Comparison of (a) MISR-derived roughness map with (b) Landsat 8 for July 20th and (c) Sentinel-1 for July 19th images at an arbitrary location at the Fram Strait in July 2016 at 18.7 W and 76.5 N.
Like Figure 6, we inspected a few zones in our MISR-derived roughness map for July 2016 at Fram Strait and compared them with Landsat 8 and Sentinel-1 images for the same location. Sentinel-1 image was not available for the same location on 20 July, so we used a Sentinel-1 image for July 19th instead. In Figure 7b we can see in the Landsat 8 image that zones A and C are open water. We can see the same pattern in our roughness map and zones A and C are mapped in white and represent a smooth surface. Although the Sentinel-1 image was taken a day before the Landsat 8 image, it represents the same surface patterns. Zone D in the Landsat 8 image represents a smooth surface and our roughness map has also captured that surface pattern and mapped it as a smooth surface. Also, the Landsat 8 image shows that zone B is an example of the mixture of the smooth and rough zone. Our roughness map shows the same pattern and maps zone B in light and dark blue color which represents a mixture of smooth and rough surface patterns. The same pattern can be observed in zone B in the Sentinel-1 image.

Also, we visually inspected the Landsat 8 image and drew a dashed line and separated smooth ice and open water from rough ice. We can see in the Landsat 8 image that one side of the dashed line is open water which is represented as dark in the image and the other side includes sea ice which is represented as bright in the Landsat 8 image. In our roughness map, we can see this surface pattern clearly on both sides of the line and this transition from smooth to rough surface patterns is mapped with a transition from white to blue colored areas. Landsat 8 and Sentinel-1 images and our roughness map shows the same surface pattern. Therefore, we can conclude that our roughness maps can characterize surface patterns of smooth and rough ice.

4. Discussion

There are several potential sources of error and uncertainty that should be taken into consideration for future improvements of this method. These include cloud detection, the number of ATM samples in a MISR pixel and their temporal co-occurrences in the training data, and challenges in distinguishing between open water and very thin smooth sea ice. Among all mentioned error sources, clouds and cloudy training data sets are likely to contribute to a significant part of the error. If clouds were present in images that were used to build the training data set, this would introduce noise to the training data set. The goal of this research was to present the capabilities of this data product and since cloud masks over sea ice tend to classify sea ice as clouds we did not use a cloud mask in this research and we left this option to the preference of the users of this data processing system. We anticipate improved cloud detection and masking capabilities in future analyses. Cloud-free MISR images were manually selected that were concurrent and co-located with the ATM data. Also, since ATM flights occurred during clear sky days, using MISR images during the same flight day of ATM implicitly suggests that that day was not cloudy. However, finding cloud-free images for a specific location in the Arctic for the purpose of studying seasonal changes remains a significant challenge.

The number of ATM samples in each MISR pixel that were used to estimate that pixel’s roughness is important for the accuracy of the MISR-derived roughness. MISR pixels that have only a few ATM roughness observations were found to have a low agreement in terms between modeled roughness and ATM-measured roughness. We found that having a minimum of 10 ATM values in a MISR pixel improved the accuracy of model output when labeling MISR pixels with ATM information. We also found that the model output was improved when the MISR images used to build the training data set were selected from the same day as the ATM flight. This differed from the methodology described in Nolin and Mar (2019), who used data from ± 1 day of the ATM overflight.

At present, our model is not able to distinguish between very smooth, thin first-year sea ice (e.g., “grease ice” or “dark nilas [48] and what may be open water. We considered incorporating a reflectance threshold that could detect dark open water, but very thin first-year ice can be both smooth and dark. Thus, the July sea ice roughness maps are likely to include open water as well as sea ice. For instance, subjective visual examination of a
Landsat 8 reflectance image shows that pixels mapped as 0–10 cm surface roughness appear to be ice-free. Figure 8 shows the ice-free area around the Zemlya George archipelago for a cloud-free period from 10–15 July 2016. The MISR-derived roughness map for the period 10–25 July 2016 shows this same area as having a roughness of 0–10 cm.

![Image](a) comparison of (a) MISR-derived roughness map with (b) Landsat 8 for the ice-free area around the Zemlya George archipelago for a cloud-free period from 10–15 July 2016. Dark-blue patches in our MISR-derived map is the Zemlya George island.

The histogram in Figure 2b which compares July ATM and MISR-derived sea ice roughness, shows that our model underestimates the frequency of sea ice roughness values less than about 5 cm. While the difference in spatial resolution between MISR and the ATM roughness product (275 m vs. 80 m) is likely responsible for the undercount of smooth ice, it may also be the case that some parts of the MISR pixel are smooth ice and other parts are open water.

5. Conclusions

In this paper, we described how we developed our sea ice roughness data product. We also provided estimations of the surface roughness of sea ice by creating Arctic-wide maps of sea ice roughness for spring and summer seasons from MISR multiangular reflectance information. We showed that this appears to be a promising method for quantifying and mapping Arctic-wide sea ice surface roughness and can characterize spatial patterns and variability of sea ice surface topography and seasonal changes in sea ice roughness over an extensive area for different seasons at a horizontal scale of 275 m. The spatial patterns and their seasonal changes are consistent with other similar studies mentioned in the results section. To the best of our knowledge, this is the first attempt in creating Arctic-wide maps of sea ice roughness from MISR multiangular information.

There are strengths and limitations to any remote sensing technique. MISR data has several advantages such as a long record of data (2000–present), near-global coverage, and spatial resolution down to 250 m. Especially the broad angular coverage which is independent of its spectral coverage makes it a unique source of information. However, building data models from MISR multiangular information reveals some of its limitations that must be taken into consideration such as it requires lidar data for calibration and if the
study region is over the Arctic, images tend to be cloudy and dark. To understand the full benefit, this data product still requires additional interpretation by sea ice researchers. Also, this data product can be a helpful complement to other remote sensing techniques such as ICESat-2, SAR, and high-resolution optical data. Given the quality of the MISR imagery, MISR-estimated roughness is best used for understanding the spatial patterns of sea ice roughness as well as the detailed daily estimates of sea ice roughness. Also, averaged Arctic-wide maps are more useful for understanding and diagnosing the changing patterns of mean sea ice roughness in seasonal and long-term studies of sea ice roughness in the Arctic. Therefore, considering that sea ice roughness can serve as a proxy for other sea ice characteristics such as thickness and age, this data product can be beneficial to improving our understanding of the roughness patterns over the Arctic region and can be a helpful tool for the Arctic science community.
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