Uncertainties in Prediction of Streamflows Using SWAT Model—Role of Remote Sensing and Precipitation Sources
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Abstract: Watershed modelling is crucial for understanding fluctuations in water balance and ensuring sustainable water management. The models’ strength and predictive ability are heavily reliant on inputs such as topography, land use, and climate. This study mainly focuses on quantifying the uncertainty associated with the input sources of the Digital Elevation Model (DEM), Land Use Land Cover (LULC), and precipitation using the Soil and Water Assessment Tool (SWAT) model. Basin-level modelling is being carried out to analyze the impact of source uncertainty in the prediction of streamflow. The sources for DEM used are National Elevation Dataset (NED)-United States Geological Survey (USGS), Shuttle Radar Topographic Mission (SRTM), and Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER), whereas for LULC the sources were the National Land Cover Database (NLCD), Continuous Change Detection Classification (CCDC), and GAP/LANDFIRE National Terrestrial Ecosystems dataset. Observed monitoring stations (Gage), Climate Forecast System Reanalysis (CFSR), and Tropical Rainfall Measuring Mission (TRMM) satellites are the respective precipitation sources. The Nash-Sutcliffe Efficiency (NSE), Coefficient of Determination ($R^2$), Percent Bias (PBIAS), and the ratio of Root Mean Square Error to the standard deviation (RSR) are used to assess the model’s predictive performance. The results indicated that TRMM yielded better performance compared to the CFSR dataset. The USGS DEM performs best in all four case studies with the NLCD and CCDC LULC for all precipitation datasets except Gage. Furthermore, the results show that using a DEM with an appropriate combination can improve the model’s prediction ability by simulating streamflows with lower uncertainties. The VIKOR MCDM method is used to rank model combinations. It is observed from MCDM analysis that USGS DEM combinations with NLCD/CCDC LULC attained top priority with all precipitation datasets. Furthermore, the rankings obtained from VIKOR MCDM are in accordance with the validation analysis using SWAT.
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1. Introduction

Climate change, population increase, and urbanization are the critical reasons for water stress worldwide. As a result, understanding and modelling hydrological processes becomes crucial for water resources planning, design, and management. One of the most practical solutions is to develop models (conceptual, empirical, and physically-based models) that can simulate hydrological processes, including the effects of variations in weather, soil properties, and land management practices. The conceptual models employ simple mathematical concepts to represent a system but ignore the spatial variability by...
lumping the entire watershed characteristics. On the other hand, empirical models are observation-oriented and transform rainfall into runoff without reference to the physical processes. These are also classified as black-box models since limited/no information about the system’s internal processes is known. Physical models consider the watershed’s spatial and temporal variations to mimic real-world processes accurately. These models can also integrate critical processes related to the atmosphere, geosphere, and biosphere. Due to its inherent advantages, physically-based models are considered the best alternative for decision-makers in integrated watershed management.

The Soil and Water Assessment Tool (SWAT) [1] is the most popular among the physically-based hydrological models due to its flexibility in solving water resources problems and the availability of open-source code [2]. It has wide applications in integrated watershed management, including prediction of streamflow/runoff, evapotranspiration, groundwater recharge, and sub-surface flow. It can simulate streamflows for a watershed spanning thousands of square kilometers. The model originated as a culmination of Chemicals, Runoff, and Erosion from Agricultural Management Systems (CREAMS) [3], Groundwater Loading Effects on Agricultural Management Systems (GLEAMS) [4], and Simulator for Water Resources in Rural Basins (SWRRB) [5]. It has undergone numerous reviews and capability expansions as part of the continual evaluation. Figure 1 depicts the salient features of the SWAT model and its notable advances up to SWAT 2012. Gassman et al. [2] found that the SWAT is a versatile and effective tool for simulating diverse watershed problems. Zuoda et al. [6] compared SWAT with the Generalized Watershed Loading Function (GWLF) model. The study showed that the SWAT is better suited for projects requiring higher accuracy and data-scarce basins. Moreover, the study also indicated that the concept of spatial variability does not exist in GWLF, unlike SWAT. Hence, the latter provides a precise description of the actual hydrological processes. Jaiswal et al. [7] compared the SWAT model with two conceptual models (TANK and the Australian Water Balance Model (AWBM)). They found that the SWAT model can identify the impact of LULC, weather, and managerial practices better than the other two conceptual models. Recently, Nasiri et al. [8] showed that the SWAT model can also be applied effectively in arid and semi-arid regions.

The SWAT model requires several inputs related to watershed characteristics such as the Digital Elevation Model (DEM), Land Use Land Cover (LULC), soil data, and hydroclimatic factors (such as precipitation, temperature, wind speed, relative humidity, and solar radiation). These inputs are useful in modelling the complex rainfall-runoff processes and to assess the effect of various management activities such as sediment transport, water quality, and agriculture chemical yields. However, the number of inputs used in SWAT increases the uncertainty in streamflow prediction. The input uncertainties are classified into two categories: data sources and resolution of remote sensing data. It is to be noted that the various data sources (with the same resolution) use different algorithms, inherently making the data uncertain. For example, the different techniques to obtain the data sources include (i) DEM data: stereo optical imagery, laser altimetry (LiDAR), radar altimetry, and Interferometric Synthetic Aperture Radar (InSAR); (ii) LULCs data: CCDC and Terrestrial Ecological Systems Classification framework for LULCs; (iii) Precipitation data: Reanalysis and satellite.

Cotter et al. [9] noted that the resolution of the input DEM data had the most significant impact on the SWAT model output of the Moores Creek watershed in Arkansas, while land use and soil data resolutions had minimal effects on flow forecasts. According to Zhen et al. [10], quantifying uncertainty with the input factors of elevations and land cover change is necessary. It helps the modeler to evaluate the reliability of the models. Kumar et al. [11] concluded that the optimal DEM grid resolution for the specific watershed and output should be known to reduce uncertainty and suggested using a DEM of less than 300 m for flow, as the desired output was obtained with ±10% relative error. Fan et al. [12] demonstrate that land-use resolution affects the outcomes of model simulations. The quality of the DEM is less significant than the quality of the land use map in
hydrological modelling. Furthermore, the study found no significant change in surface runoff estimates for DEM cell sizes below 100 m. Most of these studies have focused on input resolution uncertainty and showed the impact of DEM and LULC resolution on streamflow prediction. However, only limited studies are carried out on source uncertainty for DEM and LULCs. Gautam et al. [13], Munoth & Goyal [14], and Sukumaran & Sahoo [15] showed that the model performance is insensitive to variation in the DEM sources in streamflow prediction. Kamali et al. [16] investigated the effect of numerous LULC and climate data obtained from various sources and concluded that discharge prediction is less susceptible to different land use sources. Cuceloglu et al., [17] conducted a study with two different LULC datasets (Landsat satellite image and CORINE) and showed that the sources are less susceptible to streamflow prediction. Numerous studies have been carried out on precipitation sources [18–21]. Setti et al. [22] showed that the TRMM data performs better than CFSR in the streamflow prediction. Zhang et al., [21] showed that the TRMM data performs better than PERSSSIAN- CDR for simulating hydrological processes such as streamflow, GW recharge, and evapotranspiration. Dutta et al. [23] conducted a study showing that the highest disagreement between the observed and predicted stream flows is for CFSR data.
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**Figure 1.** Hydrological modelling framework used to carry out the uncertainty analysis in the prediction of streamflows.
A number of studies have quantified the uncertainties in the SWAT model with different calibration algorithms such as Generalized Maximum Likelihood Algorithm (GLUE) [24], Parameter solution (ParaSol) [25], and Sequential Uncertainty Fitting (SUFI2) [26]. Khoi et al. [27] identified the uncertainty in the SWAT model by employing the GLUE, Parasol, Particle Swarm Optimization (PSO), and SUFI2 algorithms using the SWAT CUP tool. The investigation revealed that due to the requirement of the lesser runs to achieve good prediction and model performance across all of the techniques, SUFI2 is the best technique. Chen et al. [28] performed a SWAT analysis on the Weijing River watershed in China with three calibration algorithms: GLUE, SUFI2, and Parasol. The results showed that due to its high accuracy (R2 and NSE), best measurement coverage (P-factor), and relatively low uncertainty effects (R-factor), SUFI2 might effectively capture modelling uncertainties and measure their consequences. Tang et al. [29] also performed the SWAT analysis with four algorithms: GLUE, SUFI2, PSO, and Parasol, and concluded that SUFI2 is a robust method for evaluating the model, parameter, and input uncertainties.

Most of the studies that quantified the uncertainties in the prediction of streamflows using SWAT is limited to (i) DEM and LULC resolution, (ii) the individual effect of DEM, LULC, and Precipitation sources, and (iii) calibration algorithms. However, the hydrological modelling processes are affected by topography, land use, and climate data (especially precipitation). Hence, it is necessary to quantify the input source uncertainties from the combined effects of different remote sensing data (DEM, LULC) and precipitation data sources for different topographic and climatic regions. Quantification will help the modelers to select the sources with the least uncertainty for optimal prediction of streamflows, which further reduces the risk and helps in the sustainable design and management of hydraulic structures, water distribution networks, irrigation supply, etc. The study yields various model combinations based on the different input sources. As it is complex and arduous to rank the combinations based on visual interpretation, the Multi-Criteria Decision Making (MCDM) method has been widely used in decision making. MCDM techniques have a broad implementation in water resource engineering in selecting the optimal solution based on different criteria. Mohammed et al. [30] used the MCDM method for prioritizing the potential impact of various pollution sources on surface and groundwater contamination. MCDM techniques have been employed to rank global climate models [31] and evapotranspiration models [32]. These studies suggest the effectiveness of MCDM methods as a support tool for decision-making in water resources management. Various MCDM methods have been developed to rank the solutions. Some of the significant MCDM methods are Technique for Order Preference by Similarity to an Ideal Solution (TOPSIS), Analytical Hierarchy Process (AHP), Elimination and (Et) Choice Translating Reality (ELECTRE), Vlse Kriterijumska Optimizacija I Kompromisno Resenje (VIKOR), and Preference Ranking Organization Method for Enrichment Evaluations (PROMTHEE). According to Chang and Yim [33], VIKOR is an essential tool for a robust decision-making framework under uncertainty. It provides a compromise solution by considering both the total and individual satisfaction of the alternative, thereby considering their relative importance. The method prioritized adaptation strategies under uncertain climate change scenarios [34]. Golfam et al. [35] ranked water-supply system simulations based on the VIKOR MCDM method. Bhattacharya et al. [36] demonstrated that the VIKOR model performs better than other MCDM techniques in prioritizing sub-basins for management activities. In this study, the VIKOR method is selected to rank the performance of the SWAT model combinations.

This study aims to help the modelers to select the best input source combination obtained from MCDM analysis for the watersheds with similar topographic and climatic backgrounds for the optimal prediction of streamflows. The prediction performance of the input sources is dependent on each other; hence, the use of inappropriate combinations of the sources will lead to the simulation of streamflows with higher uncertainty. The study aims to select the appropriate model combinations from the available input (DEM-LULC-Precipitation) datasets, despite the absence of higher priority input sources, for optimal
streamflow prediction. Furthermore, the study will further help the decision-makers for efficient planning and management of water resources leading to the economical and sustainable growth of the nations.

Section 2 provides the study’s methodology and gives a brief framework for the research. Section 3 provides a detailed explanation of the case study selected for the analysis. Section 4 presents a detailed analysis of the results and discusses them in different subsections. Finally, the overall analysis conclusion is followed by references used in the study.

2. Materials and Methods

The proposed hydrological modelling framework for the uncertainty analysis in the prediction of streamflow is shown in Figure 1. The framework can be divided into the following three sections: (i) the SWAT model, (ii) Calibration analysis using SUFI2, and (iii) the MCDM approach.

2.1. SWAT Model

The SWAT model is an aggregated model that incorporates both surface and channel environmental processes. The model is widely available and allows hydrologists to simulate the quality and quantity of surface water worldwide [1]. The SWAT model is based on a continuous-time geographical distribution that examines the influence of management techniques on water and sediment yields in an ungauged basin capable of running for lengthy periods. SWAT can also be used to model an individual watershed or an entire network of watersheds that are connected hydrologically. Based on the slope, land use, management, and soil distributions, the watershed is divided into numerous sub-basins and smaller units called Hydrologic Response Units (HRUs). The HRU level analysis facilitates the identification of spatial scale variation of effects due to changes in watershed characteristics. The SWAT model sub-basins can be divided into different components such as hydrology, nutrients, sedimentation, weather, crop development, land management, and pesticides [37]. The study primarily focuses on the hydrologic component, mainly founded on the Water Mass Balance equation (Equation (1)).

\[
SW_t = SW_o + \sum_{i=1}^{t} (R_i - Q_i - ET_i - P_i - QR_i)
\]  

(1)

where \(SW_t\) is the overall humidity of soil at time \(t\), which is expressed in days, \(R_i\) is rainfall volume measured from Precipitation in mm, \(SW_o\) is initial humidity, \(P_i\) is the percolation of water seeping in from the soil, \(Q_i\) is the volume of Surface Runoff, \(ET_i\) is Evapotranspiration and \(QR_i\) is groundwater runoff volume.

Runoff can be predicted using the curve number method (Equation (2)).

\[
Q = \begin{cases} 
(R - 0.2S)^2, & R > 0.2S \\
(R + 0.8S), & 0, R \leq 0.2S 
\end{cases}
\]

(2)

where, \(R = \) daily rainfall (mm); \(Q = \) runoff in mm; \(S = \) retention parameter; \(S\) can be calculated by the following SCS equation (Equation (3)).

\[
S = 254 \left( \frac{100}{CN} - 1 \right)
\]

(3)

\(CN\) is the Curve Number for normal antecedent moisture conditions (AMC II). The model provides three methods for calculating Evapotranspiration: the Penman-Monteith, Hargreaves, and Priestley-Taylor methods (Supplementary Material).
2.2. SUFI2 Calibration Model

The SUFI2 method is used for calibrating, validating, and analyzing the sensitivity and uncertainty of the output generated from the SWAT model. The uncertainty in the input parameters has been characterized as uniform probability distributions. In contrast, the uncertainty in simulation results is defined using the 95 percent prediction uncertainty of output variables acquired by Latin Hypercube Sampling (LHS), a technique used for producing random samples of parameter values. The sensitivity analysis identifies the critical parameters for the watersheds with the global sensitivity method and the One At a Time (OAT) method. In the global sensitivity analysis procedure, parameter sensitivities were described as a multiple regression system, which was then used to determine the statistical significance value of the parameter sensitivity. A $t$-test (Student's $t$-distribution) was used, and the t-Stat, which means a parameter divided by its standard error, was used to evaluate parameter sensitivity. Another indicator used to assess uncertainty was the $p$-value, which measures the null hypothesis of the $t$-test, and which states that the coefficient has no effect (equal to zero). A parameter with a high t-Stat value and a low $p$-value is generally more sensitive [38]. The sensitive parameters were then used for the calibration, with 1000 simulations per iteration. The iterations were stopped when the objective function (NSE) reached a saturation level and should be more than the satisfactory value (NSE > 0.5). The P-factor and R-factor are two indicators that determine the model’s robustness and uncertainty. The P and R-factor are 100% and 0% in an ideal condition, respectively, when the simulation coincides with the observed data. However, these values cannot be obtained in practical circumstances due to inaccuracies from many sources and the inability of the model to mimic the process perfectly. A large R-factor can cause a large P-factor; however, SUFI2 tries to envelop as much of the observed data as feasible with the narrowest range of uncertainty possible [38].

The factors can be calculated as per the equations:

$$P - \text{factor} = \frac{x_n}{x}$$

(4)

$$R - \text{factor} = \frac{\overline{b_n}}{\sigma_n}$$

(5)

where $x_n$, observed variables bracketed by 95PPU; $x$, total variables; $\overline{b_n}$, the average width of 95PPU; and $\sigma_n$, the standard deviation of the variable.

The performance of the model is measured using different performance criteria such as the Coefficient of Determination ($R^2$), Nash Sutcliffe Efficiency (NSE), and Percent Bias (PBIAS).

$$\text{NSE} = 1 - \frac{\sum_{i=1}^{n}(Q_{oi} - Q_{si})^2}{\sum_{i=1}^{n}(Q_{oi} - \overline{Q_o})^2}$$

(6)

$$R^2 = 1 - \frac{\sum_{i=1}^{n}(Q_{oi} - Q_{si})^2}{\sum_{i=1}^{n}(Q_{oi} - \overline{Q_o})^2} \times \frac{\sum_{i=1}^{n}(Q_{si} - \overline{Q_s})^2}{\sum_{i=1}^{n}(Q_{oi} - \overline{Q_o})^2}$$

(7)

$$\text{PBIAS}(\%) = 1 - \frac{\sum_{i=1}^{n}(Q_{oi} - Q_{si})^2}{\sum_{i=1}^{n}Q_{oi}} \times 100$$

(8)

where $Q_{oi}$, $Q_{si}$, $\overline{Q_s}$, and $\overline{Q_o}$ are the observed, simulated, mean of simulated and observed streamflow.

2.3. Multi-Criteria Decision-Making Method

Statistical indices are used to evaluate the SWAT model performance with different input combinations. However, prioritization of the model combinations becomes difficult due to the variability of different statistical indices and their comparison. Hence, the Multi-Criteria Decision-Making method is used for ranking the model combinations. Nine statistical indices were taken as evaluation criteria for evaluating the model performance.
In the decision-making process, $R^2$, NSE, $bR^2$, KGE, and MNS were considered as beneficial criteria, whereas MSE, SSQR, PBIAS, and RSR were regarded as non-beneficial criteria. The MCDM techniques use criteria weights to rank the solutions and thus are of great importance. In the MCDM technique, criteria weights reflect the relative importance of different performance indices by considering their qualitative and quantitative aspects for decision-making [39]. In this study, the indices are given equal weight, assuming that all criteria involved are equally important in evaluating model performance.

VIKOR Method

VIKOR was applied to determine the performance scores of all the model combinations. The method focuses on grouping and selecting alternatives based on different criteria and finding a solution closest to the ideal solution by considering maximum group utility and minimum individual regret [33]. The performance score is estimated by following the steps:

1. Calculate the ideal best ($X^+$) and ideal worst value ($X^-$) from the decision matrix.
2. Calculate Utility Measure ($S_i$) (Equation (9))

$$S_i = \frac{1}{m} \sum_{j=1}^{m} \frac{X^+ - X_{ij}}{X^+ - X^-}$$  \hspace{1cm} (9)

3. Calculate individual regret ($R_i$) (Equation (10))

$$R_i = \text{MAX} \left[ \frac{1}{m} \sum_{j=1}^{m} \frac{X^+ - X_{ij}}{X^+ - X^-} \right]$$  \hspace{1cm} (10)

4. Find the best $S_i$ ($S_i^-$ and $S^*$) and $R_i$ ($R_i^-$ and $R^*$) values.
   - $S^*$-minimum utility measure, $R^*$-minimum individual regret
   - $S_i^-$-maximum utility measure, $R_i^-$-maximum individual regret

5. Calculate Performance Score by calculating the VIKOR index ($Q_i$) (Equation (11)). Alternatives with minimum $Q_i$ values are best ranked.

$$Q_i = \nu \frac{S_i^- - S^*}{S^- - S^*} + (1 - \nu) \frac{R_i^- - R^*}{R^- - R^*}$$  \hspace{1cm} (11)

$\nu$: is the weight for strategy of maximum group utility, and it was taken as 0.5 in the study [40].

3. Study Area

The four watersheds selected are (a) Peachtree Creek, (b) Little River, (c) Baron Fork, and (d) South Fork, based on different topographical/climate zones, as shown in Figure 2. The salient features of all four watersheds are presented in Table 1. For brevity, the analysis of the Peachtree Creek watershed is presented here. The Peachtree Creek watershed situated near Atlanta, Georgia, USA covers an area of 211.84 km$^2$ with an average elevation of 299 m above mean sea level. According to the 2011 land-use dataset provided by the National Land Cover Database (NLCD), of 30 m resolution, the watershed is covered with an urban area of 86%. The primary soil of the watershed is red clayey soil. The climate is humid and subtropical in the watershed, with an average annual rainfall of 1200 mm and temperatures ranging from 44 °C to −15 °C. The monthly streamflow data were collected from the USGS monitoring station at the outlet point (USGS-02336300 Peachtree Creek at Atlanta, GA) for years 2000–2012. Precipitation data collected from TRMM and CFSR has spatial resolution of 0.25° and 30 km, respectively. The spatial resolution of DEM and LULC sources is 30 m. The details of the other three case studies are given in the Supplementary Material. The inputs are taken from three different sources, as shown in Table 2, and the total input model combinations developed from the sources are shown in Table 3.
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Figure 2. Location map of the four watersheds and their subbasins: (a) Peachtree Creek watershed, (b) Little River experimental watershed, (c) Baron Fork watershed, and (d) South Fork watershed.

Table 1. Salient features of the four watersheds, including Climate, Slope, Area, and Mean Annual Precipitation (MAP).

<table>
<thead>
<tr>
<th>Watersheds</th>
<th>Category</th>
<th>Climate *</th>
<th>Slope ** (m)</th>
<th>Area (km²)</th>
<th>MAP (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peachtree</td>
<td>Georgia</td>
<td>Warm Temperate Moist</td>
<td>152—−305 (moderate)</td>
<td>211.84</td>
<td>1200</td>
</tr>
<tr>
<td>Little River</td>
<td>Georgia</td>
<td>Tropical Moist</td>
<td>0—−152 (mild)</td>
<td>301.87</td>
<td>1200</td>
</tr>
<tr>
<td>Baron Fork</td>
<td>Oklahoma-Arkansas</td>
<td>Warm Temperate Moist</td>
<td>305—−610 (steep)</td>
<td>792.76</td>
<td>1118</td>
</tr>
<tr>
<td>South Fork</td>
<td>Iowa</td>
<td>Cool Temperate Moist</td>
<td>152—−305 (moderate)</td>
<td>638.36</td>
<td>750</td>
</tr>
</tbody>
</table>

* Climate classification is taken from the Intergovernmental Panel on Climate Change (IPCC). ** Slope classification is done based on a Topographic relief map compiled by the US Geological Survey. The mild, moderate, and steep naming conventions are provided by us for reference.

Table 2. List of input data collected for developing the SWAT model combinations.

<table>
<thead>
<tr>
<th>S.No.</th>
<th>DEM Sources</th>
<th>LULC Sources</th>
<th>Precipitation Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>USGS</td>
<td>NLCD</td>
<td>Gage *</td>
</tr>
<tr>
<td>2</td>
<td>SRTM</td>
<td>CCDC</td>
<td>CFSR</td>
</tr>
<tr>
<td>3</td>
<td>ASTER</td>
<td>GAP</td>
<td>TRMM satellite</td>
</tr>
</tbody>
</table>

* Due to the unavailability of the Gage dataset for the Baron Fork and South Fork watersheds, the analysis has been carried out with the 18 input combinations with CFSR and TRMM datasets.
Table 3. List of input model combinations used in the study.

<table>
<thead>
<tr>
<th>S.No.</th>
<th>DEM</th>
<th>LULC</th>
<th>Precipitation</th>
<th>S.No.</th>
<th>DEM</th>
<th>LULC</th>
<th>Precipitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>USGS</td>
<td>NLCD</td>
<td>Gage</td>
<td>10</td>
<td>USGS</td>
<td>NLCD</td>
<td>CFSR</td>
</tr>
<tr>
<td>2</td>
<td>SRTM</td>
<td>CCDC</td>
<td>Gage</td>
<td>11</td>
<td>SRTM</td>
<td>CCDC</td>
<td>CFSR</td>
</tr>
<tr>
<td>3</td>
<td>ASTER</td>
<td>GAP</td>
<td>Gage</td>
<td>12</td>
<td>ASTER</td>
<td>GAP</td>
<td>CFSR</td>
</tr>
<tr>
<td>4</td>
<td>USGS</td>
<td>NLCD</td>
<td>Gage</td>
<td>13</td>
<td>USGS</td>
<td>NLCD</td>
<td>CFSR</td>
</tr>
<tr>
<td>5</td>
<td>SRTM</td>
<td>CCDC</td>
<td>Gage</td>
<td>14</td>
<td>SRTM</td>
<td>CCDC</td>
<td>CFSR</td>
</tr>
<tr>
<td>6</td>
<td>ASTER</td>
<td>GAP</td>
<td>Gage</td>
<td>15</td>
<td>ASTER</td>
<td>GAP</td>
<td>CFSR</td>
</tr>
<tr>
<td>7</td>
<td>USGS</td>
<td>NLCD</td>
<td>Gage</td>
<td>16</td>
<td>USGS</td>
<td>NLCD</td>
<td>CFSR</td>
</tr>
<tr>
<td>8</td>
<td>SRTM</td>
<td>CCDC</td>
<td>Gage</td>
<td>17</td>
<td>SRTM</td>
<td>CCDC</td>
<td>CFSR</td>
</tr>
<tr>
<td>9</td>
<td>ASTER</td>
<td>GAP</td>
<td>Gage</td>
<td>18</td>
<td>ASTER</td>
<td>GAP</td>
<td>CFSR</td>
</tr>
<tr>
<td>19</td>
<td>USGS</td>
<td>NLCD</td>
<td>TRMM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>SRTM</td>
<td>CCDC</td>
<td>TRMM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>ASTER</td>
<td>GAP</td>
<td>TRMM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>USGS</td>
<td>NLCD</td>
<td>TRMM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>SRTM</td>
<td>CCDC</td>
<td>TRMM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>ASTER</td>
<td>GAP</td>
<td>TRMM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>USGS</td>
<td>NLCD</td>
<td>TRMM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>SRTM</td>
<td>CCDC</td>
<td>TRMM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>ASTER</td>
<td>GAP</td>
<td>TRMM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4. Results

This section discusses (i) Source uncertainty, (ii) Performance of the SWAT models, (iii) Parameter uncertainty, and (iv) Ranking of model combinations using MCDM in detail.

4.1. Source Uncertainty

4.1.1. DEM

The input DEM sources show variation in elevation values for the watershed (Figure 3). SRTM provides the highest variation among all three, with USGS being the least variable. The variations are mainly due to the different vertical accuracy of the sources. Gesch et al. [40] compared the vertical accuracy of USGS (NED) DEM with the SRTM and ASTER DEM against the reference control points with the same vertical datum (North American Vertical Datum of 1988). The root mean square error (RMSE), a widely used error metric for documenting elevation data accuracy, expresses the overall absolute vertical accuracy [41]. The accuracy assessment results show SRTM and ASTER to be less accurate, with RMSE of 4.01 and 8.68 m, respectively, than the USGS (NED) DEM (RMSE: 1.84 m). Despite the lowest vertical accuracy, the ASTER DEM provides elevation values with a more refined range than SRTM. The results also support the significance of ASTER (Section 4). Furthermore, for steep slope, there is no significant variation in the elevation ranges among all three sources, and hence it can be concluded that there is no significant effect of DEM in the prediction of streamflows for steep slope (Section 4.4.3). The variation in DEM sources for other watersheds is provided in the Supplementary Material. The vertical accuracy of DEM varies according to the type of land cover [41]. As a result, different LULC sources are taken into account to study the combined effect, as these sources classify land use and land cover in different percentages.
Among all three sources, NLCD land-use classification comprises of thirteen different classes, giving a more detailed and accurate classification followed by GAP and CCDC LULC (Figure 4). Hence, these variations in sources can also affect the accuracy of streamflow prediction and need to be quantified. From Figure 4, it is observed that according to the NLCD classification the area under industrial class is about 10% whereas the CCDC and GAP LULC sources is not depicting this land use classification for the Peachtree watershed. Similarly, the CCDC and GAP LULCs classify the area under residential class with approximately 30 and 15% higher than NLCD LULC classification, respectively. The variations in the different land classes is seen among the other three watersheds (Figure S3). Among all the watersheds the Little River (mild slope) watershed is showing higher variation in land-use classification for all the three LULCs and indicating the higher LULC source uncertainty as discussed in Section 4.4.2. For the study, an LULC of 2011 has been used due to negligible variations in the NLCD classes from 2001 to 2011 (Figure S1).

4.1.3. Precipitation

Another critical input for the SWAT model is the precipitation dataset. The CFSR data shows significant deviations from the Gage distribution and hence does not exhibit a linear distribution, while the TRMM dataset shows linearity to a more considerable extent and thus indicates a similar distribution as the Gage dataset (Figure 5). The precipitation collected from the CFSR data predicts higher values with low precipitation, and vice versa. The TRMM satellite data was able to follow the trend of gage data by capturing the precipitation to an appropriate level but is underpredicting at some periods, and hence is not able to capture the extremes as observed in the gage dataset, seen from Figure 5. Similarly, the CFSR dataset is also poor in replicating extremes, and thus both data sources are not satisfactory in capturing the extreme precipitation as per the Gage dataset. The variations in the precipitation sources for the other three watersheds are following a similar trend and can be seen in the Supplementary Material.
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Figure 4. Distribution of land use and land cover classes for the year 2011 as a percentage of total watershed area for three sources.
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Figure 5. TRMM and CFSR data are plotted against observed weather station (Gage) data to observe the trend on a daily time scale.

4.2. Performance of the SWAT Models

In the case of Peachtree, the analysis found that nine parameters were the most sensitive for streamflow prediction (Table 4).
Table 4. Sensitive parameters obtained for the Peachtree region Creek Watershed from the global sensitivity analysis.

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Parameter</th>
<th>Description of Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>CN2.mgt</td>
<td>SCS runoff curve number</td>
</tr>
<tr>
<td>2.</td>
<td>REVAP_MN.gw</td>
<td>Threshold depth of water in the shallow aquifer for “revap” to occur (mm)</td>
</tr>
<tr>
<td>3.</td>
<td>ALPHA_BF.gw</td>
<td>Baseflow alpha-factor (days)</td>
</tr>
<tr>
<td>4.</td>
<td>GW_DELAY.gw</td>
<td>Groundwater delay (days)</td>
</tr>
<tr>
<td>5.</td>
<td>GW_QMN.gw</td>
<td>Threshold depth of water in the shallow aquifer required for return flow to occur (mm)</td>
</tr>
<tr>
<td>6.</td>
<td>ESCO.bsn</td>
<td>Plant uptake compensation factor</td>
</tr>
<tr>
<td>7.</td>
<td>GW_REVAP.gw</td>
<td>Groundwater “revap” coefficient</td>
</tr>
<tr>
<td>8.</td>
<td>RCHRG_DP.gw</td>
<td>Deep aquifer percolation fraction</td>
</tr>
<tr>
<td>9.</td>
<td>SOL_AWC.sol</td>
<td>Available water capacity of the soil layer (mm H$_2$O/mm soil)</td>
</tr>
</tbody>
</table>

Impact of Uncertainties on Different Models

The NSE, $R^2$, PBIAS, and RSR (Section 2.2) statistical indices quantify the source uncertainty associated with these inputs. From the analysis of 27 combinations (Figure 6), the Gage and TRMM precipitation combinations show good values for NSE, $R^2$, and RSR statistical indices for the calibration and validation period compared to CFSR combinations. For the TRMM dataset, all statistical parameters give good results except PBIAS, which shows the highest overprediction followed by Gage but is less than the defined limit of 25%. However, CFSR combinations give better PBIAS values for the calibration and validation period (Figure 7), but do not correlate well with the observed flows. Overall, the ASTER DEM with NLCD LULC for the TRMM dataset gives the best result, while for the validation period, ASTER DEM, in combination with the Gage dataset, gives the best results for CCDC and GAP LULC (Figure 7-Combination: 6 & 9). The combinations gave good NSE (0.85 & 0.84), $R^2$ (0.92 & 0.91) and PBIAS ($-12 \%$ & $-13\%$) values for validation followed by USGS DEM with NLCD LULC and Gage precipitation combination (Figure 7-Combination: 1) with NSE as 0.81 and PBIAS as $-20\%$. Among the CFSR dataset, the USGS DEM gives better results for all the objective functions relatively with maximum NSE and $R^2$ and minimum PBIAS and RSR. The CFSR dataset yielded poor performance with any combination and hence can be given the least priority when considering the precipitation datasets.

When considering the NSE value, all the DEMs for NLCD LULC provide the best result for the Gage combination followed by TRMM, while the least results were obtained from the CFSR datasets (Figure 8). For CCDC LULC, ASTER gives the best results with Gage datasets and the least with the CFSR one. The same trend is observed from the results obtained for the GAP LULC. The satellite data is giving satisfactory results with all the DEMs and LULCs. There is a good correlation between USGS DEM and TRMM data, as the DEM is performing well irrespective of LULC. For more detailed and accurate quantification of the source uncertainty, the LULC and precipitation sources are compared, keeping the DEM source constant. The detailed analysis for each DEM source is presented below.
Figure 6. SWAT model performance for the 27 combinations with the four performance criteria ($R^2$, NSE, PBIAS, and RSR) for the calibration period.

USGS DEM

The NLCD LULC performs better with the USGS DEM for the Gage dataset (Figure 9). The NSE value of 0.81 for the respective LULC is relatively higher (15%) than the other two (0.69 for CCDC and GAP). Moreover, the CCDC and GAP LULC produce the same results with the respective gage dataset. For the CFSR dataset, there is a slight difference between the NLCD and the other two LULCs, giving 3% higher NSE and $R^2$ than NLCD.
Figure 8. DEM and precipitation dataset comparison based on NSE, $R^2$, and PBIAS values for NLCD; CCDC; and GAP LULC.

When considering the PBIAS value, the CCDC shows the least value ($-8.7\%$) followed by NLCD ($-9.5\%$), and GAP being the highest with ($-12.8\%$). Overall, the CCDC LULC produces the best results for the precipitation dataset and DEM. For the satellite TRMM dataset, when considering NSE, RSR, and $R^2$, all LULCs are performing well, but when considering PBIAS value, GAP and CCDC LULCs provide entirely satisfactory results (5%).
SRTM DEM
The NLCD LULC gives the best NSE values (0.76) for the Gage dataset (Figure 10). Other than NSE, R², PBIAS, and RSR values also show promising results for the respective LULC with 0.93, −20.4%, and 0.49, respectively, followed by CCDC LULC with 0.76 as NSE and 0.93 as R². The GAP LULC produces poor results with the respective gage dataset among all the LULCs. For the CFSR dataset, there is no change in NSE (0.6), R² (0.63), and RSR (0.63) values for all LULCs, which shows that the SRTM DEM can be used with any of the LULC for the reanalysis dataset. When considering the PBIAS value, the CCDC gives the least overprediction value (−9.6%), followed by GAP (−11.8%), and NLCD being the highest (−14.3%). Overall, the CCDC LULC produces the best results for the precipitation dataset and DEM. For the satellite dataset, when considering the NSE, RSR, and R², all LULCs are performing well, but when considering the PBIAS value, the NLCD LULC is performed much better (12%) at giving the least overprediction than the CCDC and GAP LULCs (−24%).

ASTER DEM
The ASTER DEM performs well with the CCDC and GAP LULC for all the precipitation combinations. For Gage data, the CCDC and GAP LULC provide better results for the three indices (Figure 11). The DEM with NLCD LULC gives the least overprediction (PBIAS: −11.5%) in culmination with the TRMM dataset, which is way better than the other LULCs (PBIAS: −17%). Overall, the ASTER DEM should be used with the CCDC and GAP LULC for the Gage and NLCD for TRMM and CFSR.

The calibrated model fits the influential parameters with a varying range for the same region as per the input combination and is quantified as the parameter uncertainty in the study (Section 4.3).
4.3. Parameter Uncertainty

Figure 12 shows the box plot of the selected nine sensitive parameters for all of the watersheds (Figure 12). It is evident that the different models’ combinations choose the different fit values of the parameters for the same region. The variation in the input sources can be seen from the parameters used to calibrate the streamflows, as all other processes are kept constant while building the model. The range for ALPHA_BF, GWQMN, and REVAPMN vary for different models and hence shows more uncertainty than other parameters for all four case studies used in the paper. The more the range variation, the more the uncertainty in the models can be expected. The curve number (CN) is not varying significantly for all watersheds except the South Fork watershed, where the interquartile ranges are relatively large, which shows higher uncertainty. Also, the available water capacity in the soil layer varies for the region, and hence both groundwater parameters and CN shows significant variations. This indicates that LULC sources have more effect in the region. For the Peachtree watershed, the outliers for the CN show that some combination models, especially SRTM DEM with NLCD LULC with CFSR and TRMM datasets provide the least CN value for the region, while the ASTER DEM with CCDC and GAP LULCs plus the TRMM dataset provides the highest CN value. The region has more variation in the groundwater parameters and the CN parameter, and it can be stated that the choice of DEM source in culmination to LULC affects the streamflow prediction ability. For Baron Fork, as the slope is steep, significant variation is seen in the parameters depicting topography. Hence, the higher uncertainty induced in the flow simulation is due to different DEM sources. The mild slope (Little River watershed) is affected by both the DEM and LULC sources. Furthermore, the region’s tropical climate emphasizes the importance of snow parameters (Figure S26).
4.4. Quantification of Simulated Flows

4.4.1. Peachtree Creek Watershed

From Figure 13a–c, it is seen that all combinations of gage datasets simulate the highest flow in the range of 19 to 22 cumecs for the validation period, while the highest flow observed from the stream gage station is around 17.5 cumecs. Hence, the dataset overpredicts the higher flows while the TRMM dataset simulates 12 to 13 cumecs. The CFSR dataset cannot simulate the high flows, and combinations give high flows in the range of 9 to 11 cumecs only, and hence it may not be suitable for the prediction of stream flows. All datasets can capture the low discharge values well. Based on LULCs, the plot shows that all combinations of NLCD LULC are simulating higher flows less than the other two LULCs for any precipitation dataset. The reason for the lower discharge values obtained from NLCD LULC is due to the refined classification compared to other LULCs. The USGS DEM also simulates less for every precipitation dataset and LULC, while ASTER DEM predicts more high flows other than the gage dataset with NLCD LULC. The major reason for the variation in DEMs is due to the vertical accuracy of the DEM. The ASTER DEM is giving good results with NLCD LULC and the gage dataset due to the least error in the other two datasets, which in combination predicts the flows with lower uncertainty when compared with other ASTER DEM combinations. Overall, the USGS DEM with NLCD LULC predicts high flows closer to observed ones.

4.4.2. Little River Experimental Watershed

The gage and TRMM datasets simulate high flows from 25 to 28 cumecs, while the observed highest flow from the stream gage station is around 27.59 cumecs (Figure 14). Combination 3 (ASTER DEM with NLCD LULC and Gage precipitation) can simulate the highest streamflow perfectly with the observed one. The combinations with the CFSR dataset are giving high flows in the range of 15 to 22 cumecs, and hence do not simulate the high flows satisfactorily. All datasets can capture the low flows well. The plots (Figure S11) indicates that for any precipitation dataset all combinations of NLCD LULC are simulating higher flows more diminutive than the other two LULC sources.
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4.4.3. Baron Fork Watershed

The combinations of TRMM datasets provide better streamflow simulations than CFSR ones (Figure 15a,b). It can clearly be stated that both the datasets cannot capture the high flows, while TRMM combinations are simulating high flows better than the CFSR combinations. The USGS DEM shows good predictions with all the LULCs for both

Figure 13. Variation of simulated flows with observed flows was obtained for the three precipitation datasets as (a) Gage, (b) CFSR, and (c) TRMM with nine different combinations for the Peachtree watershed.

Figure 14. Variation of simulated flows with observed flows was obtained for the three precipitation datasets as (a) Gage, (b) CFSR, and (c) TRMM with nine different combinations for the Little River watershed.
precipitation datasets. When considering LULCs, the CFSR data is behaving well with CCDC and GAP LULC, similar to the Peachtree watershed.

Figure 15. Variation of simulated flows with observed flows was obtained for the two precipitation datasets: (a) CFSR and (b) TRMM, with nine different combinations for the Baron Fork watershed.

4.4.4. South Fork Watershed

Both precipitation combinations provide satisfactory results for the region, but the TRMM combinations capture the flows better. The ASTER DEM with GAP LULC simulates high flows closer to actual stream gage data, followed by USGS and SRTM with NLCD and CCDC LULC, respectively, for the satellite dataset. Some combinations are overpredicting for TRMM, while all CFSR combinations overpredict the low flows. When considering the performance of all statistical indices, it can be concluded that the TRMM datasets can be used to predict streamflow behavior (Figure 16).

Figure 16. Variation of simulated flows with observed flows was obtained for the two precipitation datasets: (a) CFSR and (b) TRMM, with nine different combinations for the South Fork watershed.
The efficiency of different model combinations having NSE values greater than 0.75 is shown in Figure 17. The USGS DEM combinations are seen in greater numbers than other combinations when considering NSE values greater than 0.75 for all four watersheds. USGS DEM performs best with TRMM data irrespective of LULC. Similarly, ASTER behaves best with the Gage data. SRTM and USGS give good results with NLCD LULC for the Gage dataset. Among all the four watersheds it can be seen that the TRMM data is providing satisfactory results and can be used for the prediction of streamflows. The combinations of the CFSR dataset are not able to provide the efficiency of 0.75 and hence are the least preferred among all combinations.

Figure 17. Plot showing the efficiency of combinations irrespective of climatic and topographical regions for NSE > 0.75.

The simulation results for the other three case studies (Little River, Baron Fork, and South Fork) are provided in the Supplementary Material. It is arduous and complex to determine the best combination for the case studies taking into account all statistical indices. As a result, the MCDM approach ranks the best combinations, as shown in the following subsection.

4.5. Multi-Criteria Decision Making (MCDM) Analysis

The nine statistical indices are used as criteria and are weighted by the equal weight method. The 27 model combinations are then ranked by the VIKOR MCDM method concerning statistical indices. The alternatives with the lowest VIKOR index give the best option (Figure 18).

Each statistical indicator reflects the model’s fitness with the observed data. For example, based on various studies [42,43], the model performance is considered satisfactory if threshold values for PBIAS ≤ 25%, $R^2 > 0.5$ and NSE > 0.5. The SSQR value closer to 0 indicates that the model is more fit for prediction. Hence, it is necessary to combine the information contained in all the indices for evaluating the model performance. Therefore, equal weight is assigned to all nine criteria.
Figure 18. VIKOR index ($Q_i$) values were obtained for different model combinations. The model with minimum $Q_i$ value is considered as close to the optimal alternative.

The ranking by the MCDM method shows that the best input combination suitable for the Peachtree watershed is ASTER DEM with the GAP LULC and Gage dataset, followed by the same DEM with the CCDC LULC and the Gage dataset only (Figure 18). The combination of USGS DEM with CCDC and TRMM data shows a good performance for the watershed (Table S1). Both the $R^2$ and NSE values of these model combinations are more than 0.8. The SSQR values are 0.076 and 0.081, respectively, for these models. These rankings show an agreement between the VIKOR and validation analysis presented in the previous subsections, proving the VIKOR’s efficacy. The precipitation datasets such as Gage and TRMM claim higher priority compared to CFSR. For other watersheds (Little River, Baron Fork, and South Fork), USGS DEM with the TRMM dataset attained the highest ranking from the method. The ranking tables (Tables S1–S4) for the combinations of all the watersheds are provided in the Supplementary Material.

5. Conclusions

The accurate simulation of streamflow is paramount for relevant decision-making in water resources management. This paper presents the uncertainty analysis associated with the input sources for different topographical and climatic regions in streamflow prediction using the SWAT model. Different model combinations were studied to quantify the integrated impact of DEM, LULC and precipitation datasets in the prediction of streamflows. The studied input combinations were prioritized based on VIKOR MCDM to find the alternatives with least uncertainty. The study also showed the model’s robustness and applicability in different regions. The SWAT model provided excellent and satisfactory results for all combinations used in the case studies taking into account all statistical indices.

Highlight of the SWAT-MCDM Analysis

(1) Overall, USGS DEM simulates streamflow best with the NLCD LULC for TRMM and CFSR precipitation. ASTER DEM performs well with CCDC and GAP LULC for any precipitation dataset, while SRTM performs well with NLCD LULC.

(2) The Gage dataset gives the best performance for the case studies, followed by TRMM, with CFSR giving the poorest. The CFSR dataset over-predicts the low precipita-
tion values, while TRMM captures precipitation as observed in the gauge dataset to an appropriate degree.

(3) The LULC does not significantly affect the discharge for the moderately sloped watersheds like Peachtree and South Fork but contributes more uncertainty for the mild slope (Little River).

(4) Although the DEM sources significantly affect the streamflow for all topographic regions except the steep slope, where the impact of DEM and LULC sources is minimal, the steep slope region is more sensitive to the precipitation sources followed by DEM.

(5) Higher uncertainty is observed in the simulation of high flows compared to low flows. Hence, extremes are not captured well by the input data sources.

(6) The TRMM data became a more reliable dataset without an observed station dataset to predict streamflow. TRMM data provides a good correlation of predicted flows with the observed flow. All combinations of this dataset provide lower uncertainty in streamflow simulation than others.

(7) The parameters used for streamflow prediction also show uncertainties that directly describe the variation in sources. The parameters influencing sub-surface flows such as ALPHA_BF, GWQMN, and REVAPMN show higher uncertainty compared to others. These groundwater parameters are highly sensitive to variations in topography (slope), land-use/land-cover and precipitation. This emphasizes the need to quantify uncertainty associated with all three input sources (DEM, LULC and precipitation datasets) for accurate prediction of streamflows.

(8) USGS DEM with NLCD and CCDC LULC ranked at the top among all model combinations in the MCDM analysis.

Although the uncertainty caused by the DEM is smaller than the uncertainty caused by precipitation, it can be concluded that the DEM and precipitation datasets are significant sources contributing to overall input uncertainty. The combinations are considered based on different sources of DEM, LULC, and precipitation in the study. Different resolutions of the inputs can be added to quantify the overall input uncertainty as an extension to the study. As the most common sources of DEM and LULC are incorporated into the study, more combinations can be created by combining them with other additional sources. In addition, the soil and temperature sources are left unexplored in the research and can be studied further. The uncertainty in different climatic models can be quantified in addition to existing precipitation sources. The study can also be conducted in the mountainous region (average slope > 605 m), which is currently unexplored in the present work.

Supplementary Materials: The following supporting information can be downloaded at: https://www.mdpi.com/article/10.3390/rs14215385/s1. References [44–46] are cited in the supplementary materials.
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