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Abstract: Mesoscale eddies are typical mesoscale ocean phenomena that exist widely in all oceans and marginal seas around the world, playing important roles in ocean circulation and material transport. They also have important impacts on the safe navigation of ships and underwater acoustic communications. Traditional mesoscale eddy identification methods are subjective and usually depend on parameters that must be pre-defined or adjusted by experts, meaning that their accuracy cannot be guaranteed. With the rise of deep learning, the “you only look once” (YOLO) series target recognition models have been shown to present certain advantages in eddy detection and recognition. Based on sea level anomaly (SLA) data provided over the past 30 years by the Copernicus Marine Environment Monitoring Service (CMEMS), as well as deep transfer learning, we propose a method for oceanic mesoscale eddy detection and identification based on the “you only look once level feature” (YOLOF) model. Using the proposed model, the mesoscale eddies in the South China Sea from 1993 to 2021 were detected and identified. Compared with traditional recognition methods, the proposed model had a better recognition effect (with an accuracy of 91%) and avoided the bias associated with subjectively set thresholds; to a certain extent, the model also improved the detection of and the identification speed for mesoscale eddies. The method proposed in this paper not only promotes the development of deep learning in the field of oceanic mesoscale eddy detection and identification, but also provides an effective technical method for the study of mesoscale eddy detection using sea surface height data.
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1. Introduction

Mesoscale eddies are important ocean phenomena that are characterized by closed circulation. They exist in oceans widely and globally and comprise an important part of the ocean structure that cannot be ignored [1]. Compared with ordinary ocean circulation, mesoscale eddies have high rotating speeds (up to several meters per second), strong current velocities, average vertical depths of several kilometers, and maximum vertical depths that can reach the deep seabed. They have a spatial scale of tens to hundreds of kilometers and a time scale of several to hundreds of days [2]. According to their rotation characteristics, mesoscale eddies can be divided into cyclonic and anticyclonic eddies. The typical features of mesoscale eddies are that they can cause strong changes in the heights of sea level, regulate ocean biochemical processes, and significantly impact heat exchange, material transport, chlorophyll concentration, and seawater salinity [3]. In addition, mesoscale eddy energy affects the temperature distribution on the sea surface, resulting in abnormal sea surface temperatures and disrupting the balance of the air–sea coupling system, thus extending their impact to the atmosphere [4]. Mesoscale eddies not only affect the sea surface, but also the sub-surface, as they can reach kilometers below the sea surface and greatly impact the density and speed of sound in sea water. Therefore, it is
particularly important to establish a computational model for identifying oceanic mesoscale eddies for the study of ocean currents, marine biology, climate change, and so on.

The detection and identification of oceanic mesoscale eddies provides an important means of monitoring and analyzing the temporal and spatial variation characteristics of mesoscale eddies. Ocean satellite remote-sensing technology has the characteristics of allowing for all-weather, long-distance, non-contact, fast, and efficient observation of ocean phenomena. It can provide rich eddy identification data sources, including data about ocean surface temperatures and altimetry data. Common methods for mesoscale eddy detection and identification mainly include the following: (1) methods based on physical parameters; (2) methods based on the geometric characteristics of the flow field; and (3) methods based on machine learning. Among these methods, physical-parameter-based methods are mesoscale eddy detection methods that are based on physical parameters that can be used to identify the core region and center point of a mesoscale eddy. Isern-Fontanet first proposed the Okubo–Weiss (OW) algorithm in 2003. It is a widely used physical-parameter-based method, but it was not used as a standard method for extracting mesoscale eddies based on sea surface height (SSH) until 2008 [5–7].

In the process of detecting and identifying mesoscale eddies, physical-parameter-based methods have great subjectivity and rely excessively on thresholds set according to experts’ experience. Flow field geometry-based methods are a type of global search algorithm based on the custom setting of mesoscale eddies. Represented by the winding angle (WA) algorithm, the eddy region is assumed to be the region obtained after the velocity vector rotates around a central point [8,9]. Although the flow field geometry method can be independent of parameter settings, the calculation process in flow field geometry-based methods is complex, and a significant amount of calculation is required. Neither of these approaches can adapt to the dynamic changes of oceanic eddies that are caused by complex marine environments.

With the development of computational technology and big data, deep learning methods have also been applied to the detection and recognition of oceanic eddies. Using satellite remote-sensing data fusion and reanalysis data, combined with the concept of deep learning, a migration learning network model suitable for identifying oceanic mesoscale eddies can be constructed, where oceanic mesoscale eddies are abstractly learned via the multi-layer structure of the model.

Finally, the automatic detection and recognition of oceanic mesoscale eddies have become research hotspots. In 2017, Du [10] introduced a deep-learning approach for the automatic identification of mesoscale eddies. Based on synthetic aperture radar (SAR) image data, Du proposed a morphological and scale-robust automatic identification model for oceanic mesoscale eddies, which identified highly dynamic oceanic mesoscale eddies. Lguensat et al. [11] applied the U-Net network structure to the feature extraction of oceanic mesoscale eddies in 2018. In the same year, Franz et al. [12] introduced a convolutional neural network for the detection of oceanic mesoscale eddies, and recognized oceanic eddies based on synthetic aperture radar images by combining encoder–decoder and traditional algorithms. In 2019, Xu et al. [13] focused on the detection of small-scale oceanic eddies and adopted the pyramid scene parsing network (PSPNet) algorithm to realize the fusion of multi-scale features of different layers. In 2020, Lu et al. [14] combined the YOLOv3 target detection network in deep learning with the method of extracting mesoscale eddy features in marine physics to identify mesoscale eddies and improve detection speed. In 2021, Xu et al. [15] compared the performance of PSPNet, bilateral segmentation network (BiSeNet), and DeepLabv3+ in oceanic eddy detection and recognition.

In the field of deep learning, the YOLO series target detection models have been widely favored, due to their outstanding detection speed and accuracy. The YOLO algorithm is a typical one-stage method. It is the abbreviation of “you only look once,” which means that the neural network can output the result after only looking at an image once. Among the YOLO models, the YOLOv1 model (released in 2015) and the YOLOv2 model (proposed in 2017) have the characteristic of fast detection speed but are not good at detecting small
objects [16,17]. In 2018, Redmon et al. proposed the YOLOv3 model, which improved upon the previous YOLO models [18,19]. The biggest improvement features included the use of the residual model Darknet-53 and feature pyramid network (FPN) architecture to achieve multi-scale detection, thus improving the accuracy of small-object detection and, at the same time, becoming the fastest target-detection model [20].

Based on the original YOLO target detection architecture, YOLOv4 and YOLOv5 have been developed by adopting a series of optimization strategies that are widely used in the field of target detection. In 2021, Chen designed the “you only look once level feature” (YOLOF) model that optimizes the FPN structure. FPN has made great contributions to single-stage target detection and anchor-free target detection, but its network structure is complex. In this line, the YOLOF detection framework does not use complex feature pyramids, but only single-layer feature maps, thereby greatly improving the target detection and recognition performance of the model [21]. In this work, we used state-of-the-art eddy research results as references, in order to solve the problem of mesoscale eddy detection and identification. Our method required a training sample set composed of SLA contour maps, including labelled eddy positions. In this way, the YOLOF model was trained to identify eddies.

This paper is organized as follows: In this Section 1, we detailed the importance and significance of oceanic mesoscale eddies and the related research, listing several of the most widely used and popular methods in oceanic mesoscale eddy detection and providing some basic knowledge regarding YOLO series target detection models. In Section 2, the data sources used in this study and the geographical environment of the South China Sea are introduced. Section 3 focuses on this study’s method for detecting mesoscale eddies and provides a flow chart to facilitate a preliminary understanding of our method. Section 4 includes the results of this study and a corresponding discussion of those results. Finally, Section 5 draws some conclusions, summarizes the deficiencies of the research, and puts forward proposals for future research.

2. Study Area and Data

The study area was the South China Sea (SCS) and its adjacent waters (0–25°N, 100–125°E), as shown in Figure 1. The topography of the SCS is complex. The seabed topography is mainly divided into a continental shelf, a continental slope, and a deep-sea basin [22]. Most areas of the SCS are in the tropics and, therefore, they are characterized by a significant tropical marine climate, with mild seasons, abundant rainfall, and monsoons. The SCS is mainly connected to the Northwest Pacific via the Luzon Strait in the northeast. The multi-scale circulation in the basin is significantly controlled by the monsoon and by Pacific water exchange, particularly by the Kuroshio current, which is the strongest western boundary current in the North Pacific. It flows through the east of the Luzon Strait and has far-reaching impacts on the large-scale circulation and mesoscale eddy process in the SCS, in different seasons and in different ways [23–25]. Chen et al. [26] observed that the depth of influence of mesoscale eddies in the northern SCS, when mixed with Kuroshio water, can significantly increase, to less than 500 m. In winter, the Kuroshio falls off from the main axis in the form of a flow jacket that can produce strong mesoscale eddies, with a horizontal radius of more than 150 km and a vertical depth of 2000 m [27]. Driven by various dynamic mechanisms, such as wind stress, barotropic/baroclinic instability, and the Kuroshio [28–30], mesoscale eddies in the SCS have the characteristics of frequent occurrence, wide coverage, and strong dynamics; furthermore, multi-eddy phenomena, such as eddy pairs and eddy groups, are common [31,32]. Therefore, the clear driving mechanism and complex internal eddy structures make the SCS a natural test site for oceanic mesoscale eddy research [33,34].
The sea surface height data used in this study are products of the SSALTO/DUACS altimeter, with spatial resolution of 0.25° × 0.25°, temporal resolution of 1 d, and the data format network common data form (NetCDF). Released by the French Archiving, Validation and Interpretation of Satellite Oceanographic data portal (AVISO+), it is a multi-task fusion altimeter data product. At present, the dataset is processed and distributed by the Copernicus Marine Environment Monitoring Service (CMEMS) (https://resources.marine.copernicus.eu/product-detail, accessed on 24 October 2022). The altimeter satellite grid sea level anomaly (SLA) is calculated based on the average value during the 20 years before 2012. The SLA is estimated by optimal interpolation, combining measurements from different available altimeter missions. The product is processed by the DUACS multi-mission altimeter data processing system, which processes data from various altimeter missions, including Jason-3, Sentinel-3A, HY-2A, Saral/Altika, Cryosat-2, Jason-2, Jason-1, T/P, EN-VISAT, GFO, and ERS1/2. Finally, the processing system obtains and synchronizes altimeter and auxiliary data [35].

Each task uses the same model and correction method for homogenization. The multi-task cross calibration process eliminates any residual orbit error or long wavelength error and large-scale deviations between various data streams. All altimeter fields are interpolated at the intersection position and date [36]. After repeated trajectory analysis, the average profile or average sea surface unique to each mission (when the orbit is not repeated) is subtracted to calculate the SLA. Geostrophic currents are derived from the SLA (in terms of geostrophic velocity, ugos, and vgos). Multi-satellite data fusion not only effectively reduces the mapping error of SLA data, but also effectively improves the temporal and spatial resolution. In this study, SLA data from January 1993 to December 2021 were used for the detection of eddies. The data from 1 January 1993, to 31 December 2020, were used to form the training and verification sets, in order to fit the model and adjust the model parameters, respectively, while the remaining (2021) data were used as the test set, in order to evaluate the generalization ability of the final model. In this data, we removed the shelf areas with depths of less than 200 m.

3. Methods

The deep learning algorithm proposed in this study was based on the method of deep transfer learning combined with the YOLOF model for the detection and identification of oceanic mesoscale eddies. The flow chart of the algorithm framework is shown in Figure 2, which includes four stages: (1) sample pre-processing, in which the remote sensing satellite altimeter data are pre-processed and the SLA sample dataset is formed; (2) pretraining, in which the labeled training set (A1) is input into the YOLOF detection model for training and verification; (3) transfer learning, where the initial weight parameters obtained from the pretraining are transferred to the training set (A2); and (4) model detection and recognition, in which the test set is used in the trained YOLOF model for the
detection and recognition of oceanic mesoscale eddies. The specific details of the stages are
detailed in the following figure.
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**Figure 2.** Technical roadmap of identification scheme.

In the sample pre-processing stage, we pre-processed the remote sensing satellite
altimeter data to form the SLA sample dataset. The sample set included a picture set and a
label set. The information in the picture set included SLA and geostrophic current velocity,
which were used as input to the YOLOF detection model. The data were visualized via
contour lines, vector lines, and color maps. The interval between contours was measured
in centimeters. The land part was masked by not-a-number (NaN) values, helping to avoid
outliers and detection interference. The label set contained eddy position and category
information in each picture. The pre-processed sample set was divided into a training set, a
validation set, and a test set.

For all satellite products, the calculation formula for SLA was as follows:

\[
SLA = SSH - MP
\]

where SSH is the sea surface height and MP is mean profile, representing the most accurate
mean sea surface (MSS). The most precise MSS is available on long-term repeat tracks [37].

The speed of geostrophic velocity was calculated as follows:

\[
u = -\frac{g}{f} \frac{\partial \xi}{\partial y}, \quad v = \frac{g}{f} \frac{\partial \xi}{\partial x}
\]

\[
speed = \sqrt{(u^2 + v^2)}
\]

where \( u \) and \( v \) represent the zonal and meridional components of the geostrophic current
velocity, \( g \) denotes gravitational acceleration, \( f \) is the Coriolis parameter, and \( \xi \) is the SLA.

The label set was constructed using the eddy identification method and code py-eddy-
detection released by the CMEMS for reference, in order to identify the mesoscale eddies
from SLA data. This established the corresponding regression fitting formula between the
longitude and latitude information of the eddy boundary and the coordinates of the label
frame, and automatically generated high-precision label frames.

The traditional methods of oceanic mesoscale eddy annotation are generally carried
out via visual annotation by experts in advance. However, since experts’ visual annotation
can only label oceanic mesoscale eddy for a small number of samples, and the deep learning
model requires a great deal of data to avoid overfitting in the model, data enhancement,
such as flipping, clipping, rotating, and scaling [38], is required for this part of the visual
image to increase the size and quality of the training set [39,40]. Due to the difference be-
tween the generated image and the real image, noise and other shortcomings are inevitable,
and the data enhancement implementation is manually designed. Even though there are
many data enhancement strategies that can optimize a generated image, there is still a gap
between the credibility of the generated image and that of the real image.
In this paper, the real images were automatically annotated to avoid the limitations of data enhancement methods. This method was based on the geostrophic equilibrium state. The SLA isoline can approximately replace the streamline isoline. While improving the calculation efficiency, it retains the change of observation signal to the greatest extent and reduces the error caused when artificially determining the threshold [41]. The basic principle was to identify eddies by retrieving closed SLA contours. Each closed contour as screened with respect to criteria related to the shape and internal characteristics of eddies. When the closed contour passed these criteria, it was identified as belonging to an eddy; the outermost contour provided the actual shape of the detected eddy. The eddy profile screening criteria were as follows:

1. In the shape inspection, the shape error was \( \leq 55\% \), where the shape error \( E \) was calculated using the following formula:

\[
E = \frac{P_{\text{area}} + C_{\text{area}} - 2 \times I_{\text{area}}}{C_{\text{area}}} \times 100\%
\]

where \( P_{\text{area}} \) is the area of the closed contour, \( C_{\text{area}} \) is the area of the contour-fitting circle, and \( I_{\text{area}} \) is the overlapping area between \( P_{\text{area}} \) and \( C_{\text{area}} \);

2. A certain number of pixels \( i \) were included, satisfying \( 8 \leq i \leq 1000 \);

3. Only pixels with SLA values above (below) the current SLA interval value for anticyclonic (cyclonic) eddies were contained;

4. For cyclonic eddies (anticyclonic eddies), there was at most one SLA minimum (maximum);

5. Considering the error of the data, the amplitude \( A \) of the eddy had to meet \( 1 \leq A \leq 150 \text{ cm} \), where \( A \) is defined as the absolute value of the difference between the SLA value of the outermost contour and the extreme value in the contour.

Although it was confirmed that a calculation step of 1 cm is sufficient to solve for an eddy with compact internal space, we found that a smaller step was preferable, as this could better approximate the shape of eddy fluid [42,43]. However, as the altimeter measurement error was generally between 2 cm to 3 cm, the amplitude of the identified mesoscale eddy should not be less than 2 cm to 3 cm. Combined with the actual situation of the SCS, in order to accurately detect a small-scale eddy, the eddy amplitude in this study should not have been less than 2 cm.

In the pretraining stage, after adding label information to the training and verification sets, we input the labeled training set A1 into the YOLOF detection model for training and verification. The reason for choosing the YOLOF model for the detection and identification of oceanic mesoscale eddies was that YOLOF is optimized, in terms of the FPN. The YOLOF model does not need to use a complex feature pyramid, and only requires a single-layer feature map to learn the characteristics of oceanic eddies when obtaining the initial weights in model training. Experiments on coco datasets have proved the effectiveness of YOLOF. It obtained the same results as the characteristic pyramid version, but with 2.5 times faster speed. In addition, without the transformer layer, YOLOF is comparable to DETR, which also uses a single-layer feature map.

The YOLOF detection framework is a new target-detection approach, using only 32× down-sampled C5 feature maps. In order to make up for the performance gap between single-input single-output (SiSo) and multiple-input multiple-output (MiMo) encoders, the structure of the encoder is properly designed to extract the multi-scale context features of different scale targets, thus making up for the deficiencies regarding multi-scale features. Then, the balanced matching mechanism is used to solve the problem of positive sample imbalance caused by sparse anchors in the single feature graph. The YOLOF detection framework consists of three main parts: backbone, encoder, and decoder. The network architecture is depicted in Figure 3.
The backbone adopts the classic RESNET and ResNeXt. The selected characteristic diagram is C5, the number of channels is 2048, and the down-sampling rate is 32 [44].

The encoder was used to accept input from the backbone and assign a representation for detection. It comprises two components: namely, projector and residual. The projector first applied a $1 \times 1$ convolution to reduce the channel dimension, and then added a $3 \times 3$ convolution layer to refine the context semantic information, thus obtaining a characteristic graph with 512 channels, consistent with the FPN. Residual blocks included residual modules with different expansion rates, which generated output features with multiple acceptance domains covering the scales of all objects in order to provide a full-scale receptive field. The residual module consisted of three consecutive convolutions: the first was a $1 \times 1$ convolution, which reduced the channel dimension, following which a $3 \times 3$ convolution was used to expand the receptive field. Finally, $1 \times 1$ convolution restored the dimensions of the channel. This residual block was repeated four times [45].

The decoder was used to perform classification and regression tasks, thus generating the final prediction box. Like RetinaNet, the decoder contained two parallel task-specific heads: the classification head was used for the target classification task, while the regression head was used for the border regression task. The decoder was designed according to the FFN in DETR, such that the number of two-headed convolution layers differed. In the regression branch, there were four convolution layers plus a BN layer and an ReLU layer; meanwhile, in the classification branch, there were only two convolution layers. Second, according to Autoassign, an implicit Objectness (without direct supervision) was added to each anchor of the regression branch. The final classification confidence was obtained by multiplying the output of the classification branch and the Objectness score [46].

In the transfer learning stage, the YOLOF model was also used to train and verify the training set A2, where the initial weights from the previous step were used for the transfer learning of the model. The final training weights were generated by continuing to learn the characteristics of oceanic eddies. Deep transfer learning is a kind of technique used to study how to use DNNs to transfer knowledge from other fields [47]. According to different types of migration methods, it can be divided into four categories: (1) instance-based deep transfer learning, which refers to the selection of some instances in the training set from the source domain to the target domain [48]; (2) mapping-based deep transfer learning, which refers to mapping some instances from the source domain and target domain to a new data space [49]; (3) network-based deep transfer learning, which refers to re-using part of the network and connection parameters in the source domain, migrating them to a part of the deep neural network used in the target domain [50]; and (4) network-based deep transfer learning, which refers to the introduction of antagonistic technologies (e.g., GAN) to find transferable formulas suitable for the source and target domains [51].

In the model detection and identification stage, the test set was used to validate the final model, and the mean average precision (mAP) was used as an evaluation index. First, the accuracy of the border could be expressed by the intersection over union (IoU). In the target detection, the detection network sorted the detection results according to the confidence scores and assigned them to the ground truth objects. We had a “match” when
they shared the same label and an IoU of ≥0.5 (i.e., an IoU greater than 50%). Such a match was considered a true positive if the ground truth object had not been already used, in order to avoid multiple detections of the same object [52]. The threshold was generally set to 0.5; that is, if IoU ≥ 0.5, it was considered that the detection was correct. The TP, FP, and FN rates could be calculated using the IoU. Then, taking the recall rate as the abscissa and the accuracy rate as the ordinate, the P–R curve could be obtained. Ideally, the accuracy rate and recall rate would be infinitely close to 1 at the same time. Therefore, we hoped that the area covered under the P–R curve was infinitely close to 1. We called the area obtained below the P–R the accurate mean rate of detecting mesoscale eddies, or the average precision (AP). The AP of multiple categories was averaged, providing the mean AP (mAP). The IOU, precision, recall, and AP were defined as follows:

\[
\text{IoU} = \frac{\text{Area of Overlap}}{\text{Area of Union}}
\]

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

\[
\text{AP} = \int_0^1 \text{Precision(Recall)}\,d\text{Recall}
\]

where Area of Overlap refers to the intersection of two prediction frames, Area of Union is the union of two prediction frames, TP refers to the number of eddies recognized as eddies by the model, FP represents the number of other objects recognized as eddies, and FN refers to the number of eddies recognized as other objects.

4. Results and Discussion

4.1. Detection Results of YOLOF Model

The dataset used in this study contained 10,592 images, divided into training set A1 (1096 images), training set A2 (9131 images), and the test set (365 images). Training set A1 was used for training and verifying the detection model in the pretraining stage, while training set A2 was used to train and verify the model. The remaining images were used as a test set to validate the final model.

The results of sample pre-processing are shown in Figures 4 and 5.

We first input the training set A1 and the corresponding label file into the YOLOF model for pretraining and verification. The parameters in the base configuration (base config) file of the YOLOF model in the pretraining stage included the following: IMS per batch, which refers to the number of samples sent by the network to the model during each training phase; base LR (the base learning rate), which is the initial learning rate and refers to how much the network weights are updated in the optimization algorithm; warm-up, which refers to the preheating factor that forces the learning rate to slowly increase up to the initial learning rate; and warm-up iters and the max iter, which refer to the number of warm-up iterations and the maximum number of iterations, respectively. The training results were saved once every 1500 iterations. The parameters were adjusted to obtain the best performance of the model. The details of the parameters are provided in Table 1.

<table>
<thead>
<tr>
<th>Base Config (base config) file parameters of the pretraining model.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Parameter Setting</strong></td>
</tr>
<tr>
<td>--------------------</td>
</tr>
<tr>
<td><strong>Parameter Setting</strong></td>
</tr>
</tbody>
</table>
We first input the training set A1 and the corresponding label file into the YOLOF model for pretraining and verification. The parameters in the base configuration (base config) file of the YOLOF model in the pretraining stage included the following: IMS per batch, which refers to the number of images processed per batch.

Figure 4. Sample set after pretreatment.

Figure 5. Label set visualization (CC represents cyclonic and AC represents anticyclonic).
The model mAP in the pretraining stage was approximately 83%. The outputs of the training and verification results by the YOLOF model after pretraining are shown in Figure 6.

![Figure 6](image-url)

*Figure 6.* Verification results in pretraining stage (CC represents cyclonic and AC represents anticyclonic).
Then we transferred the model weight parameter file obtained in the pretraining stage for the training and verification of training set A2 in the YOLOF detection model, in order to obtain the final model weight parameters. The parameters in the Base-config file of the detection model were modified, according to the sample size. The parameter data are provided in Table 2.

Table 2. Base config file parameters of the pretraining model.

<table>
<thead>
<tr>
<th>Base Config Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>IMS PER BATCH</td>
<td>6</td>
</tr>
<tr>
<td>BASE LR</td>
<td>0.01125</td>
</tr>
<tr>
<td>WARMUP FACTOR</td>
<td>0.0000625</td>
</tr>
<tr>
<td>WARMUP ITERS</td>
<td>16,000</td>
</tr>
<tr>
<td>MAX ITER</td>
<td>240,000</td>
</tr>
<tr>
<td>CHECKPOINT PERIOD</td>
<td>30,000</td>
</tr>
</tbody>
</table>

The mAP of training set A2 trained and verified on the YOLOF model was approximately 90%. The final generated model weight parameter file was used to test the model. On the test set, the mAP of the trained YOLOF detection model was 91.3%. The evaluation index results of different stages are shown in Table 3, and the YOLOF model used in this paper was compared with a traditional eddy detection model; the results are shown in Table 4.

Table 3. Evaluation index results of different stages.

<table>
<thead>
<tr>
<th>Evaluation Indices</th>
<th>P</th>
<th>R</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>YOLOF (pretraining stage)</td>
<td>0.785</td>
<td>0.771</td>
<td>0.830</td>
</tr>
<tr>
<td>YOLOF (transfer-learning stage)</td>
<td>0.862</td>
<td>0.923</td>
<td>0.901</td>
</tr>
<tr>
<td>YOLOF (test stage)</td>
<td>0.915</td>
<td>0.848</td>
<td>0.913</td>
</tr>
</tbody>
</table>

Table 4. Detection accuracy of different eddy detection models.

<table>
<thead>
<tr>
<th>Eddy Detection Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection model based on geometric characteristics of flow field [53]</td>
<td>62%</td>
</tr>
<tr>
<td>Detection model based on SLA [53]</td>
<td>76%</td>
</tr>
<tr>
<td>Detection model based on CNN convolutional neural network [53]</td>
<td>85%</td>
</tr>
<tr>
<td>Classic U-Net [54]</td>
<td>88%</td>
</tr>
<tr>
<td>SP-RCNN [55]</td>
<td>90%</td>
</tr>
<tr>
<td>The detection model based on the YOLOF method proposed in this study</td>
<td>91%</td>
</tr>
</tbody>
</table>

The oceanic mesoscale eddy identification results of the YOLOF detection model on the test set are depicted in Figure 7.
The detection model based on the YOLOF method proposed in this study achieves 90% accuracy.

The oceanic mesoscale eddy identification results of the YOLOF detection model on the test set are depicted in Figure 7.

Figure 7. Test set results (CC represents cyclonic and AC represents anticyclonic).

4.2. Analysis of Mesoscale Eddy Parameters

Considering the characteristic properties of oceanic mesoscale eddies, we conducted the following analysis:

(1) The radius \( R \) of the eddy was analyzed. The shape of a mesoscale eddy was typically irregular. In this paper, the average geographical distance between the eddy center and the outermost of the four fields was considered as the radius \( R \) of the mesoscale eddy, using the following formula:

\[
R = \frac{r_{east} + r_{south} + r_{west} + r_{north}}{4}
\]  

(9)
(2) The amplitude ($A$) of the eddy was also analyzed; it refers to the absolute value of the height difference between the extreme value of the SLA in the eddy center and the SLA around the effective contour defining the eddy edge, as determined by the following formula:

$$A = \left| \text{SLA}_\text{centre} - \text{SLA}_\text{eddy-edge} \right|$$  \hspace{1cm} (10)

(3) We analyzed the eddy kinetic energy ($EKE$), as generally high kinetic energy can be observed in ocean areas with strong mesoscale eddy activity. The calculation formula under the geostrophic assumption is as follows ($u$ and $v$ were introduced in Section 3):

$$EKE = \left( \frac{u^2 + v^2}{2} \right)$$  \hspace{1cm} (11)

For the analysis of the $R$, $A$, and $EKE$ values of mesoscale eddies, only 20 November 2021, was taken as an example. Table 5 provides specific information of the $R$, $A$, and $EKE$ values of 14 cyclonic eddies and 11 anticyclonic eddies detected and identified on 20 November 2021. It can be seen from the information in the table that the amplitudes of the cyclonic and anticyclonic eddies were mostly concentrated in the range of 2.0 cm to 6.0 cm. The average amplitude of mesoscale eddies in the study area was 4.7 cm, the average amplitude of cyclonic eddies was 4.1 cm, the average amplitude of anticyclonic eddies was 5.5 cm, the maximum amplitude of cyclonic eddies was 10.5 cm, and the maximum amplitude of anticyclonic eddies was 14.2 cm. The eddy radius values also presented similar characteristics. With a radial difference of 15 km, a different distribution will be presented between eddies. The average radius of the detected mesoscale eddies was 89.38 km, where the average radius of cyclonic eddies was 86.23 km and the average radius of anticyclonic eddies was 93.39 km. The radius was mostly concentrated in the range of 57 km to 136 km, but the ranges of the radius and amplitude for anticyclonic eddies were wider. From the attribute analysis diagram of cyclonic and anticyclonic eddies (Figures 8 and 9), it can be seen that the eddies with small amplitudes generally had small eddy kinetic energy, while the eddies with large amplitudes carried high energy, thus affecting the propagation of oceanic kinetic energy. Figure 10 shows the EKE diagram of oceanic mesoscale eddies.

Table 5. Eddy characteristic information.

<table>
<thead>
<tr>
<th>Cyclonic Radius (km)</th>
<th>Cyclonic Amplitude (cm)</th>
<th>Cyclonic EKE (cm$^2$/s$^2$)</th>
<th>Anticyclonic Radius (km)</th>
<th>Anticyclonic Amplitude (cm)</th>
<th>Anticyclonic EKE (cm$^2$/s$^2$)</th>
<th>Cyclonic EKE (cm$^2$/s$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>113.25</td>
<td>4.6</td>
<td>232.600</td>
<td>132.70</td>
<td>2.1</td>
<td>105.060</td>
<td></td>
</tr>
<tr>
<td>151.40</td>
<td>4.0</td>
<td>770.184</td>
<td>135.90</td>
<td>5.2</td>
<td>136.751</td>
<td></td>
</tr>
<tr>
<td>133.65</td>
<td>3.4</td>
<td>365.916</td>
<td>121.60</td>
<td>4.4</td>
<td>265.478</td>
<td></td>
</tr>
<tr>
<td>84.80</td>
<td>3.1</td>
<td>145.186</td>
<td>59.20</td>
<td>3.3</td>
<td>109.256</td>
<td></td>
</tr>
<tr>
<td>92.55</td>
<td>2.5</td>
<td>135.315</td>
<td>98.70</td>
<td>2.6</td>
<td>214.482</td>
<td></td>
</tr>
<tr>
<td>94.10</td>
<td>5.7</td>
<td>206.219</td>
<td>71.60</td>
<td>6.4</td>
<td>256.262</td>
<td></td>
</tr>
<tr>
<td>83.25</td>
<td>8.5</td>
<td>428.534</td>
<td>95.70</td>
<td>12.0</td>
<td>919.138</td>
<td></td>
</tr>
<tr>
<td>65.55</td>
<td>2.0</td>
<td>159.171</td>
<td>59.60</td>
<td>2.2</td>
<td>102.567</td>
<td></td>
</tr>
<tr>
<td>70.65</td>
<td>2.4</td>
<td>193.082</td>
<td>98.15</td>
<td>5.7</td>
<td>254.659</td>
<td></td>
</tr>
<tr>
<td>95.40</td>
<td>10.5</td>
<td>2704.139</td>
<td>123.90</td>
<td>14.2</td>
<td>789.647</td>
<td></td>
</tr>
<tr>
<td>75.15</td>
<td>2.6</td>
<td>352.803</td>
<td>27.25</td>
<td>2.0</td>
<td>273.076</td>
<td></td>
</tr>
<tr>
<td>43.75</td>
<td>2.6</td>
<td>220.579</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>46.30</td>
<td>3.3</td>
<td>312.545</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>57.35</td>
<td>2.3</td>
<td>207.547</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.3. Temporal Analysis of Mesoscale Eddies

To determine the statistics of the number of oceanic mesoscale eddies and to carry out time-series analysis of the eddies, only the oceanic mesoscale eddies detected and identified in the study area of the test set in 2021 were analyzed. Figure 11 shows the variation in the number of mesoscale eddies observed each day. Cyclonic and anticyclonic eddies presented fluctuating changes. Without considering the eddy life cycle, a total of...
11,454 mesoscale eddies were detected, including 5329 anticyclonic eddies and 6125 cyclonic eddies; that is, the daily average number of anticyclonic eddies was approximately 15 and the daily average number of cyclonic eddies was approximately 17. The eddies were mainly distributed in the northeast and southwest sea areas with a water depth of more than 200 m. Among them, the western sea area of the Luzon Strait was the most significant mesoscale eddy phenomenon area; it was mainly concentrated to the southwest of Taiwan Island. In addition, the western boundary of the basin and the sea area to the west of Luzon Island also experienced frequent eddies and, in the western boundary sea area of the basin (i.e., the sea off the east of Vietnam), eddies were more active, mainly south and north of the basin. Figure 12 shows the monthly variations of the mesoscale eddies. The cyclonic eddies occurred mostly in April and least in December, while the anticyclonic eddies occurred mostly in July and least in January. In the study area of this paper, the mesoscale eddies were widely distributed throughout the four seasons, but the generation of mesoscale eddies presented obvious seasonal changes: spring and summer were high-incidence seasons, while the number of mesoscale eddies in autumn and winter decreased significantly.

4.4. Discussion

Cyclonic eddies were most active in winter and spring, with the number being generally higher during those seasons than the number of anticyclonic eddies in the same period. The end of winter and the beginning of spring are usually the periods with the strongest wind forces, annually. In this context, the strong cyclonic wind stress curl enters the upper sea water, and the wind-driven Kuroshio current frequently invades the South China Sea. Under the influence of the land slope topography and the local circulation on the seabed, a large-scale cyclone circulation is formed in the upper layer of the South China Sea, which is
more conducive to the generation and survival of cyclonic eddies. Then, the wind gradually weakens and the monsoon changes, such that the ocean’s current flow direction becomes relatively disordered. Until the southwest monsoon begins to prevail in summer, more cyclonic eddies disappear during this process, resulting in a sharp decrease in the number in summer. Furthermore, the intrusion of the Kuroshio in summer is greatly weakened. Yuan et al. [30] found that the anticyclonic eddy generated near the Luzon Strait in summer was different from the water properties of the Kuroshio. Combined with the seasonal variations in the wind stress curl, it is considered that the anticyclonic eddies in this season are formed by the near-shore water driven by the southwest monsoon. Autumn also comprises the transition period of monsoon transformation. Compared with summer, the Kuroshio invasion increases significantly, the number of cyclonic eddies increases, and the number of anticyclonic eddies generally presents a downward trend. The difference, here, is that the number of cyclonic eddies did not rise in autumn in the study area. The reason for this phenomenon may be that the YOLOF model did not sufficiently learn the characteristics of cyclonic eddies, resulting in no significant increase in the number of cyclonic eddies detected. It should be considered that the YOLOF model has not previously been applied in the field of eddy recognition; there are inherent differences in SLA processing in the production stage of the sample set, and it remains to be determined whether the eddy identification standard should be stricter. These factors all may affect the accuracy of the YOLOF detection and identification model.

5. Conclusions

This study combined the YOLOF target-detection and recognition network based on deep learning with the method of extracting mesoscale eddy features in marine physics and adjusted the relevant parameters of the YOLOF target-detection model for training. Using the SSAL-TO/DUACS altimeter products from 1993 to 2020, the SLA sample dataset for deep learning was constructed for the research area (spanning 0–25°N, 100–125°E). For the label set of the sample dataset, the SLA closed-contour method was used to determine the corresponding rules, establish the corresponding regression fitting relationship between the longitude and latitude of the eddy boundary and the coordinates of the label frame, and automatically generate high-precision label frames. In the pretraining phase, the model can preliminarily understand the significant characteristics of oceanic mesoscale eddies. In the transfer-learning phase, we used another training set (A2) to train and verify the detection model, while its initial weights were transferred from the YOLOF model, trained with training set A1. This was a typical network-based deep transfer-learning method, which can improve the stability and accuracy of the model. After model pretraining and transfer training, and after adjusting relevant parameters of the YOLOF target-detection model, the final trained and verified model was used to detect mesoscale eddies in the study area in 2021, in which ideal detection results were obtained: i.e., the detection mAP reached 91.3%. The experimental results indicated that, compared with the traditional methods of identifying oceanic mesoscale eddies, the method proposed in this paper had good detection effect, avoided the influence of threshold selection, and greatly improved the speed of eddy detection.

However, at present, a key limitation of the current model is that we only used sea level height anomaly data with a resolution of 0.25° × 0.25° for training. In future research work, we hope to train a model using SLA data with higher resolution or sea surface temperature anomaly data, in order to improve the average accuracy of the obtained detection and recognition results. In addition, the number of training rounds used were not sufficient, so the model may not have learned enough about the characteristics of oceanic mesoscale eddies, leading to some errors. Moreover, the generalization ability of the oceanic mesoscale eddy detection and recognition model based on YOLOF, as proposed in this paper, was not verified. Finally, the detection of the three-dimensional mechanism of oceanic mesoscale eddies by means of satellite remote sensing is a key research topic that remains to be explored in the future.
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