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Abstract: Bistatic synthetic aperture radar (BiSAR) has drawn increasing attention in recent studies benefiting from its ability for forward-looking imaging, its capability of receiver radio silence and its resistance to jamming. However, the motion trajectory error compensation of BiSAR is a challenging task due to multiple error sources and complex effects. In this paper, an estimation and compensation method for three-dimensional (3D) motion trajectory error of BiSAR is proposed. In this method, the Doppler error of multiple scattering points is estimated firstly by using the time–frequency analysis method. Next, a local autofocus process is introduced to improve the Doppler error estimation accuracy. Then, the 3D trajectory error of BiSAR is estimated by solving a series of linear equations of the trajectory error and the Doppler error with the least squares method, and a well-focused BiSAR image is produced by using the corrected 3D trajectories. Finally, simulation and experiment results are presented to demonstrate the effectiveness of the proposed method.
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1. Introduction

Bistatic synthetic aperture radar (SAR) systems, whose transmitters and receivers are installed on different spatial-separated platforms, have many advantages, such as the ability of forward-looking imaging, the capability of receiving platform radio silence and resistance to jamming [1–3], and have been receiving increasing attention in recent studies. However, this spatial separation brings new challenges, such as problems of bistatic SAR (BiSAR) motion error compensation [1–3].

Compared with monostatic SAR (MonoSAR) systems, every moving platform of BiSAR may deviate from their expected trajectories. As a result, amplitude of bistatic range error introduced by BiSAR motion error could noticeably exceed the system range resolution cells, and both envelope error (cross-cell range cell migration (RCM) error) and phase error could be introduced [4–7]. Moreover, affected by the bistatic geometry configuration, the spatial variance of BiSAR motion error is relatively more severe than MonoSAR [8], especially under forward-looking [9,10] or translational-variant [6,11] conditions.

In ideal circumstances, BiSAR motion error could be compensated for by using the positioning data acquired from the motion sensors [12,13], such as inertial measurement instruments [14] or satellite positioning equipment [15]. However, the accuracy of these instruments is limited in real practice, and it is difficult to use them to meet the requirement of SAR imaging quality [6,7]. Moreover, high-cost or heavy positioning instruments are unlikely to be carried in many cases, such as SAR mounted on UAV platforms [16,17]. Hence, data-driven motion error compensation methods, which are usually called as autofocus methods, are needed to enhance the quality of BiSAR images [18,19].

Several studies on autofocus have recently been presented to compensate for the motion error [18], such as the map drift (MD) methods [20], phase gradient autofocus (PGA) methods
or methods that find the azimuth phase error (APE) under the criteria of optimizing a particular image quality function [23] (such as sharpness [24,25], contrast [26,27] or entropy [28,29]). However, these methods cannot compensate for the cross-cell RCM error or spatial-variant motion error, and their performance will be especially affected when the motion error is severe or the bistatic geometry configuration is complex [10,18].

In some studies, the cross-cell RCM error induced by a SAR motion error is termed as non-systematic RCM (NsRCM) [4–6]. Some studies compensate for this kind of error in the middle of the SAR imaging procedure, such as methods combined with the time-domain algorithms [6], wavenumber-domain algorithms [30,31] or frequency-domain algorithms [4]. However, during the SAR imaging process, NsRCM could be affected or amplified, and this kind of error may noticeably exceed the range resolution cells, even if the actual magnitude of the SAR motion error is slight. As a result, the intrinsic NsRCM in the original BiSAR echo, as well as the NsRCM additionally induced by the BiSAR imaging process, have to be taken into account by these motion error compensation methods. To overcome this problem, some studies compensate for the NsRCM before the imaging process, and the cross-cell RCM error could be eliminated from the raw BiSAR echo [7,32]. However, two-dimensional (2D) spatial variance of the BiSAR motion error has not been fully considered.

To compensate for the spatial variance of motion error, several studies have been published. For range-variant motion error, the improved conventional autofocus methods [33,34] and the two-step methods [35–37] have been developed, but these methods are difficult to apply for the compensation of the azimuth-variant motion error [18]. To cope with this problem, a cubic-order process was introduced in [8], but a complicated high-dimensional data matrix is required. Sub-aperture or sub-image methods were introduced in [38,39], but alignment and the splicing problem need to be handled carefully. Studies in [11,40] deduced the relationship between the one-dimensional (1D) phase error, residual RCM and 2D phase error in wavenumber-domain imaging algorithms, but a second-order Taylor series expansion would limit the compensation accuracy.

Another kind of method is to directly estimate the three-dimensional (3D) trajectory error, and both the 2D spatial-variant RCM and phase error could be deduced directly from the estimated error trajectories. Meanwhile, the error trajectories estimated by this kind of method could be directly applied to correct the 3D trajectories used in conventional imaging algorithms. Studies in [41] estimated monostatic SAR 3D trajectory error by solving equations of the position error and local phase error of multiple local subimages. However, since the local phase error is estimated through conventional autofocus methods, the linear terms of phase error, which usually do not affect the focusing quality of SAR images, may not be precisely estimated [19].

In this paper, a bistatic SAR motion trajectory error estimation and compensation method is proposed. Firstly, the Doppler error of a number of scattering points is estimated by using the time–frequency analysis method. Next, a local autofocus process is introduced to improve the Doppler error estimation accuracy. Then, more accurate positions of selected scatters are estimated through local motion compensation and imaging process. Finally, the 3D trajectory error of bistatic SAR is estimated by solving a series of linear equations of trajectory error and all previous estimation results with the least squares method, and a well-focused BiSAR image can be achieved by correcting the 3D trajectories.

This paper is arranged as follows. In Section 2, the relationship between the BiSAR Doppler error and the BiSAR 3D trajectory error is given. In Section 3, an estimation and compensation method for BiSAR motion trajectory error is presented in detail. In Section 4, simulation and experiment results and corresponding discussions are illustrated for verifying the effectiveness of this study. Finally, a summary of this paper is provided in Section 5.
2. Trajectory Error in BiSAR

The general geometry of BiSAR is illustrated in Figure 1. Setting the slow time (azimuth time) variable as $\eta$, the ideal position vectors without motion error of transmitter and receiver could be represented as $\vec{T}(\eta) = [x_T(\eta), y_T(\eta), z_T(\eta)]$ and $\vec{R}(\eta) = [x_R(\eta), y_R(\eta), z_R(\eta)]$, respectively. For a random point target $\vec{P} = [x, y, 0]$ in the image scene, the ideal instant slant range from this point to the transmitter and receiver without motion error could be represented as $R_{TP}(\eta) = \|\vec{T}(\eta) - \vec{P}\|_2$ and $R_{RP}(\eta) = \|\vec{R}(\eta) - \vec{P}\|_2$, respectively. The instant two-way range of this point can be written as $R_P(\eta) = R_{TP}(\eta) + R_{RP}(\eta)$.

![Figure 1. General BiSAR geometry.](image)

Letting $f_0$ be the carrier frequency of the transmitted BiSAR signal and $c$ the speed of light, the instant Doppler at slow time $\eta$ of target $P$ can be expressed as $f_{DP}(\eta) = -f_0[v_{TPLos}(\eta) + v_{RPLos}(\eta)]/c$, where $v_{TPLos}$ and $v_{RPLos}$ refer to the projection velocities along the line-of-sight (LOS) directions from point $P$ to the transmitter and receiver, respectively. Notice that $v_{TPLos}(\eta) = dR_{TP}(\eta)/d\eta$ and $v_{RPLos}(\eta) = dR_{RP}(\eta)/d\eta$. For a better explanation of the geometry relationship, one arbitrary station of transmitter and receiver is taken as an example, and its geometry is shown in Figure 2. The LOS vector of point $P$ is $\vec{PA}$. The projection of $PA$ onto horizontal plane $XOY$ is $\vec{PB}$. The angle between $\vec{PB}$ and $x$ direction is defined as $\theta$, and the elevation angle between $\vec{PA}$ and horizontal plane $XOY$ is defined as $\rho$. For transmitter and receiver, these two angles are defined as $\theta_{TP}(\eta)$, $\rho_{TP}(\eta)$ and $\theta_{RP}(\eta)$, $\rho_{RP}(\eta)$, respectively. Setting the instant velocity of the transmitter and the receiver as $\vec{v_T} = [v_{T_x}(\eta), v_{T_y}(\eta), v_{T_z}(\eta)]$ and $\vec{v_R} = [v_{R_x}(\eta), v_{R_y}(\eta), v_{R_z}(\eta)]$, the LOS velocity of the target $P$ to the transmitter and receiver could be calculated as:

$$
\begin{align*}
\vec{v}_{TPLos}(\eta) &= v_{T_x}(\eta) \cos \theta_{TP}(\eta) \cos \rho_{TP}(\eta) + v_{T_y}(\eta) \sin \theta_{TP}(\eta) \cos \rho_{TP}(\eta) \\
& \quad + v_{T_z}(\eta) \sin \rho_{TP}(\eta) \\
\vec{v}_{RPLos}(\eta) &= v_{R_x}(\eta) \cos \theta_{RP}(\eta) \cos \rho_{RP}(\eta) + v_{R_y}(\eta) \sin \theta_{RP}(\eta) \cos \rho_{RP}(\eta) \\
& \quad + v_{R_z}(\eta) \sin \rho_{RP}(\eta)
\end{align*}
$$

Under practical conditions, motion error is inevitable in bistatic SAR system. The position error vectors of transmitter and receiver could be represented as $\Delta_T = [\Delta_{T_x}(\eta), \Delta_{T_y}(\eta), \Delta_{T_z}(\eta)]$ and $\Delta_R = [\Delta_{R_x}(\eta), \Delta_{R_y}(\eta), \Delta_{R_z}(\eta)]$, and the corresponding velocity error vectors could be represented as $\Delta\vec{v}_T = [\Delta v_{T_x}(\eta), \Delta v_{T_y}(\eta), \Delta v_{T_z}(\eta)]$ and $\Delta\vec{v}_R = [\Delta v_{R_x}(\eta), \Delta v_{R_y}(\eta), \Delta v_{R_z}(\eta)]$. 

Considering the bistatic SAR echo of point \( P \), the instant Doppler frequency error of which can be derived as:

\[
\Delta f_{DP}(\eta) = -\frac{f_0}{c} \left[ \Delta v_{Tx}(\eta) \cos \theta_{TP}(\eta) \cos \rho_{TP}(\eta) + \Delta v_{Ty}(\eta) \sin \theta_{TP}(\eta) \cos \rho_{TP}(\eta) + \Delta v_{Tx}(\eta) \sin \rho_{TP}(\eta) \sin \theta_{TP}(\eta) \cos \rho_{TP}(\eta) + \Delta v_{Tx}(\eta) \sin \rho_{TP}(\eta) \sin \theta_{TP}(\eta) \cos \rho_{TP}(\eta) \right]
\]

Considering multiple point target \( P_1, P_2, \ldots, P_n \), at azimuth time \( \eta \), the relationship between the Doppler frequency error of the bistatic SAR echo of each point and the bistatic velocity error could be represented as a linear equation as:

\[
A_\eta x_\eta = b_\eta
\]

where

\[
A_\eta = \begin{bmatrix}
\cos \theta_{T1} \cos \rho_{T1} & \sin \theta_{T1} \cos \rho_{T1} & \sin \theta_{T1} \sin \rho_{T1} & \sin \theta_{R1} \cos \rho_{R1} & \sin \theta_{R1} \sin \rho_{R1} \\
\cos \theta_{T2} \cos \rho_{T2} & \sin \theta_{T2} \cos \rho_{T2} & \sin \theta_{T2} \sin \rho_{T2} & \sin \theta_{R2} \cos \rho_{R2} & \sin \theta_{R2} \sin \rho_{R2} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\cos \theta_{Tn} \cos \rho_{Tn} & \sin \theta_{Tn} \cos \rho_{Tn} & \sin \theta_{Tn} \sin \rho_{Tn} & \sin \theta_{Rn} \cos \rho_{Rn} & \sin \theta_{Rn} \sin \rho_{Rn}
\end{bmatrix}
\]

\[
x_\eta = \begin{bmatrix}
\Delta v_{Tx}(\eta) \\
\Delta v_{Ty}(\eta) \\
\Delta v_{Tz}(\eta) \\
\Delta v_{Rx}(\eta) \\
\Delta v_{Ry}(\eta) \\
\Delta v_{Rz}(\eta)
\end{bmatrix}
\]

\[
b_\eta = \begin{bmatrix}
-\frac{f_0}{c} \Delta f_{D1}(\eta) \\
-\frac{f_0}{c} \Delta f_{D2}(\eta) \\
\vdots \\
-\frac{f_0}{c} \Delta f_{Dn}(\eta)
\end{bmatrix}
\]

Notice that angle \( \theta, \rho \) in (4) are variables of azimuth time \( \eta \).

From the above analysis, the relationship between the 3D velocity error and the Doppler error of BiSAR could be presented as linear equations, where the BiSAR 3D velocity error is the derivative of the BiSAR 3D trajectory error.
positions of this scattering point along the RCM trajectory from the range-compressed bistatic SAR echo $s_{RC}(\eta, \tau)$, where $\tau$ refers to the fast time (range time) variable. For the implementation of azimuth signal extraction, an inverse backprojection (IBP) procedure is introduced in this subsection, which is illustrated in Figure 3.

Firstly, a coarse bistatic SAR image without motion compensation could be acquired by using conventional imaging algorithms, and the position of $n$-th scattering point could be coarsely estimated from the $x$-$y$ coordinate of the peak position in the coarse bistatic SAR image. Assuming that the estimated coarse position vector of $n$-th scattering point is $\vec{P}_{ne} = [\hat{x}_{ne}, \hat{y}_{ne}, 0]$, the bistatic range history without motion error of $n$-th scattering point could be coarsely calculated from the preset system geometry parameters as (5), which is shown as the blue line in Figure 3.

$$\hat{R}_{bne}(\eta) = ||\vec{T}(\eta) - \vec{P}_{ne}||_2 + ||\vec{R}(\eta) - \vec{P}_{ne}||_2$$ (5)

Secondly, the actual RCM trajectory affected by the BiSAR motion error could be extracted by finding the peak positions of every azimuth bin near the ideal RCM trajectory $\hat{R}_{bne}(\eta)$ within the preset searching region. The preset searching region is shown as the blue area, and the peak trajectory is illustrated as the red line in Figure 3. Extracting the range-compressed data along the peak trajectory, the azimuth signal of $n$-th scattering point could be acquired as $s_{na}(\eta) = s_{RC}(\eta, \hat{R}_{pne}(\eta)/c)$, where $\hat{R}_{pne}(\eta)$ is the corresponding range history of the peak trajectory.

Similarly, performing the proposed steps to all the selected scattering points, the azimuth signal of multiple scattering points could be extracted for subsequent procedures. Moreover, the criteria of scatter selection should be considered in real practice. The strong scattering points are recommended to be chosen for guaranteeing the signal-to-noise ratio (SNR) of the extracted azimuth signal, which is important for the subsequent Doppler error estimation using the Morlet wavelet transform and the maximum sharpness autofocus. Meanwhile, the relative location of the selected strong scattering points should be distributed over a wide range of scenes to ensure the uncorrelation of the coefficient matrix in (3). In general, the widely distributed strong point targets are recommended to be selected for estimation.

3.2. Doppler Error Estimation

To estimate the Doppler error of each scattering point from the azimuth signal, a straightforward approach is using time–frequency analysis methods. One of the best-known methods is the short-time Fourier transform (STFT) [7]; however, STFT has inherent contradictions between the frequency resolution and the time resolution, and the accuracy
of Doppler frequency estimation by STFT is limited [42]. Another widely used time–frequency analysis method is the Wigner–Ville distribution (WVD) [43]. However, motion error of bistatic SAR is usually random and the corresponding Doppler error is multi-component. Under this condition, the result of the WVD will be affected by severe cross-items [7]. Some other methods are proposed to suppress the cross-items, such as the Zhao–Atlas–Marks (ZAM) distribution and the Choi–Williams distribution (CWD) [42], but the performance is limited.

In this subsection, the Morlet wavelet transform is introduced to estimate the Doppler error of each scattering point, which could achieve better resolution than STFT and will not suffer from cross items [44]. The Morlet wavelet transform is defined as:

$$\mathcal{T}(s, u) = \frac{1}{\sqrt{s}} \int_{-\infty}^{\infty} x(t) \Psi^* \left( \frac{t - u}{s} \right) dt$$

(6)

where $x(t)$ is the input signal, and $s$ and $u$ refer to the scale and translation parameters, which reflect the frequency and time properties of the input signal, respectively. The transformation relationship from the Morlet wavelet transform result $\mathcal{T}(s, u)$ to the time–frequency domain can be found in wavelet transform textbooks [44]. Here, $\Psi(t)$ refers to the mother wavelet of the Morlet wavelet transform. Setting the central frequency of the mother wavelet as $f_m$, $\Psi(t)$ is written as [44]:

$$\Psi(t) = \pi^{-1/4} \exp(j2\pi f_m t) \exp(-t^2/2)$$

(7)

By performing the Morlet wavelet transform to the azimuth signal of the $n$-th scattering point extracted in the previous step, the Doppler history of the $n$-th scattering point could be estimated as $\hat{f}_{DMn}(\eta)$. According to (5), the Doppler history of the $n$-th scattering point without the SAR motion error could be computed from the pre-set system parameters as:

$$\hat{f}_{Dni}(\eta) = -\frac{f_0}{c} \frac{d\hat{R}_{lne}(\eta)}{d\eta}$$

(8)

and the Doppler error of the $n$-th scattering point induced by the bistatic motion error could be estimated as:

$$\Delta \hat{f}_{DMn}(\eta) = \hat{f}_{DMn}(\eta) - \hat{f}_{Dni}(\eta)$$

(9)

Similarly, performing the proposed steps to all the selected scatters, the Doppler error of every scatter could be estimated for subsequent procedures.

3.3. Cascading Autofocus for Further Doppler Error Estimation

To enhance the performance of the Doppler error estimation of each scatter, an additional autofocus process is introduced after the estimation procedure of the Morlet wavelet transform in this subsection. The autofocus method is independently performed for every local image of the small neighbourhood areas around the selected scattering points, where the spatial-variant effect of the BiSAR motion error could be neglected in each local image.

Before performing each local autofocus procedure, the cross-cell RCM error and a majority part of the APE could be compensated for by using the Doppler error estimated by the Morlet wavelet transform. Based on the Doppler error estimated in (9), the range error of the $n$-th scattering point induced by the bistatic motion error could be estimated as:

$$\Delta \hat{R}_{Mu}(\eta) = -\frac{c}{f_0} \int \Delta \hat{f}_{Dn}(\eta) d\eta$$

(10)

For each local image around the $n$-th selected scattering point, the cross-cell RCM error could be compensated for by multiplying a series of linear phase terms to every azimuth
bin of the range-frequency domain BiSAR echo. Setting the range-frequency variable as \( f_r \), these phase terms could be deduced as (11). This process is similar to the time-domain RCM correction (RCMC) process used in some studies [45].

\[
H(\eta, f_r) = \exp[j2\pi f_r \Delta \hat{R}_{Mn}(\eta)/c]
\]  
(11)

Next, the APE could be compensated for by multiplying (12) to the 2D time-domain BiSAR echo along the slow-time (azimuth) direction:

\[
\Phi(\eta) = \exp[j2\pi f_0 \Delta \hat{R}_{Mn}(\eta)/c]
\]  
(12)

After the cross-cell RCM error and APE compensation by using the estimation result of the Morlet wavelet transform, the residual APE could be estimated by performing APE-estimation-based autofocus methods in the small neighbourhood area around the position of the selected scatter. In this subsection, an autofocus method based on iterative image sharpness optimization [25] is used. Since the majority part of the APE has been compensated for by using the estimation result of the Morlet wavelet transform, this maximum sharpness autofocus with a single iteration could achieve decent results in most cases. In addition, since the linear phase error will not visibly affect the image quality, the maximum sharpness autofocus method is insensitive to the linear term of APE, and the estimation result of this term is unreliable [19,41]. As a result, the linear term of the APE estimation result should be removed in this step. This could be achieved by performing a linear fitting operation to the unwrapped phase error estimation result and subtracting the fitted linear term from the phase error estimation result.

Setting the linear-term-removed residual APE of the \( n \)-th scattering point estimated by maximum sharpness autofocus as \( \hat{\Phi}_{An}(\eta) \), the residual Doppler error of the \( n \)-th scattering point estimated by maximum sharpness autofocus could be deduced as:

\[
\Delta \hat{f}_{DAn}(\eta) = \frac{1}{2\pi} \frac{d\hat{\Phi}_{An}(\eta)}{d\eta}
\]  
(13)

and a more accurate BiSAR Doppler error estimation result of the \( n \)-th scattering point can be written as:

\[
\Delta \hat{f}_{Dn}(\eta) = \Delta \hat{f}_{DMn}(\eta) + \Delta \hat{f}_{DAn}(\eta)
\]  
(14)

The \( b_\eta \) in (3) at slow-time \( \eta \) could be estimated as:

\[
b_\eta = -\frac{c}{f_0} [\Delta \hat{f}_{D1}(\eta), \Delta \hat{f}_{D2}(\eta), \ldots, \Delta \hat{f}_{Dn}(\eta)]^T
\]  
(15)

3.4. Scatter Position Estimation

Since the bistatic SAR image will defocus when there is a motion error, the \( x,y \) positions of scattering points obtained by finding the peak position in a bistatic SAR image without motion compensation are not accurate. As a result, the angle \( \theta, \rho \) of every scattering point in (3) cannot be estimated precisely. To solve this problem, a series of local spatial-invariant motion compensations and imaging process for the small areas around the coarse positions \( \tilde{P}_{ne} \) of every scattering point could be introduced, and more accurate position estimation of every scattering point could be achieved by finding the peak position in each small image.

For estimating the accurate position of the \( n \)-th selected scatter, setting the pixels in the local small image around the coarse position of the corresponding scattering point as \( z_{ni}(x, y) \) and the position vector of each pixel as \( \tilde{p}_{ni}(x, y) = [x, y, 0]^T \), the range history calculated from the preset bistatic trajectories with motion error neglected for each pixel during conventional BP process could be represented as:

\[
R_{ni}(x, y; \eta) = \| \tilde{T}(\eta) - \tilde{p}_{ni}(x, y) \|_2 + \| \tilde{R}(\eta) - \tilde{p}_{ni}(x, y) \|_2
\]  
(16)
In the conventional BP process, the values of each pixel in the bistatic SAR image could be represented as:

$$z_{n,CBP}(x, y) = \int s_{RC} \left( \eta, \frac{R_{ni}(x, y; \eta)}{c} \right) \exp \left\{ j2\pi f_0 \frac{R_{ni}(x, y; \eta)}{c} \right\} d\eta$$  \hspace{1cm} (17)

Since the image area used for position estimation is small, the spatial variance of the BiSAR motion error can be basically neglected. By compensating for the bistatic range history used in conventional BP process with the estimation result of Morlet wavelet transform and autofocus process, both the RCM error and the phase error could be removed.

The bistatic range error of the $n$-th scattering point induced by the BiSAR motion error could be estimated as:

$$\Delta \hat{R}_n(\eta) = -\frac{c}{f_0} \int \Delta f_{Dn}(\eta) d\eta$$  \hspace{1cm} (18)

and the imaging result of the small area around the coarse position $\vec{P}_{ne}$ of the $n$-th selected scattering point through a modified BP process could be written as:

$$z_{n,mBP}(x, y) = \int s_{RC} \left( \eta, \frac{R_{ni}(x, y; \eta)+\Delta R_n(\eta)}{c} \right) \exp \left\{ j2\pi f_0 \frac{R_{ni}(x, y; \eta)+\Delta R_n(\eta)}{c} \right\} d\eta$$  \hspace{1cm} (19)

Since the imaging result of the modified BP process (19) is on the $x$-$y$ plane, the position of the $n$-th scattering point could be estimated by searching the peak position in the local small image. Setting the position estimation result of the $n$-th scattering point as $\hat{\vec{P}}_n = [\xi_{naxr}, \eta_{naxr}, 0]$, the angle $\theta, \rho$ of the $n$-th scattering point of the transmitter and the receiver at slow-time $\eta$ could be estimated as:

$$\begin{align*}
\hat{\theta}_{Tn}(\eta) &= \tan^{-1}(y_T(\eta) - \hat{y}_{naxr}, x_T(\eta) - \hat{x}_{naxr}) \\
\hat{\rho}_{Tn}(\eta) &= \arctan\left\{ \frac{z_T(\eta) - \hat{z}_{naxr}}{\sqrt{[x_T(\eta) - \hat{x}_{naxr}]^2 + [y_T(\eta) - \hat{y}_{naxr}]^2}} \right\} \\
\hat{\theta}_{Rn}(\eta) &= \tan^{-1}(y_K(\eta) - \hat{y}_{naxr}, x_K(\eta) - \hat{x}_{naxr}) \\
\hat{\rho}_{Rn}(\eta) &= \arctan\left\{ \frac{z_R(\eta) - \hat{z}_{naxr}}{\sqrt{[x_K(\eta) - \hat{x}_{naxr}]^2 + [y_K(\eta) - \hat{y}_{naxr}]^2}} \right\}
\end{align*}$$  \hspace{1cm} (20)

where $\tan^{-1}(y, x)$ is the four-quadrant inverse tangent function [46]. Substituting (20) into (4), the $A_\eta$ in (3) at azimuth time $\eta$ could be estimated as $\hat{A}_\eta$.

3.5. 3D Trajectory Error Estimation

After all the above steps, the $A_\eta$ and $b_\eta$ in linear Equation (3) at azimuth time $\eta$ have been estimated. Since linear Equation (3) has six unknowns, at least the Doppler error of the six scattering points needs to be estimated. Meanwhile, the more samples of Doppler error of scattering points used, the better the estimation result of 3D velocity error will be. As a result, linear Equation (3) is a well-posed or over-determined equation, and the least squares method is the most common method to solve this kind of equations [47]. The least squares problem could be written as:

$$\hat{x}_\eta = \min_{x_\eta} \| \hat{A}_\eta x_\eta - \hat{b}_\eta \|_2$$  \hspace{1cm} (21)
The solution of this least squares problem could be written as [47]:

$$\hat{x}_{\eta} = [\Delta \hat{\phi}_{T_x}(\eta), \Delta \hat{\phi}_{T_y}(\eta), \Delta \hat{\phi}_{T_z}(\eta), \Delta \hat{\phi}_{R_x}(\eta), \Delta \hat{\phi}_{R_y}(\eta), \Delta \hat{\phi}_{R_z}(\eta)]^T = (\hat{A}_{\eta}^T \hat{A}_{\eta})^{-1} \hat{A}_{\eta}^T \hat{b}_{\eta}$$ (22)

and the 3D velocity error of the transmitter and the receiver at every azimuth time could be estimated. The 3D trajectory error of the transmitter and the receiver could be estimated by integrating the 3D velocity error estimation results, which could be written as:

$$\begin{align*}
\hat{\Delta} T_x(\eta) &= \int \Delta \hat{v}_T x(\eta) d\eta \\
\hat{\Delta} T_y(\eta) &= \int \Delta \hat{v}_T y(\eta) d\eta \\
&\vdots \\
\hat{\Delta} R_z(\eta) &= \int \Delta \hat{v}_R z(\eta) d\eta 
\end{align*}$$ (23)

By correcting the bistatic SAR 3D trajectories of the transmitter and the receiver with the estimated trajectory error, a well-focused BiSAR image could be achieved by performing imaging algorithms which are suitable for arbitrary motion, such as time-domain imaging algorithms [48,49] or generalized wavenumber-domain imaging algorithms [50,51].

Depending on the descriptions above, the procedure of the proposed method in this paper is shown Figure 4.

---

**Figure 4.** Procedure of the proposed bistatic SAR trajectory error estimation and compensation method.

4. Simulation and Experiment Results

In this section, the simulation and experiment results are presented for demonstrating the effectiveness of the method proposed in this paper.

4.1. Simulation Results and Discussion

The simulation results of the proposed method are given in this subsection. In this simulation, the BiSAR parameters are listed in Table 1. The scenario is simulated as a
uniformly distributed $3 \times 3$ array of scattering points, and the distances between each other along the $x, y$ directions are all 200 m, which is shown in Figure 5a. The bistatic trajectory error is simulated based on motion sensor data acquired from our previous UAV-borne experiments, and it is given in Figure 5b. The maximum bistatic range error of every azimuth bin caused by the simulated motion error in the $600 \times 600$ m area around the image center is illustrated in Figure 6a. The max range error is about 0.85 m, which exceeds the system resolution along the bistatic-range direction (0.75 m). Meanwhile, the spatial variance of the bistatic range error of every azimuth bin is shown in Figure 6b, where the max variance is about 0.26 m. The corresponding max spatial variance of APE could be calculated as $26\pi$ rad, which significantly exceeds the boundary of $\pi/4$ rad.

Table 1. Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Signal Parameters</th>
<th>Geometry Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carrier frequency</td>
<td>15 GHz</td>
<td>Transmitter position</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>400 MHz</td>
<td>Receiver position</td>
</tr>
<tr>
<td>PRF</td>
<td>2000 Hz</td>
<td>Transmitter velocity</td>
</tr>
<tr>
<td>Integration time</td>
<td>1 s</td>
<td>Receiver velocity</td>
</tr>
</tbody>
</table>

Figure 5. Simulation parameters: (a) simulation scene and scatters selected for analysis; (b) simulated bistatic SAR motion error.

![Figure 5](image)

Figure 6. Properties of simulated bistatic SAR motion error: (a) cross-cell properties; (b) spatial variance properties.

The bistatic SAR echo after range compression is presented in Figure 7, where the three selected prominent scatters points indicated in Figure 5a are given, and the figures are zoomed for clear demonstration. The blue lines indicate the RCM trajectory without motion error, and the red lines indicate the trajectories of the searched peak positions. The azimuth signal of prominent scattering points could be acquired by extracting the data
along their peak trajectories, which are the red lines in Figure 7. Due to the existence of a cross-cell RCM error caused by motion error, the blue lines and red lines in each figure are not overlapped.

Figure 7. Azimuth signal extraction: (a) point A; (b) point B; (c) point C.

By performing the Morlet wavelet transform, the Doppler history of the three scattering points are shown in Figure 8, where the Doppler variation can be clearly observed, and there is obvious Doppler difference for the different targets. After removing the ideal Doppler history and cascading the additional autofocus, the Doppler error estimation results of the three prominent scatters are shown in Figure 9, where the Doppler estimation accuracy is better than 1Hz. The position information of the prominent scatters obtained from local images is shown in Figure 10, where the estimated positions are close to the true values. At last, the bistatic trajectory error estimation results are presented in Figure 11, where the accuracy of trajectory error estimation of proposed method is about $10^{-3}$ m level, which could basically satisfy the requirement of BiSAR imaging [9].

Figure 8. Morlet wavelet transform of the azimuth signal: (a) point A; (b) point B; (c) point C.

Figure 9. Doppler error estimation results of proposed method: (a) point A; (b) point B; (c) point C.
Figure 10. Scatter position estimation results: (a) point A; (b) point B; (c) point C.

Figure 11. Trajectory error estimation performance: (a) trajectory error estimation results; (b) error of trajectory error estimation.

The imaging result without motion error compensation is given in Figure 12a, which suffers noticeable defocusing. The imaging results using the conventional autofocus [25] is presented in Figure 12b, and the range and azimuth profiles of selected scattering points are illustrated in Figure 13, where the image quality is improved. However, due to the existence of cross-cell RCM error and the spatial variance of the BiSAR motion error, there are still different degrees of defocus in the imaging results of conventional autofocus. In contrast, the imaging result using the bistatic trajectory estimated through the proposed method is given in Figure 12c, and the profiles of selected scattering points are shown in Figure 13. It can be observed that although the sidelobes are slightly asymmetric because the trajectory error estimation results shown in Figure 11 slightly deviate from the true values, the effect of the cross-cell RCM error and the influence of spatial-variant BiSAR motion error have basically been compensated for, and all scattering points in the image scene have basically been well-focused.

Figure 12. Simulation results: (a) image without motion error compensation; (b) image with conventional autofocus [25]; (c) image with the trajectories estimated by the proposed method.
For quantitatively comparing the performance of different methods, image entropy (the lower the better) [28], contrast (the higher the better) [26] and sharpness (the higher the better) [24] of the final BiSAR images are listed in Table 2. The 3 dB impulse response width (IRW), peak side lobe ratio (PSLR) and integrated side lobe ratio (ISLR) of selected scattering points labelled in Figure 12 are also listed in Table 2. It can be observed that although the PSLR and ISLR are slightly inferior to the theoretical values, the best values of quantitative quality indexes could be achieved by using the BiSAR trajectory estimated through the proposed method when performing BiSAR imaging process.

Table 2. Simulation performance.

<table>
<thead>
<tr>
<th>Overall image quality</th>
<th>Without Motion Compensation</th>
<th>Conventional Autofocus [25]</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entropy</td>
<td>10.43</td>
<td>8.64</td>
<td>6.17</td>
</tr>
<tr>
<td>Contrast</td>
<td>37.4</td>
<td>99.9</td>
<td>300.1</td>
</tr>
<tr>
<td>Sharpness</td>
<td>$1.08 \times 10^{22}$</td>
<td>$7.43 \times 10^{22}$</td>
<td>$5.84 \times 10^{23}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Range IRW</th>
<th>Without Motion Compensation</th>
<th>Conventional Autofocus [25]</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.93 m</td>
<td>1.13 m</td>
<td>0.57 m</td>
</tr>
<tr>
<td>B</td>
<td>0.53 m</td>
<td>0.49 m</td>
<td>0.44 m</td>
</tr>
<tr>
<td>C</td>
<td>0.90 m</td>
<td>0.63 m</td>
<td>0.41 m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Azimuth IRW</th>
<th>Without Motion Compensation</th>
<th>Conventional Autofocus [25]</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.36 m</td>
<td>1.15 m</td>
<td>0.74 m</td>
</tr>
<tr>
<td>B</td>
<td>0.83 m</td>
<td>0.61 m</td>
<td>0.54 m</td>
</tr>
<tr>
<td>C</td>
<td>1.53 m</td>
<td>1.57 m</td>
<td>0.45 m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Range PSLR</th>
<th>Without Motion Compensation</th>
<th>Conventional Autofocus [25]</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>−0.44 dB</td>
<td>−1.13 dB</td>
<td>−13.3 dB</td>
</tr>
<tr>
<td>B</td>
<td>−6.21 dB</td>
<td>−8.75 dB</td>
<td>−13.3 dB</td>
</tr>
<tr>
<td>C</td>
<td>−1.33 dB</td>
<td>−0.50 dB</td>
<td>−13.3 dB</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Azimuth PSLR</th>
<th>Without Motion Compensation</th>
<th>Conventional Autofocus [25]</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>−0.45 dB</td>
<td>−1.06 dB</td>
<td>−11.7 dB</td>
</tr>
<tr>
<td>B</td>
<td>−1.06 dB</td>
<td>−7.01 dB</td>
<td>−11.8 dB</td>
</tr>
<tr>
<td>C</td>
<td>−1.33 dB</td>
<td>−0.78 dB</td>
<td>−12.0 dB</td>
</tr>
</tbody>
</table>
Table 2. Cont.

<table>
<thead>
<tr>
<th></th>
<th>Without Motion Compensation</th>
<th>Conventional Autofocus [25]</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Range ISLR</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>5.95 dB</td>
<td>5.94 dB</td>
<td>−9.67 dB</td>
</tr>
<tr>
<td>B</td>
<td>−4.63 dB</td>
<td>−9.22 dB</td>
<td>−9.90 dB</td>
</tr>
<tr>
<td>C</td>
<td>5.41 dB</td>
<td>3.72 dB</td>
<td>−9.51 dB</td>
</tr>
<tr>
<td><strong>Azimuth ISLR</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>5.68 dB</td>
<td>5.33 dB</td>
<td>−9.33 dB</td>
</tr>
<tr>
<td>B</td>
<td>6.28 dB</td>
<td>5.14 dB</td>
<td>−9.16 dB</td>
</tr>
<tr>
<td>C</td>
<td>7.11 dB</td>
<td>5.76 dB</td>
<td>−9.01 dB</td>
</tr>
</tbody>
</table>

4.2. Results on Experimental Data

In this subsection, the performance and effectiveness of the BiSAR trajectory error estimation and compensation method proposed in this paper is further demonstrated by processing the experimental data, which is acquired by an X-band BiSAR system installed on two Cessna 208 planes [52]. In this experiment, the transmitter of the BiSAR system was configured as the squint-looking mode, and the receiver of this system was configured as the forward-looking mode. The system parameters are listed in Table 3. Figure 14a gives the optical image of the scenario acquired from the ArcGIS Online World Imagery [53]. Notice that the optical image was not taken on the same day of the experiment, so the landscape of the optical image may not be totally the same as the experiment results.

Table 3. Experiment parameters.

<table>
<thead>
<tr>
<th></th>
<th>Signal Parameters</th>
<th>Geometry Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Carrier frequency</td>
<td>Transmitter position</td>
</tr>
<tr>
<td></td>
<td>9.6 GHz</td>
<td>(1900, −1600, 1650) m</td>
</tr>
<tr>
<td></td>
<td>Bandwidth</td>
<td>Receiver position</td>
</tr>
<tr>
<td></td>
<td>400 MHz</td>
<td>(0, −3100, 2150) m</td>
</tr>
<tr>
<td></td>
<td>PRF</td>
<td>Transmitter velocity</td>
</tr>
<tr>
<td></td>
<td>3200 Hz</td>
<td>(0, 73, 0) m/s</td>
</tr>
<tr>
<td></td>
<td>Integration time</td>
<td>Receiver velocity</td>
</tr>
<tr>
<td></td>
<td>6 s</td>
<td>(0, 73, 0) m/s</td>
</tr>
</tbody>
</table>

By using the time-domain imaging algorithm, the bistatic SAR imaging results are given in Figure 14. Figure 14b shows the bistatic SAR imaging result without motion compensation, which is noticeably defocused. Figure 14c presents the imaging result with conventional autofocus [25], where the focusing quality is improved. Figure 14d illustrates the imaging result with the bistatic trajectories estimated by the proposed method, where the focusing quality is clearly better than the imaging result with conventional autofocus. Meanwhile, the enlarged images acquired by different methods of the small regions around the scattering points labelled in Figure 14 are shown in Figure 15, and the range and azimuth profiles of these scatters are shown in Figure 16, where the best performance could be achieved by using the proposed method. For quantitatively evaluating the performance of different imaging schemes, the image entropy, contrast and sharpness of the final images on the experimental data, and the IRW, PSLR and ISLR of selected scattering points are presented in Table 4. It can be observed that the best values of quantitative quality indexes can be achieved by using the proposed method.
Figure 14. Processing results on the experimental data and scatters selected for analysis: (a) optical image of the scenario [53]; (b) imaging result without motion compensation; (c) imaging result with conventional autofocus [25]; (d) imaging result with the trajectories estimated by the proposed method.

Figure 15. Local images without motion compensation around point (a) A, (b) B, and (c) C. Local images with conventional autofocus around point (d) A, (e) B, and (f) C, and local images with the proposed method around point (g) A, (h) B, and (i) C.
Figure 16. Profile properties of the processing results on the real experimental data: (a) range profiles of A; (b) range profiles of B; (c) range profiles of C; (d) azimuth profiles of A; (e) azimuth profiles of B; (f) azimuth profiles of C.

Table 4. Processing performance on the experimental data.

<table>
<thead>
<tr>
<th></th>
<th>Without Motion Compensation</th>
<th>Conventional Autofocus [25]</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overall image quality</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entropy</td>
<td>14.93</td>
<td>14.37</td>
<td>14.09</td>
</tr>
<tr>
<td>Contrast</td>
<td>7.78</td>
<td>13.07</td>
<td>69.80</td>
</tr>
<tr>
<td>Sharpness</td>
<td>$6.30 \times 10^{34}$</td>
<td>$2.85 \times 10^{35}$</td>
<td>$7.63 \times 10^{36}$</td>
</tr>
<tr>
<td><strong>Range IRW</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>0.58 m</td>
<td>0.51 m</td>
<td>0.50 m</td>
</tr>
<tr>
<td>B</td>
<td>0.61 m</td>
<td>0.60 m</td>
<td>0.60 m</td>
</tr>
<tr>
<td>C</td>
<td>0.72 m</td>
<td>0.76 m</td>
<td>0.59 m</td>
</tr>
<tr>
<td><strong>Azimuth IRW</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>1.07 m</td>
<td>0.32 m</td>
<td>0.26 m</td>
</tr>
<tr>
<td>B</td>
<td>0.29 m</td>
<td>0.25 m</td>
<td>0.22 m</td>
</tr>
<tr>
<td>C</td>
<td>0.30 m</td>
<td>0.30 m</td>
<td>0.30 m</td>
</tr>
<tr>
<td><strong>Range PSLR</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>$-4.64$ dB</td>
<td>$-9.83$ dB</td>
<td>$-12.6$ dB</td>
</tr>
<tr>
<td>B</td>
<td>$-10.1$ dB</td>
<td>$-11.2$ dB</td>
<td>$-12.3$ dB</td>
</tr>
<tr>
<td>C</td>
<td>$-5.34$ dB</td>
<td>$-4.06$ dB</td>
<td>$-13.0$ dB</td>
</tr>
<tr>
<td><strong>Azimuth PSLR</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>$-0.33$ dB</td>
<td>$-0.87$ dB</td>
<td>$-6.38$ dB</td>
</tr>
<tr>
<td>B</td>
<td>$-2.70$ dB</td>
<td>$-1.29$ dB</td>
<td>$-12.6$ dB</td>
</tr>
<tr>
<td>C</td>
<td>$-0.84$ dB</td>
<td>$-5.34$ dB</td>
<td>$-10.5$ dB</td>
</tr>
<tr>
<td><strong>Range ISLR</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>$-2.35$ dB</td>
<td>$-5.33$ dB</td>
<td>$-9.06$ dB</td>
</tr>
<tr>
<td>B</td>
<td>$-6.70$ dB</td>
<td>$-7.81$ dB</td>
<td>$-9.51$ dB</td>
</tr>
<tr>
<td>C</td>
<td>$-0.86$ dB</td>
<td>$-1.09$ dB</td>
<td>$-5.38$ dB</td>
</tr>
<tr>
<td><strong>Azimuth ISLR</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>6.44 dB</td>
<td>6.01 dB</td>
<td>$-1.04$ dB</td>
</tr>
<tr>
<td>B</td>
<td>$-6.12$ dB</td>
<td>$-7.02$ dB</td>
<td>$-9.52$ dB</td>
</tr>
<tr>
<td>C</td>
<td>7.58 dB</td>
<td>5.21 dB</td>
<td>$-5.23$ dB</td>
</tr>
</tbody>
</table>
5. Conclusions

In this paper, the 3D trajectory error of BiSAR is estimated and compensated for by estimating the Doppler error with wavelet transform and the autofocus method and solving linear equations with the least squares method. With the proposed method, both the cross-cell RCM error and the spatial variance of motion error could be compensated for, and a well-focused BiSAR image could be obtained by using the estimated trajectories. Simulation and experiment results demonstrated that the BiSAR trajectory error could be effectively corrected by the proposed method. The capability of fully automatic processing of the proposed method will be studied in the future, where detection and recognition algorithms may be additionally involved.
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