Nonlinear Ship Wake Detection in SAR Images Based on Electromagnetic Scattering Model and YOLOv5
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Abstract: Traditional wake detection methods have been successfully applied to the detection of a simple linear ship wake. However, they cannot effectively detect nonlinear wake and weak wake under high sea state conditions, whereas the deep-learning-based detection method could play to its strengths in this respect. Due to the lack of sufficient measured SAR images of ship wake to meet the training requirement for deep learning method, this paper explores the method to detect the nonlinear ship wake by combining electromagnetic scattering model with deep learning technique. The composite scene model of the sea surface and its wake is established first, then the facet scattering distribution of the ship wake and the sea background is analyzed with the help of the electromagnetic scattering model, and the simulation of the wake SAR images under the sea background is finally accomplished based on the modulation model. Combined with the simulation results and measured wake SAR images, the sample database is constructed. The You Only Look Once Version five algorithm (YOLOv5) based on deep learning techniques is applied to detect the wake target in complex conditions such as different sea states, multiple targets, curvilinear wakes, and weak wakes. The result show that the YOLOv5 leads to an obvious higher detection efficiency with satisfactory accuracy. Moreover, the comparison between YOLOv5 and the traditional Radon transform method for detecting nonlinear wakes in a strong noise background shows that the proposed method is better than the traditional object detection model. Thus, the proposed scheme would be a practical tool to deal with the detection of nonlinear ship wake and weak wake in complex scenarios, which will be helpful to the further remote sensing investigation of the ship.
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1. Introduction

Synthetic aperture radar (SAR) is an active microwave remote sensing technology that can measure the scattered wave from the target and reflect the physical characteristics of the target through data acquisition, data processing, as well as data analysis. SAR has become an important tool for observing the earth’s environment in recent years [1]. It is worth noting that SAR has all-day and all-weather imaging capabilities as well as the high-resolution feature, which has made it indispensable for monitoring natural and man-made hazards. Especially in the marine environment [2], SAR can be applied to wind and wave forecasting [3,4], oil spills and surfactant monitoring [5], target classification and detection [6–9], nearshore topography inversion [10], etc. The widespread use of SAR greatly promotes the development of related fields.

Although SAR technology has wide applications, it still faces many serious challenges. In the field of maritime target detection, the continuous improvement and development of stealth materials make it very difficult to directly observe ships using SAR. Moreover, targets at sea are so small in the ocean background that it is difficult to directly observe a ship with a low-resolution radar. In the case of high sea state conditions, the ship will be submerged in sea clutter, and the difficulty of ship detection will be further increased. Compared with the main structure of the ship, the features of the ship wake are relatively
easier to distinguish because of their larger size and longer existence, and the parameters of the ship can be inverted once the information of the wake has been acquired [11]. How to efficiently and accurately identify the ship wake and how to apply it to engineering-related issues have come into focus recently.

Traditional wake detection methods, such as the Radon transform [12], Hough transform [13], etc., separated the target from the background of the wake based on the characteristic differences between the sea surface and the wake in the SAR image. Wang and Jin [14] proposed a wake detection method combining Radon transform and morphological-image processing techniques, which can better adapt to different noise environments and improve the applicability of Radon transform to detect wake. Karakuş et al. [15] put forward a sparse regularization-based method for detecting the wake of a ship, which can enhance the linear feature of the wake. Most of these studies only focused on the wake with linear features. When the nonlinear wake exists in a strong noise environment, preprocessing operations such as component separation of images, window segmentation, and simultaneous merging of small line detection would be required to detect the wakes; thus, these traditional approaches will show their limitations.

Compared to traditional methods, the deep learning method can not only extract low-dimensional features but also high-dimensional ones, which provides a good idea for complex wake detection research. Inspired by the basic idea of You Only Look Once (YOLO), an approach for detecting high-speed SAR ship images was put out by Zhang and Zhang [16]. Kang et al. [17] introduced a deep hierarchical network for SAR ship detection, that is, a contextual region-based Convolutional Neural Network (CNN) with multilayer fusion, which improved the detection performance for small ships. Kang and Kim [18] realized the recognition of ships by the CNN and the inversion of ship wakes. Graziano and Renga [19] used the deep learning algorithm to detect the wake information in SAR images. This method applied different CNN to test the Sentinel-1 images of high-flow offshore stations via a training set with more than 250 training samples, which effectively detected the wake without any prior knowledge or clues. Ma et al. [20] proposed an improved YOLO version three (YOLOv3), which had a stronger anti-noise ability, and the generalization ability of the model was clearly improved. Liu et al. [21] introduced a lightweight ship detection network based on the YOLO version four (YOLOv4)-LITE model to improve the accuracy and efficiency of multi-scale ship detection.

According to the above analysis, the combined application of the electromagnetic scattering approach and the deep learning method is performed in this paper to solve the problem of nonlinear wake and weak wake detection rather than to improve the deep learning method at the algorithmic level, which is the motivation of this paper. The main contribution and novelty of this paper are exhibited in the following two paragraphs:

- For the purpose of detecting the nonlinear ship wake and weak wake in SAR images, the deep learning-based You Only Look Once Version five (YOLOv5) algorithm is used to improve the detection rate, which has a competitive generalization ability compared to other mainstream approaches [22];
- In order to deal with the problem that the measured SAR wake image data sets are difficult to obtain and cannot meet the YOLOv5 training requirements, we consider combining a semi-deterministic facet scattering model and a bunching modulation model to simulate the ship wake SAR images. The joint use of the simulated SAR images and the acquired measured ship wake images enriches the sample set and lays a solid foundation for the nonlinear ship wake and weak wake detection based on YOLOv5.

The paper is organized as follows: Section 2 briefly presents the simulation theory of Kelvin ship wake and the sea surface. In Section 3, the detailed process for the electromagnetic scattering distribution of ship wake in marine scenes is provided. Section 4 mainly illustrates the simulation of the SAR image of a ship’s wake on the basis of electromagnetic scattering theory. The research on the proposed wake detection scheme is evaluated by real, measured SAR images, and the comparison between it and the traditional method is
The Elfouhaily wave spectrum is a full wave spectrum. It consists of two parts, which are the longwave spectrum and the shortwave spectrum. The spectrum can be expressed as Equation (1):

$$\psi_E(k) = 1/k^2[B_L(k) + B_s(k)]$$  \hspace{1cm} (1)

$B_L(k)$ is the longwave curvature spectrum, as shown in Equation (2):

$$B_L = \frac{1}{2}a_pL_{PM}f_p\frac{c(k_p)}{c(k)}\exp\left\{-\frac{\Omega}{\sqrt{10}}\left(\frac{k}{k_p}\right)^{1/2}-1\right\}$$  \hspace{1cm} (2)

In Equation (2), $a_p = 0.006\sqrt{\gamma}$, $\gamma$ is the inverse wave age, $\Omega = u_{10}/c(k_p)$, $u_{10}$ is the wind speed at 10 m above sea level, $c(k)$ is the phase velocity of the wave, and $c(k) = \sqrt{g/k(1+k^2/k_m^2)}$, $k_m = 363$ rad/m, $k_p = g\Omega^2/u_{10}^2$ is the wavenumber corresponding to the peak of the spectrum, $L_{PM} = \exp[-1.25(k_p/k)^2]$, and $f_p = \gamma\Gamma$.

$$\Gamma = \exp\left\{-\frac{(\sqrt{k_p}-1)^2}{2[0.08(1+4\gamma^{-3})]^2}\right\}$$  \hspace{1cm} (4)

$B_s(k)$ is the shortwave curvature spectrum, as shown in Equation (5):

$$B_S(k) = 0.5\kappa_m\frac{c(k_m)}{c(k)}\exp\left[-\frac{1}{4}\left(1 - \frac{k}{k_m}\right)^2\right]$$  \hspace{1cm} (5)
\[ \alpha_m = 0.01 \begin{cases} 1 + \ln \left( \frac{u_f}{c(k_m)} \right), & u_f \leq c(k_m) \\ 1 + 3 \ln \left( \frac{u_f}{c(k_m)} \right), & u_f > c(k_m) \end{cases} \] (6)

In Equation (6), \( u_f \) is the friction wind speed.

In order to accurately describe the anisotropic characteristics of ocean waves, the directional function is introduced on the basis of the ocean wave spectrum. The directional function reflects the changing directional characteristics of the ocean waves and the energy change relationship of waves with various frequency components caused by the wind direction above the sea surface. There are many common directional functions, such as Donelan directional function [26], Mitsuyasu directional function [27], Hwang directional function [28], etc. Here we use the Mitsuyasu directional function, which is expressed in Equation (7):

\[ \Phi_{\text{Mits}}(k, \varphi) = G(s) \cos \left( \frac{\varphi - \varphi_w}{2} \right)^{2s} \] (7)

\[ s = 1 - \frac{1}{\ln 2} \ln \left[ \frac{1 - \Delta(k)}{1 + \Delta(k)} \right] \] (8)

\[ G(s) = \frac{1}{\int_{-\pi}^{\pi} \cos^{2s} \left( \frac{\varphi}{2} \right) d\varphi} \] (9)

where \( s \) denotes the concentration ratio of the directional function, \( \Delta(k) \) is the upwind-crosswind radio, and its expression is shown in Equation (10) as follows:

\[ \Delta(k) = \tanh \left\{ \frac{\ln 2}{4} + \frac{1}{4} \left[ \frac{c(k)}{c(k_p)} \right]^{2.5} + 0.13 \left[ \frac{u_f}{c(k_m)} \right] \left[ \frac{c(k_m)}{c(k)} \right]^{2.5} \right\} \] (10)

2.2. Sea Surface Modeling

The sea surface modeling is accomplished based on the linear filtering method, which regards the sea surface as several different harmonics satisfying an independent Gaussian distribution. These harmonic components are processed by the Fast Fourier transform (FFT), and then the fluctuation of the sea surface can be obtained by the inverse Fast Fourier transform (IFFT), as shown in Equation (11):

\[ h_{\text{sea}}(r, t) = \sum_k A(k, t) \exp(ik \cdot r) \] (11)

where \( r = (x, y) \) is the spatial vector of the sea surface, \( k \) is the wavenumber of sea waves, \( t \) is the time parameter, and \( A(k, t) \) is the kernel function that contains information about sea waves with various frequencies.

\[ A(k, t) = \Upsilon(k) \sqrt{S(k) \delta k_x \delta k_y / 2 \omega t} + \Upsilon^*(-k) \sqrt{S(-k) \delta k_x \delta k_y / 2 \omega t^*} \] (12)

In Equation (12), \( S(k) \) is the two-dimensional wave spectrum, and \( k = (k_m, k_n) \) is the two-dimensional wavenumber vector, \( k_m = m \delta k_x, k_n = n \delta k_y, m, \) and \( n \) denote discrete intervals in the \( x \) and \( y \) directions, respectively. It should be noted that the transform must strictly satisfy the Nyquist sampling theorem. The simulation result is shown in Figure 2. The wind speed is assigned 5 m/s in Figure 2a, and the wind speed is defined as 10 m/s in Figure 2b. The range of the ocean scene is 200 m \( \times \) 200 m.
2.3. Kelvin Wake Modeling

The wake is the trace left by the ship sailing on the water’s surface. The wake usually remains on the water’s surface for a period of time. Through the observation of the wake, certain hull information can be obtained. The Kelvin wake is a type of surface gravity wave produced in the process of ship motion, whose wave height can be calculated by Equation (13) [29]:

\[ \zeta(x, y) = \frac{8b}{\pi k_r^2 l^2} \int_{-\pi/2}^{\pi/2} \left( 1 - e^{-k_d \sec \theta} \right) \sin \left[ k_r \sec \theta (x \cos \theta + y \sin \theta) \right] d\theta \]  (13)

In Equation (13), \( k_r = g / U_s^2 \) and \( U_s \) is the speed of the ship. \( l \) is the half-length of the ship, \( b \) refers to the half-beam, \( d \) represents the draft, and \( \theta \) indicates the wave direction with respect to the \( x \) direction.

Figure 3 presents the wave height simulation results of the Kelvin wake. It is worth noting that when the ship speed increases, the divergent wave and the transverse wave both change, and the change trend is also consistent with the actual law of moving ships.

After superimposing the sea surface background and Kelvin wake, the simulated sea surface-Kelvin wake composite scene can be obtained, as shown in Figure 4.
Figure 3. Simulation results of Kelvin wake height. (a) The ship speed is 6 m/s, and the wind speed is 3 m/s; (b) The ship speed is 6 m/s, and the wind speed is 5 m/s.

3. Surface Scattering Distribution of Ship Wake on the Sea Surface

Understanding the electromagnetic wave interactions with the sea surface and target is essential to the SAR imaging simulation of a target in the marine environment. Research on electromagnetic scattering from the ocean surface and wake can deeply reveal SAR ocean surface imaging mechanisms.

3.1. Semi-Deterministic Facet Scattering Model

The semi-deterministic facet scattering model (SDFSM) is employed to deal with the electromagnetic scattering distribution of wake-surface scenes, which can efficiently and reasonably estimate the electromagnetic scattering characteristics of the target and sea surface on the large-scale ocean scene [30]. The scattering contribution of the facet can be composed of two parts. One is the scattering coefficient of an arbitrarily inclined slightly rough facet with a medium incident angle, as shown in Equation (14):

$$
\sigma_{PQ}^{TSPM}(\hat{\mathbf{k}}_i, \hat{\mathbf{k}}_s) = \frac{\pi k^4}{q^2} \left| F_{PQ}^{KAM} \right|^2 \sigma_{PQ}^{\tan}(\mathbf{q}_i)
$$

(14)

and the other is the scattering coefficient of a facet with a small incident angle, as denoted in Equation (15):

$$
\sigma_{PQ}^{KAM}(\hat{\mathbf{k}}_i, \hat{\mathbf{k}}_s) = \frac{\pi k^4}{q^2} \left| F_{PQ}^{KAM} \right|^2 P(\zeta_{s\tan}, \zeta_{i\tan})
$$

(15)

Equation (16) is the total scattering contribution of facets:

$$
\sigma_{PQ}^{total}(\hat{\mathbf{k}}_i, \hat{\mathbf{k}}_s) = \frac{1}{A} \sum_{m=1}^{M} \sum_{n=1}^{N} \left\{ \sigma_{PQ,mn}^{KAM}(\hat{\mathbf{k}}_i, \hat{\mathbf{k}}_s) + \sigma_{PQ,mn}^{TSPM}(\hat{\mathbf{k}}_i, \hat{\mathbf{k}}_s) \right\} \Delta x \Delta y
$$

(16)

In Equations (14)–(16), $\hat{\mathbf{k}}_i$ and $\hat{\mathbf{k}}_s$ represent the incident and scattering direction unit vectors, respectively, $q = k(\hat{\mathbf{k}}_s - \hat{\mathbf{k}}_i)$. $k$ represents the incident wave number of an electromagnetic wave. The projection vector of $\mathbf{q}$ on the mean plane of $z = 0$ is denoted by $\mathbf{q}_i$. $\sigma_{PQ}^{\tan}(\mathbf{q}_i)$ is the spatial power spectrum of a slightly rough surface. $F$ indicates the polarization factor, whose subscripts $P$, $Q = H$, $V$ represent the polarization modes of scattered and incident waves, respectively ($H$ denotes horizontal polarization and $V$ denotes vertical polarization). $\zeta_{s\tan}$ and $\zeta_{i\tan}$ are the slopes of the tangent plane of the mirror point, respectively. $\Delta x$ and $\Delta y$ are represented as sampling intervals. $N$ and $M$ refer to the number of sampling points in the $y$ and $x$ directions, respectively. $A$ is the area of the two-dimensional scene.
3.2. Facet Scattering Distribution Based on SDFSM

The facet scattering distribution of the sea surface and its Kelvin wake are created on the basis of the SDFSM model, as illustrated in Figure 5. The radar incident frequency is 12 GHz, and the radar incident angle is 60°. The size of the ocean scene is 256 m × 256 m, and the discrete intervals in the x and y directions are both 1 m. The ship is 178 m long and 21 m wide, and its draft depth is 6.6 m. The wind speed is 3 m/s, and the ship speed is 5 m/s. According to the simulation results, it can be seen that the characteristics of the wake can be clearly observed in co-polarization conditions. Under the condition of VH polarization, not only the sea surface texture feature is almost lost, but also only the linear feature of the wake target can be observed. The simulation results show that the scattering amplitude is the largest under VV polarization. At the same time, the scattering amplitude is the smallest in the case of VH polarization. The difference between the maximum and minimum scattering amplitudes is the largest under HH polarization.

![Figure 5. Ship wake surface scattering distribution in sea background. (a) wake model; (b) VV polarization; (c) HH polarization; (d) VH polarization.](image-url)

4. Simulation of SAR Image Sample of Ship Wake

For the purpose of accurately identifying ship targets, the wake characteristics left by ships have provided important information for identifying ships. Wakes are easier to identify than ships. In addition, the speed, position, direction, and other information of the ship can also be obtained through a specific algorithm by analyzing the wake information. Since it is difficult to obtain the measured data of a wake SAR image, it is necessary to study it by SAR image simulation [31]. Based on the simulation presented in this section, adequate SAR image samples would be obtained to establish an appropriate data set for YOLOv5.
**SAR Image Simulation of Ship Wake in Sea Background**

After obtaining the facet scattering distribution of ship wake under the ocean background and then combining the SAR imaging mechanism of sea waves, the simulation of the SAR image of ship wake can be performed, as shown in Figure 6.

![Simulation flow chart of ship wake SAR image in sea background](image)

Figure 6. Simulation flow chart of ship wake SAR image in sea background.

Figure 6 shows the implementation process of SAR imaging in the composite scene of sea surface and ship wake:
1. Simulation of a two-dimensional sea scene by the linear filter method;
2. Simulation of wake by the Kelvin wake mathematical model;
3. Superposition of the sea surface and Kelvin wake;
4. Scattering distribution of sea wake based on a semi-deterministic facet model;
5. Simulation of the Kelvin wake SAR image based on the modulation model.

According to the aforementioned procedure, the simulated SAR image of the sea surface and its composite wake scene are presented in Figure 7. The radar incident wave frequency is set to 12 GHz, the radar incident angle is 60°, \( R/V = 60 \) s, and the integral time of the scene is 0.2 s. The size of the scene is 256 m \( \times \) 256 m, and the discrete intervals in \( x \) and \( y \) directions are both 1 m. The sea surface wind speed is set at 5 m/s, while the angle of the wind direction is set at 135°. The speed of the ship is 5.0 m/s, and the course is 0°. ‘I’ in Figure 7 represents the image intensity.

According to the simulation results, what can be observed is that the wake texture features, both the divergent wave and transverse wave, can be accurately described in SAR images in HH polarization or VV polarization. However, in this configuration, the transverse wave could not be observed in a VH polarization condition.

![Simulated SAR images](image)

(a) (b)

Figure 7. Cont.
where \( \theta \) is the angle from the direction of the shortest path to the line, \( \rho \) represents the shortest distance from the origin to any point \((x, y)\) in the image. \( \delta \) is the impulse function. \( \rho \) represents the shortest distance from the origin to the line and \( \theta \) is the angle from the direction of the shortest path to the \( x \) axis.

The Radon transform can be expressed as Equation (18) [32].

\[
R(\rho, \theta) = \int_{D} f(x, y) \delta(\rho - x \cos \theta - y \sin \theta) \, dx \, dy
\]  

where \( D \) represents the original image. \( f(x, y) \) denotes the gray value of any point \((x, y)\) in the image. \( \delta \) is the impulse function. \( \rho \) represents the shortest distance from the origin to the line and \( \theta \) is the angle from the direction of the shortest path to the \( x \) axis.
The Radon transform is insensitive to dark wakes. For such defects, local Radon transformation can be improved. Local Radon transform is still carried out in the whole image, but here the whole image should be divided into small segments by using a small window, and then the integration along a short line could be finally performed. It can be expressed as Equation (19):

$$f(\theta, \rho, \sigma) = \int_{x_{\text{min}}}^{x_{\text{max}}} \int_{y_{\text{min}}}^{y_{\text{max}}} f(x, y) \delta(\rho - x \cos \theta - y \sin \theta) \, dy \, dx$$  \hspace{1cm} (19)

Firstly, an image that only contains two straight lines is chosen to illustrate the Radon transform in Figure 9. From Figure 9b,c, it can be clearly seen that two straight lines in the original image will be shown as two peaks in the transform domain of the Radon transform. Based on the peak point, the unique pair of \((\rho, \theta)\) could be determined, and then the two straight lines could be marked in the original image. This phenomenon well reflects the mechanism of Radon transform.

![Image](image_url)

(a)

(b)

(c)

Figure 9. Example of the Radon transform. (a) an image contains two straight lines; (b) an aerial view of the result in the Radon transform domain; (c) a three-dimensional view of the result in the Radon transform domain.

The measured wake ERS-2 SAR image is also selected for the Radon transform test [33]. As shown in Figure 10a, the wake in the measured SAR image is darker than the background. Figure 10b,c demonstrates the difference between the results in the transform domain after the Radon transform and the local Radon transform processing of Figure 10a, respectively. After denoising the measured SAR image, we can see that, in the Radon transform domain, the dark wake in the original SAR image is mapped to a dark point (noted by the white circle in Figure 10b) that is submerged in noise and can be barely seen, but in the local Radon transform, the linear dark wake in the original SAR image appears as an obvious dark point (noted by the white circle in Figure 10c). Figure 11 shows the final wake detection results.
Figure 10. Wake detection results based on the Radon transform. (a) measured SAR wake image; (b) result after Radon transform processing; (c) result after local Radon transform processing.

Figure 11. Wake detection results by local Radon transform.

However, even the improved Radon transform could not cope with nonlinear wakes either. Based on the Radon transform theory, the final identification can only be accomplished by cutting the nonlinear wakes into a large number of tiny linear segments. The test is performed as follows:

1. Apply windows to split nonlinear wakes;
2. Detect line segments that can be approximated by a straight line in each small image;
3. Combine small line segments.

Although it is a popular method of detection, there are still many problems. First, the size of the window may vary with the type and shape of the wake, which causes weak generalization ability. Second, the detection efficiency is too poor, so the Radon transform has great limitations in detecting nonlinear wakes. In addition, even when the linear wake is almost submerged in the noise background, the detection effect will still be greatly reduced. To solve the above issues, an efficient deep-learning based scheme would be a favorable choice.
5.2. Wake Detection Method Based on YOLOv5

The YOLOv5 deep learning framework has been chosen to improve the wake detection in this paper, which has the advantages of great generalization ability and flexibility in application scenarios. YOLOv5 has such versatile network structures that even a portable computer could afford the computation burden of YOLOv5. The wake detection with the help of YOLOv5 in this paper is presented in the following sections.

5.2.1. YOLOv5 Environment Configuration

The hardware configuration is given in Table 1:

Table 1. The hardware configuration of the computer to perform YOLOv5.

<table>
<thead>
<tr>
<th>Hardware Configuration</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating system</td>
<td>Windows 10/Ubuntu 18.04 LTS</td>
</tr>
<tr>
<td>Mainboard</td>
<td>OMEN by HP Laptop-ce0xx</td>
</tr>
<tr>
<td>CPU</td>
<td>Inter(R) Core (TM) i5-7300 CPU @ 2.50 GHz</td>
</tr>
<tr>
<td>GPU</td>
<td>NVIDIA GeForce GTX 1050 Ti</td>
</tr>
<tr>
<td>Hard disk</td>
<td>WDC WDS500G2B0C-00PXH0</td>
</tr>
<tr>
<td>RAM</td>
<td>Crucial-16 GB</td>
</tr>
</tbody>
</table>

Software configuration:

1. CUDA

CUDA is a parallel computing framework from NVIDIA that aims to use the fewest device resources possible to achieve more efficient parallel computing. The framework supports C, C++, Fortran, Python, Java, and other languages. The CUDA 10.2 version is selected for the environment configuration here.

2. CuDNN

The full name of CuDNN is NVIDIA CuDNN, which is a GPU-accelerated deep neural network primitive library. It has the advantages of high performance, low memory usage, and simplicity. This software has strong compatibility and can be integrated into many machine learning frameworks. The platform can effectively help developers study and improve neural networks. The cudnn 10.2 version was used in the environment configuration of this study.

3. Pytorch

Pytorch is an open-source Python machine learning library owned by Facebook. The software is widely used in machine learning and provides a high-quality experimental platform for deep learning. In this study, Pytorch 1.5.1 was selected in the environmental configuration.

5.2.2. Preparation of YOLOv5 Training Samples

The sea surface has waves of different scales that are complex and random, which makes it difficult to identify wakes. Training sets for training are from SEASAT SAR and TerraSAR-X [34,35]. In order to highlight the wake features in the training set and expand the training set samples, the simulation samples are used as part of the training set, and then the measured images are further filtered, enhanced, and reversed. Finally, a total of about 500 ship wake samples are obtained, of which 10% are chosen as the test set. Figure 12 displays the comparison between simulated SAR images of ship wake based on the scattering model and TerrSAR-X measured images. It can be seen that the SAR image based on electromagnetic scattering simulation can accurately predict the characteristics of diffusion and transverse waves in a Kelvin wake measured image. Therefore, it is feasible to expand the data set by using the simulated images to complete the wake detection based on YOLOv5.
Figure 12. Comparison of (a) a simulated SAR image of a ship’s wake based on a semi-deterministic facet model and (b) a TerraSAR-X measured image.

After obtaining a certain amount of data, the target should be marked in the training set. In this paper, the target of the training set is labeled ‘wake’ in the following results. Table 2 shows the hyperparameters used for training.

Table 2. The setting of hyperparameters.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>lr0</th>
<th>lrf</th>
<th>Momentum</th>
<th>Weight Decay</th>
<th>Epochs</th>
<th>Batch Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>value</td>
<td>0.01</td>
<td>0.1</td>
<td>0.937</td>
<td>0.0005</td>
<td>120</td>
<td>8</td>
</tr>
</tbody>
</table>

5.2.3. YOLOv5 Training Results and Test Results Analysis

Figure 13 illustrates the training model, which shows the statistics of the number of ship target data sets, annotation boxes, target location, and target size information. Figure 13a illustrates that the data set contains more than 500 wake targets; Figure 13b depicts the annotation boxes; Figure 13c shows where the targets are distributed in the image; and Figure 13d displays the size of the wake targets, from which we can see that the targets of small and large size are the majority, while the targets of medium size are few in number in the training set.

Figure 13. Statistical diagram of the ship wake training model. (a) sample number of the data sets; (b) annotation boxes; (c) locations of the targets; (d) spatial size of the targets.
In the YOLOv5s network structure, the ratio of training set to test set in the total data is 9:1. The test set selects simulated wake targets under different sea conditions. As shown in Figure 14a, the relevant figure of 'Precision-Recall' (P-R) is given. It can be seen from the figure that the average detection accuracy can reach 95.0% in low sea states, but the detection accuracy is decreased to 73.7% in high sea states, as shown in Table 3. It can be seen that in this case, YOLOv5s has a very good detection effect in the low sea state. Now we focus on the study of wake targets in high sea states using different network structures.

Table 3. Training results of test sets consisting of simulated ship wakes in different sea states.

<table>
<thead>
<tr>
<th>Test Set Environmental Factor</th>
<th>mAP</th>
<th>Batch</th>
<th>Epoch</th>
<th>Test Platform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated wake High sea state</td>
<td>73.7%</td>
<td>2</td>
<td>60</td>
<td>GPU</td>
</tr>
<tr>
<td>Low sea state</td>
<td>95.0%</td>
<td>2</td>
<td>60</td>
<td>GPU</td>
</tr>
</tbody>
</table>

Among the YOLOv5’s detection network, the YOLOv5s and YOLOv5l are chosen to be compared in Table 4. The former has the smallest depth and width, while the latter has larger ones. YOLOv5s has a network depth of 0.33 and a network width of 0.50. YOLOv5l has a network depth of 1.0 and a network width of 1.0. As shown in Figure 14b, with the increased depth and width, the detection accuracy has improved. On the contrary, in actual detection, the detection speed of YOLOv5s is only tens of milliseconds. The detection time of YOLOv5l is several times that of YOLOv5s, and under the same epoch and batch conditions, the training time is also increased by more than three times.

Table 4. Training results of simulated wakes based on different network structures of YOLOv5.

<table>
<thead>
<tr>
<th>Test Set Environmental Factor</th>
<th>Network Structure</th>
<th>mAP</th>
<th>Speed</th>
<th>Training Time</th>
<th>Batch</th>
<th>Epoch</th>
<th>Test Platform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulated wake High sea state</td>
<td>YOLOv5s</td>
<td>73.7%</td>
<td>29 ms</td>
<td>0.977 h</td>
<td>2</td>
<td>60</td>
<td>GPU</td>
</tr>
<tr>
<td></td>
<td>YOLOv5l</td>
<td>98.5%</td>
<td>102 ms</td>
<td>3.169 h</td>
<td>2</td>
<td>60</td>
<td>GPU</td>
</tr>
</tbody>
</table>

With the aim of testing the detection performance of the wake in the measured SAR images under different network structures, the available measured wake SAR images are taken as the test set, and YOLOv5s and YOLOv5l are still selected as the algorithm network structure. From the comparison in Table 5, it can be seen that when the measured SAR images are chosen as the test set, the detection accuracy of YOLOv5l is significantly higher than that of YOLOv5s. According to the ‘P-R’ curve (dash dot line in Figure 15), YOLOv5l performs
better from both the perspective of the area under the curve and the perspective of the intersection point where the \( p \) value and the \( R \) value are equal, which can effectively verify the advantages of YOLOv5l for detecting wake targets.

**Table 5.** Detection results of wake in the measured SAR images.

<table>
<thead>
<tr>
<th>Test Set</th>
<th>Network Structure</th>
<th>mAP</th>
<th>Speed</th>
<th>Training Time</th>
<th>Batch</th>
<th>Epoch</th>
<th>Test Platform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured wakes</td>
<td>YOLOv5s</td>
<td>80.1%</td>
<td>30 ms</td>
<td>1.078 h</td>
<td>2</td>
<td>60</td>
<td>GPU</td>
</tr>
<tr>
<td></td>
<td>YOLOv5l</td>
<td>84.8%</td>
<td>117 ms</td>
<td>3.673 h</td>
<td>2</td>
<td>60</td>
<td>GPU</td>
</tr>
</tbody>
</table>

**Figure 15.** P-R Curve of the measured SAR Image as a test set.

Figure 16 shows the detection effect of YOLOv5 on a single target, multiple targets, nonlinear wake, and weak wake. It can be seen that the prediction box of YOLOv5 can accurately identify the wake region, and the confidence level of the wake will be given in the prediction box. The accuracy and generalization ability of the training model will continue to be improved with the increase in the number and type of samples.

![Figure 16](image1.jpg)

**Figure 16.** Cont.
Figure 16. Results of ship wake recognition: (a) single target; (b) multiple targets; (c) nonlinear wake; (d) weak wake.

5.2.4. Comparison between the Yolov5 and Radon Transform Methods

Here a nonlinear wake target (see Figure 17a) is selected for detection using the local Radon transform and YOLOv5, respectively. What can be noticed from Figure 17c is that after the local Radon transform has been applied to the wake data, the transform domain contains a large number of extreme points, while for comparison, in Figure 9c there is only one peak point in the transform domain corresponding to a straight line. Even though the peak point can only determine a straight line according to the transform principle, the information of the curvilinear wake cannot be described. To make a comparatively fair comparison, we try to choose several relatively obvious peak points in the Radon transform domain to inverse the straight line, the inversion result is shown as a red line in Figure 17d, which reflects that the nonlinear wake cannot be accurately detected by the traditional Radon transform. In contrast, the prediction frame in the YOLOv5 algorithm can accurately identify the wake information see Figure 17b.

Figure 17. The comparison diagram of the nonlinear wake detection result: (a) curvilinear wake; (b) result of YOLOv5 detection; (c) result in the Radon transform domain; and (d) inversion result of the local Radon transform based on several most obvious peaks in (e).
Here, the wake target under a strong noise background is selected and detected by the local Radon transform and YOLOv5, respectively. As can be observed from Figure 18c, after local Radon transform, the peak points in the transform domain are not obvious, and the process of peak screening and extraction requires a lot of resources, which means that wake detection in a strong noise environment is still difficult. Similarly, the inversion result in Figure 18d also indicates that the Radon transform is inadequate to detect the weak wake in a strong noise environment. Figure 18b illustrates the detection result of YOLOv5. It has no difficulty knowing that the prediction box can accurately identify weak wake information. Different wake types are detected using the YOLOv5 and Radon transforms, respectively. The comparison is demonstrated in Table 6:

![Figure 18. The comparison diagram of the result of weak wake detection: (a) wakes in a strong noise background; (b) result of YOLOv5 detection; (c) result in the Radon transform domain; (d) inversion result of the local Radon transform based on several most obvious peaks in (c).](image)

<table>
<thead>
<tr>
<th>Type of Wake</th>
<th>Method</th>
<th>Confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Curvilinear wake</td>
<td>YOLOv5</td>
<td>66%</td>
</tr>
<tr>
<td>(Figure 17)</td>
<td>Radon transform</td>
<td>Failed</td>
</tr>
<tr>
<td>Weak wake</td>
<td>YOLOv5</td>
<td>86%</td>
</tr>
<tr>
<td>(Figure 18)</td>
<td>Radon transform</td>
<td>Failed</td>
</tr>
</tbody>
</table>

6. Conclusions

In this paper, the detection of ship wakes in SAR images on the basis of electromagnetic scattering method and deep learning technique is studied. After establishing a composite model of the sea surface and its wake, a semi-deterministic facet scattering model and modulation imaging model are used to simulate the composite SAR image of the sea surface and its wake. These simulations comprise ship wake SAR images under different sea conditions, various ship types, and diverse ship speeds as well as headings, which provide a large number of samples for wake target detection research based on deep learning methods. Then the nonlinear wake and weak wake are detected based on the YOLOv5 algorithm.
According to the results analysis, it indicates that the YOLOv5 detection algorithm solves the defect that the nonlinear characteristics cannot be directly detected in the traditional wake detection method, effectively detects nonlinear wake and weak wake and improves detection efficiency. In accordance with the problem of ship wake detection in a complex environment, the detection effect may still be improved in future work, and the SAR images of narrow V wake and internal wave wake in surge environments will be studied in the future, which will provide more abundant training samples for deep learning in wake detection research.
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