A Registration-Error-Resistant Swath Reconstruction Method of ZY1-02D Satellite Hyperspectral Data Using SRE-ResNet
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Abstract: ZY1-02D is a Chinese hyperspectral satellite, which is equipped with a visible near-infrared multispectral camera and a hyperspectral camera. Its data are widely used in soil quality assessment, mineral mapping, water quality assessment, etc. However, due to the limitations of CCD design, the swath of hyperspectral data is relatively smaller than multispectral data. In addition, stripe noise and collages exist in hyperspectral data. With the contamination brought by clouds appearing in the scene, the availability is further affected. In order to solve these problems, this article used a swath reconstruction method of a spectral-resolution-enhancement method using ResNet (SRE-ResNet), which is to use wide swath multispectral data to reconstruct hyperspectral data through modeling mappings between the two. Experiments show that the method (1) can effectively reconstruct wide swaths of hyperspectral data, (2) can remove noise existing in the hyperspectral data, and (3) is resistant to registration error. Comparison experiments also show that SRE-ResNet outperforms existing fusion methods in both accuracy and time efficiency; thus, the method is suitable for practical application.
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1. Introduction

Hyperspectral data, with their massive number of bands and high spectral resolution, are widely used in classification [1], change detection [2], water quality [3], agriculture monitoring [4], etc. ZY1-02D is a Chinese hyperspectral imaging satellite launched on 12 September 2019 [5]. The satellite is equipped with a visible near-infrared multispectral camera and a hyperspectral camera. It is characterized by a wide range of observation and quantitative remote sensing information acquisition. The visible near-infrared camera forms the wide-band observation ability of 9 bands; the hyperspectral camera can obtain the radiation information of 166 bands under the condition of high signal-to-noise ratio [6]. It is widely used in soil quality assessment, mineral mapping, water quality assessment, etc.

However, ZY1-02D hyperspectral data suffer from various defects. Stripe noise and data collage are in the shortwave bands, which makes it unable to characterize the spectral features in these bands. Figure 1 shows images of different bands of ZY1-02D, which contain obvious collage and stripe noise. In addition, due to the limit of the signal-to-noise ratio (SNR) and data acquisition rate of sensors, hyperspectral data’s swath is smaller than the visible near-infrared multispectral data. Thus, for the purpose of obtaining better data quality and larger imaging area, it is necessary to preprocess before applications.

Hyperspectral and multispectral fusion have been heated research topics in recent years, which is called spatial–spectral fusion. The aim is to combine the spectral information of hyperspectral data and the spatial information of multispectral data to obtain high-spatial- and high-resolution data. Spatial–spectral fusion can be divided into linear optimization methods and deep learning methods. The linear optimization decomposition...
method assumes fusion reconstruction data. The relationship between observation data and fusion reconstruction data can be expressed linearly, namely

\[ X = WZ + n \]  

in which \( X \) is the observed data, \( W \) is a transformation operator, \( Z \) is the ground-truth data and \( n \) represents noise. When the measured data is hyperspectral data, \( W \) is the spatial fuzzy operator and downsampling operator; when the observed data is multispectral data, \( W \) is the band response function of the multispectral satellite. Solving \( Z \) with known data \( X \) can be regarded as an ill-conditioned problem [7], by adding different constraints and solving the optimal solution. According to different principles, it can be divided into the spectral-unmixing method [8–10], Bayesian method [11–16], and sparse representation method [16–19].

![Figure 1. Examples of defects in ZY1-02D hyperspectral data. (a) Band 129 (1880.13 nm), (b) band 166 (2501.08 nm).](image)

The deep learning method can learn the complex nonlinear relationship between the input and output of the system. Artificial Neural Network (Artificial Neural Network) is a way to simulate the structure of biological neurons. This method is mostly based on the assumption that the relationship between panchromatic images with high and low spatial resolution and the relationship between multispectral images with high and low spatial resolution are the same and non-linear. Huang et al. used deep neural networks (DNNs) to fuse multi-spectral and panchromatic images, added pre-training and fine-tuning learning stages within the DNN framework, and increased the accuracy of fusion [20]. Based on this, scholars have developed many algorithms, such as PNN [21] and DNN, under the MRA framework [22] (DRPNN [23], MSDCNN [7]). For the research of hyperspectral and multispectral fusion, Frost Falsson used a 3D CNN model to fuse hyperspectral and multispectral data. In order to overcome the computational complexity caused by the large amount of hyperspectral data, the hyperspectral data are processed by dimensionality reduction, which brings higher accuracy than the MAP algorithm [24].

With all these methods proposed, however, few researchers paid attention to combining hyperspectral data’s enormous numbers of bands and multispectral data’s wide swath to solve the limit of imaging area. However, there are several methods proposed. Sun et al. proposed a spectral-resolution-enhancement method (SREM) and applied it on the EO-1 hyperspectral and multispectral dataset [25], which can achieve wide-swatch hyperspectral data. Gao et al. proposed a joint sparse and low-rank learning method (J-SLoL) [26]. The method was experimented on simulated datasets and obtained good results. Recently, new attention has been paid to the spectral super-resolution field, which is to improve RGB/multispectral data’s resolution to the level of hyperspectral data. By modeling the relationship between the two, it can be extended to areas where multispectral data do not
exist. Representative methods are HSCNN [27], HSCNN+ [28], MSCDNN, etc. However, the above-mentioned methods do not apply to the scenario of swath extension. Further, studies of these methods, whether capable of dealing with inherent defects, are not seen.

SEHCNN[108] is a method of improving multispectral data’s spectral resolution to the level of hyperspectral data. By utilizing the tool of principal component analysis and convolutional neural networks, this method can be used to extend the swath of hyperspectral data and remove thick clouds contaminating hyperspectral data and, at the same time, remove noises and defects in the dataset. Based on its idea and taking ResNet into account, this article proposes a registration-error-resistant swath reconstruction method of a spectral-resolution-enhancement method using ResNet (SRE-ResNet). The organization of the rest of this paper is as follows. In Section 2, the structure and basic idea of SRE-ResNet are proposed. In Section 3, the experimental data and material are presented and the results are described. Section 4 illustrates the discussions of the method and comparisons with state-of-art methods. In Section 5, conclusions are made for the study.

2. Methods
2.1. Basic Structure of SRE-ResNet

Spectral-resolution-enhancement method using ResNet (SRE-ResNet) is an algorithm framework in which deep learning method learns the mappings between hyperspectral data and multispectral data. Its hypothesis is that the relationship between the overlapping regions between hyperspectral data and multispectral data with similar spatial resolution can be accurately learned and constructed by nonlinear model. The model can be extended to the non-overlapping regions.

Here $H \in \mathbb{R}^{X \times Y \times B_H}$ is used to represent hyperspectral data and $M \in \mathbb{R}^{X \times Y \times B_M}$ are used to represent multispectral data obtained at the same imaging or near-imaging time. It is assumed that the hyperspectral data of the overlapping area of the two data are recorded as $H_{ov} \in \mathbb{R}^{X_o \times Y_o \times B_H}$, and the multispectral data of the overlapping area are recorded as $M_{ov} \in \mathbb{R}^{X_o \times Y_o \times B_M}$. The nonlinear mapping relationship $f$ between $H_{ov}$ and $M_{ov}$ can be approximately regarded as the same relationship with $H$ and $M$. That is, the following two formulas are established at the same time

$$H_{ov} = f(M_{ov})$$

$$H = f(M)$$

Principal component analysis (PCA) is a widely used dimensionality reduction method, which can reduce the dimension of hyperspectral data while retaining the maximum variability [29], while ignoring and eliminating noise information [30]. Adding PCA to the algorithm can effectively reduce computational burden as well as remove the inherent noise in the hyperspectral data. Therefore, the mapping relationship becomes

$$H'_{ov}(1, 2, \ldots, n_{PCA}) = g(M_{ov})$$

$$H'(1, 2, \ldots, n_{PCA}) = g(M)$$

in which $H'_{ov}$ and $H'$ are the principal components of hyperspectral data of overlapped area and the whole image, $g$ represents the nonlinear mapping relationship between $H'_{ov}$ and $M_{ov}$.

Figure 2 shows the basic framework of SRE-ResNet. Firstly, the multispectral data are cut and resized to the same overlap area as hyperspectral data. Then, hyperspectral data were processed with PCA transform. The cut multispectral data and the PCA of hyperspectral data were input into CNN structure for training. The multispectral data are used as CNN input and PCA of hyperspectral data is used as CNN output. After the model is trained, the whole scene area of multispectral data is input into the model to predict the whole scene of hyperspectral PCA data. After inverse PCA transformation, the SRE-ResNet can finally yield the result of swath-extended hyperspectral data.
In the framework of SRE-ResNet algorithm, CNN model can select any two-dimensional neural network model with strong modeling ability, learning ability and generalization ability, such as full convolutional neural networks and general adversarial network. As an example, this section adopts the structure of ResNet [31], which is commonly used and easy to understand and based on the idea of residual learning. Compared with the direct learning of the nonlinear map $H(x)$, the residual learning expressed in the form of $F(x) + x$ can converge more easily by learning the residual $F(x)$, that is, the disturbance $F(x)$ based on learning $x$ [31]. The mapping of residual learning in ResNet can be expressed as:

$$y = F(x, \{W_i\}) + W_o x \quad (6)$$

Residual learning can be realized through the structure of “short connections” [32], that is, those connections that skip certain layers. Short connection is to add the output of identity mapping to the output of the stack layer, as shown in Figure 3. A residual block is composed of three modules including a two-dimensional convolution layer, a batch normalization layer and a leaky correction linear unit.

Figure 2. Basic framework of SRE-ResNet.

### 2.2. ResNet Architecture

- **CNN Input**: Input of the CNN model.
- **CNN Structure**: Convolutional layers for feature extraction.
- **Training Process**: Process to train the model.
- **CNN Output**: Output of the CNN model.
- **Spectral Enhanced Data**: Data enhanced for better performance.
- **Inverse PCA Transform**: Transform to invert the PCA.
- **Predicted PCA**: Predicted PCA of the data.
- **Training Process**: Process to train the model.
- **CNN Structure**: Convolutional layers for feature extraction.
- **CNN Output**: Output of the CNN model.
- **Spectral Enhanced Data**: Data enhanced for better performance.
- **Inverse PCA Transform**: Transform to invert the PCA.
- **Predicted PCA**: Predicted PCA of the data.

Figure 3. ResNet structure in SRE-ResNet framework. (a) Residual Learning, (b) SRE-ResNet.
3. Experiments and Discussion

3.1. Datasets

Some of the parameters of ZY1-02D are shown in Table 1. ZY1-02D has two main sensors of hyperspectral camera and visible/near-infrared camera. The hyperspectral camera is of 166 bands with 10 nm/20 nm spectral resolution. The ground pixel resolution is 30 m and the swath is 60 km. The visual/near-infrared camera can obtain multispectral data with ground pixel resolution of 10 m, swath of 115 km and 8 bands. In order to evaluate the effectiveness of SRE-ResNet on ZY1-02D, we chose two sets from the hyperspectral-multispectral dataset. Dataset I was sensed at 34.84°N, 113.0°E on 8 August 2021. Typical landcover types in Dataset I are rivers, mountains, buildings, crop fields, etc. Dataset II was sensed at 34.84°N, 112.4°E on 19 April 2021. Typical landcover types in Dataset II are lakes, mountains, rivers, towns and crop fields. Compared to Dataset I, Dataset II contains more mountainous areas and larger areas of water, which brings more challenges to data fusion. Both datasets are preprocessed with geo-coregistration and atmospheric correction. The overlapping areas were cut and the whole scene was divided into patches of 32 × 32 for an increasing number of samples.

### Table 1. Parameters of ZY1-02D.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Parameter</th>
<th>Hyperspectral Camera</th>
<th>Visible/near-infrared camera</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectral Range</td>
<td>0.4~2.5 µm</td>
<td>Spectral Resolution</td>
<td>Visible</td>
</tr>
<tr>
<td>Number of Bands</td>
<td>166</td>
<td>Near-infrared</td>
<td>10 nm, 76 bands</td>
</tr>
<tr>
<td>Ground Pixel Resolution</td>
<td>30 m</td>
<td>ShortWave</td>
<td>20 nm, 90 bands</td>
</tr>
<tr>
<td>Swath</td>
<td>60 km</td>
<td>Spectral Range</td>
<td>Panchromatic</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Multispectral</td>
<td>B01: 0.452~0.902 µm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>B02: 0.452~0.521 µm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>B03: 0.522~0.607 µm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>B04: 0.635~0.694 µm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>B05: 0.776~0.895 µm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>B06: 0.416~0.452 µm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>B07: 0.591~0.633 µm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>B08: 0.708~0.752 µm</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>B09: 0.871~1.047 µm</td>
</tr>
<tr>
<td>Ground Pixel Resolution</td>
<td>Panchromatic: 2.5 m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Swath</td>
<td>Multispectral: 10 m</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>115 km</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.2. Experimental Settings

Hyperspectral and multispectral data in the two datasets are cut to the same overlapping region to simulate the overall sensing area of multispectral data (note as Region A) and further crop them into smaller regions (note as Region B) to simulate the sensing area of hyperspectral data. We modeled the mapping relationship using data pairs in Region B and applied it on multispectral data in Region A to obtain the fusion result. By comparing results with hyperspectral data in Region A, the method can be evaluated. Evaluations are conducted by visual comparison and quantitative index. Here, we choose PSNR [33], SAM [34], CC [35] and SSIM [36] as the fusion evaluation indices, which are shown below.
\[
\text{PSNR}_k = 10 \log \left( \frac{\text{MSE}_k}{\text{MSE}_k} \right)
\]

where \(\text{MSE}_k = \frac{1}{MN} \sum_{i=1}^{M} \sum_{j=1}^{N} (I_X(i,j) - I_R(i,j))^2\)

\[
\text{SAM} = \frac{1}{MN} \left( \arccos \left( \frac{(I_X(i,j) - I_R(i,j))}{\|I_X(i,j)\|_2 \cdot \|I_R(i,j)\|_2} \right) \right)
\]

\[
\text{CC}_k = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} [I_X(i,j) - \mu_X] [I_R(i,j) - \mu_R]}{\sqrt{\sum_{i=1}^{M} \sum_{j=1}^{N} [I_X(i,j) - \mu_X]^2 \sum_{i=1}^{M} \sum_{j=1}^{N} [I_R(i,j) - \mu_R]^2}}
\]

\[
\text{SSIM}_k = \frac{(2\mu_X\mu_R + C_1)(2\sigma_{XR} + C_2)}{\left(\mu_X^2 + \mu_R^2 + C_1\right)\left(\sigma_X^2 + \sigma_R^2 + C_2\right)}
\]

in which \(I_X \in \mathbb{R}^{M \times N \times S}\) represents the fusion result, \(I_R\) represents the reference image, \(M, N, S\) represents the width, height and bands of the imaging area. \(\mu_X\) represents the mean of fusion result and \(\mu_R\) represents the mean of reference image. \(C_1\) and \(C_2\) are two constants.

The experiments for deep learning methods were conducted using NVIDIA GPU, which is Tesla T4 with 16 GB memory and the experiments for traditional methods were conducted using CPU of Intel Xeon Bronze 3106 with 8 GB.

3.3. Discussions

Here, discussions of whether to implement PCA in the architecture, effects of simulated registration error on architecture with PCA and without PCA and effects of simulated registration error on different methods are discussed.

1) Comparison of using PCA and without PCA

We set a comparison experiment of whether to include PCA in SRE-ResNet. The RGB composites for fusion results of two datasets are shown in Figures 4 and 5. In Dataset I, SRE-ResNet and ResNet can both achieve the goal of restoring the tone and texture of different landcovers. A similar conclusion can also be drawn in Dataset II, in which the tone of ResNet’s result is slightly different from the original hyperspectral data.

In addition to comparing the visual- and noise-removal effect, fusion indices were also calculated for SRE-ResNet and ResNet. Tables 2 and 3 show the quantitative fusion results of SRE-ResNet and ResNet for Dataset I and Dataset II. From the results, we can see that SRE-ResNet performs better than ResNet in all the fusion indices.

| Table 2. Quantitative fusion results of SRE-ResNet and ResNet for Dataset I. |
|---------------------------------|-----------------|-----------------|
| SRE-ResNet | ResNet | |
| PSNR | 45.18373 | 39.82037 |
| SAM | 0.02381 | 0.04800 |
| SSIM | 0.98469 | 0.96893 |
| RMSE | 34.91505 | 62.51458 |

| Table 3. Quantitative fusion results of SRE-ResNet and ResNet for Dataset II. |
|---------------------------------|-----------------|-----------------|
| SRE-ResNet | ResNet | |
| PSNR | 39.13821 | 36.82027 |
| SAM | 0.03656 | 0.05933 |
| SSIM | 0.98469 | 0.96893 |
| RMSE | 54.92269 | 71.55686 |
Figure 4. RGB composite of fusion result comparison between SRE-ResNet and ResNet for Dataset I. (a–c) are the whole scene of ground truth, prediction of SRE-ResNet and ResNet. (d–f) are the detailed scene of ground truth, prediction of SRE-ResNet and ResNet.
Figure 5. RGB composite of fusion result comparison between SRE-ResNet and ResNet for Dataset II. (a–c) are the whole scene of ground truth, prediction of SRE-ResNet and ResNet. (d–f) are the detailed scene of ground truth, prediction of SRE-ResNet and ResNet.
Signal-to-noise ratio (SNR) is a common metric used to communicate image quality [37]. In order to see whether the image quality improved, SNRs for each band before and after swath reconstruction were calculated and they are shown in Figures 6 and 7. We can see that for Dataset I, the SNRs of SRE-ResNet result for all bands perform better than the original data, yet for ResNet, there are some bands whose SNR performs even worse than the original data. This may be due to the fact that multispectral data have 9 bands and hyperspectral data have 166 bands. The mapping of multispectral data to hyperspectral data is an ill-posed problem. Without proper guidance, such as PCA transformation of removing noise, it is easy to bring other noise to the prediction. The same conclusion can also be drawn for Dataset II. This proves that SRE-ResNet can effectively improve data quality.

![Figure 6. SNR comparison between SRE-ResNet and ResNet for Dataset I. (a) SRE-ResNet, (b) ResNet.](image)

(2) Effects of simulated registration errors on fusion

Registration errors are common in data fusion and may have great effects on fusion accuracy. Thus, resilience to registration error is important for fusion methods and spectral-super-resolution methods. In order to evaluate methods’ resistance to registration error, we set up seven experiments with simulated registration errors, ranging from 0 to 6. Simulation is conducted by moving hyperspectral data towards the x and y axes by a distance of 0 to 6. The simulation process is shown in Figure 8. The orange square represents multispectral data and these blue squares represent different groups of hyperspectral data. After simulation, seven experiment groups are established.

Seven experiments were conducted between SRE-ResNet and ResNet for the two datasets. There are 21 experiment results overall. Figures 9 and 10 show the different indices results for the two datasets. They are PSNR, SSIM, RMSE and SAM. For Dataset I, SRE-ResNet and ResNet both perform well when it comes to different simulated registration errors. This proves that SRE-ResNet can restore original data without decreasing too much original spatial and spectral information. For Dataset II, SRE-ResNet outperforms ResNet
in all six simulated registration errors, and still, we can come to the conclusion that SRE-ResNet can preserve information both spectrally and spatially, even when registration errors occur. We can see that ResNet results are better than SRE-ResNet in Dataset I with some registration errors. This may be due to the land cover types in the whole scene, which may affect the projection of PCA transformation. Still, however, when it comes to no registration error, SRE-ResNet performs better than ResNet overall, which makes SRE-ResNet a better choice.

![SNR comparison between SRE-ResNet and ResNet for Dataset I.](image1)

**Figure 6.** SNR comparison between SRE-ResNet and ResNet for Dataset I. (a) SRE-ResNet, (b) ResNet.

![Quantitative fusion result comparison between SRE-ResNet and ResNet for Dataset II.](image2)

**Figure 7.** Quantitative fusion result comparison between SRE-ResNet and ResNet for Dataset II. (a) SRE-ResNet, (b) SRE-ResNet.

![Simulation of registration errors between hyperspectral data and multispectral data.](image3)

**Figure 8.** Simulation of registration errors between hyperspectral data and multispectral data.
Figure 8. Simulation of registration errors between hyperspectral data and multispectral data. Seven experiments were conducted between SRE-ResNet and ResNet for the two datasets. There are 21 experiment results overall. Figures 9 and 10 show the different indices results for the two datasets. They are PSNR, SSIM, RMSE and SAM. For Dataset I, SRE-ResNet and ResNet both perform well when it comes to different simulated registration errors. This proves that SRE-ResNet can restore original data without decreasing too much original spatial and spectral information. For Dataset II, SRE-ResNet outperforms ResNet in all six simulated registration errors, and still, we can come to the conclusion that SRE-ResNet can preserve information both spectrally and spatially, even when registration errors occur. We can see that ResNet results are better than SRE-ResNet in Dataset I with some registration errors. This may be due to the land cover types in the whole scene, which may affect the projection of PCA transformation. Still, however, when it comes to no registration error, SRE-ResNet performs better than ResNet overall, which makes SRE-ResNet a better choice.

Figure 9. Quantitative fusion result comparison between SRE-ResNet and ResNet for Dataset I.

Figure 10. Quantitative fusion result comparison between SRE-ResNet and ResNet for Dataset II.

(3) Comparison with state-of-the-art methods
In order to show the advantage of our method, we chose three spectral super-resolution methods as a comparison group. They are HSCNN, coupled nonnegative matrix factorization method (CNMF) and joint sparse and low-rank learning method (J-SLoL).
(3) Comparison with state-of-the-art methods

In order to show the advantage of our method, we chose three spectral super-resolution methods as a comparison group. They are HSCNN, coupled nonnegative matrix factorization method (CNMF) and joint sparse and low-rank learning method (J-SLoL). HSCNN is a typical deep learning method, which first upsamples the RGB input to a hyperspectral image using a spectral interpolation algorithm. This spectrally upsampled image has the same number of bands as the expected hyperspectral output. Then, the network takes the spectrally upsampled image as input and predicts the missing details (residuals) by learning a stack of convolutional layers [28]. CNMF and J-SLoL are the traditional machine learning method. CNMF built a sensor observation model using a combination of spectral response and point spread function (PSF) and used paired non-negative matrix iterative decomposition to obtain reconstructed hyperspectral data [10]. J-SLoL spectrally enhances multispectral images by jointly learning low-rank hyperspectral–multispectral dictionary pairs from overlapped regions [26]. As J-SLoL was written in MATLAB and due to the inherent processing attributes of MATLAB, J-SLoL is not able to process large datasets. Thus, training samples were randomly chosen to be 2/3 of the overlapping areas when the model was trained. Similar to the experiment settings in (2), 0–6 simulated registration errors were set.

We calculated the fusion index of each method with seven different simulated registration errors and the results are shown in Figures 11 and 12. For Dataset I, SRE-ResNet and ResNet are the best among all methods, followed by HSCNN. Judging by the slope of each line, neural network methods appear to be a flatter curve, which are more resilient to simulated registration error compared to traditional methods. Similar conclusions can also be drawn in the results of Dataset II. The reason why deep learning methods are more resilient to spatial registration error is that multilayers of convolution bring large receptive fields, which traditional methods do not possess. This brings robustness to spatial coregistration error. SRE-ResNet performed best among all methods and was more resilient to spatial registration error than other methods.

![Figure 11. Quality assessment result of Dataset I with different simulated registration error.](image-url)
4. Results

Here, the fusion results of different methods are shown. Figures 13 and 14 show the typical band for Dataset I and Dataset II. We can see that all methods can seemingly remove stripe noise in the hyperspectral data. However, SRE-ResNet shows the most similar spatial characteristics compared to the original dataset. Figures 15 and 16 show RGB composite of fusion results for Dataset I and Dataset II. SRE-ResNet shows the most similar texture and tones to the original hyperspectral data. HSCNN’s result shows similar texture yet a little diffusion in tones. CNMF and J-SLoL’s results show better details than the original hyperspectral data. This is due to the fact that both CNMF and J-SLoL use paired matrices or dictionaries to characterize common information in both hyperspectral and multispectral data, rather than learning the mappings between multispectral data and hyperspectral data. Thus, it is a common inherent feature of CNMF and J-SLoL to bring multispectral spatial information into the fusion result. This may yield better results in the spatial domain, yet the hyperspectral sensor’s characteristics are partly lost. When it comes to multi-temporal applications, this may bring errors, with some scenes’ hyperspectral data being injected with multispectral data’s texture information.

Quantitative fusion evaluation results from Dataset I and Dataset II were recorded in Tables 4 and 5. We can see from the table that SRE-ResNet shows the best performance in both the spatial and spectral domain. In addition, running times, including training and predicting, were also recorded. Although SRE-ResNet uses deep learning tools, this method uses the least time, which is more suitable for real applications.
Figure 13. Image of Band 125 of dataset I. (a) Original Image, (b) SRE-ResNet, (c) HSCNN, (d) CNMF, (e) J-SLoL.

Figure 14. Image of Band 125 of dataset II. (a) Original Image, (b) SRE-ResNet, (c) HSCNN, (d) CNMF, (e) J-SLoL.
Figure 14. Image of Band 125 of dataset II. (a) Original Image, (b) SRE-ResNet, (c) HSCNN, (d) CNMF, (e) J-SLoL.

Figure 15. RGB Composites of fusion results comparison dataset I. (a) Original Image, (b) SRE-ResNet, (c) HSCNN, (d) CNMF, (e) J-SLoL.

Figure 16. RGB Composites of fusion results comparison dataset II. (a) Original Image, (b) SRE-ResNet, (c) HSCNN, (d) CNMF, (e) J-SLoL.

Quantitative fusion evaluation results from Dataset I and Dataset II were recorded in Tables 4 and 5. We can see from the table that SRE-ResNet shows the best performance in both the spatial and spectral domain. In addition, running times, including training and predicting, were also recorded. Although SRE-ResNet uses deep learning tools, this method uses the least time, which is more suitable for real applications.

Table 4. Quantitative fusion evaluation results of Dataset I.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR</th>
<th>SAM</th>
<th>SSIM</th>
<th>RMSE</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRE-ResNet</td>
<td>45.18373</td>
<td>0.03</td>
<td>0.9846</td>
<td>34.91505</td>
<td>242</td>
</tr>
<tr>
<td>HSCNN</td>
<td>38.2682</td>
<td>0.0652</td>
<td>0.94734</td>
<td>65.09146</td>
<td>415</td>
</tr>
<tr>
<td>CNMF</td>
<td>37.42987</td>
<td>0.10819</td>
<td>0.9429</td>
<td>110.9278</td>
<td>8628</td>
</tr>
<tr>
<td>J-SLoL</td>
<td>36.28148</td>
<td>0.12937</td>
<td>0.9094</td>
<td>169.3357</td>
<td>7291</td>
</tr>
</tbody>
</table>

Table 5. Quantitative fusion evaluation of Dataset II.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR</th>
<th>SAM</th>
<th>SSIM</th>
<th>RMSE</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRE-ResNet</td>
<td>42.1058</td>
<td>0.03656</td>
<td>0.96790</td>
<td>38.83331</td>
<td>346</td>
</tr>
<tr>
<td>HSCNN</td>
<td>36.14708</td>
<td>0.07635</td>
<td>0.90099</td>
<td>90.78757</td>
<td>495</td>
</tr>
<tr>
<td>CNMF</td>
<td>37.93763</td>
<td>0.09107</td>
<td>0.92941</td>
<td>71.98587</td>
<td>13951</td>
</tr>
<tr>
<td>J-SLoL</td>
<td>35.76092</td>
<td>0.10593</td>
<td>0.89520</td>
<td>105.0025</td>
<td>8327</td>
</tr>
</tbody>
</table>
Table 4. Quantitative fusion evaluation results of Dataset I.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR</th>
<th>SAM</th>
<th>SSIM</th>
<th>RMSE</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRE-ResNet</td>
<td>45.18373</td>
<td>0.03000</td>
<td>0.98466</td>
<td>34.91505</td>
<td>242</td>
</tr>
<tr>
<td>HSCNN</td>
<td>38.26820</td>
<td>0.06527</td>
<td>0.94734</td>
<td>65.09146</td>
<td>415</td>
</tr>
<tr>
<td>CNMF</td>
<td>37.42987</td>
<td>0.10819</td>
<td>0.94292</td>
<td>110.92780</td>
<td>8628</td>
</tr>
<tr>
<td>J-SLoL</td>
<td>36.28148</td>
<td>0.12937</td>
<td>0.90949</td>
<td>169.33570</td>
<td>7291</td>
</tr>
</tbody>
</table>

Table 5. Quantitative fusion evaluation of Dataset II.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR</th>
<th>SAM</th>
<th>SSIM</th>
<th>RMSE</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRE-ResNet</td>
<td>42.10580</td>
<td>0.03656</td>
<td>0.96790</td>
<td>38.83331</td>
<td>346</td>
</tr>
<tr>
<td>HSCNN</td>
<td>36.14708</td>
<td>0.07635</td>
<td>0.90099</td>
<td>90.78757</td>
<td>495</td>
</tr>
<tr>
<td>CNMF</td>
<td>37.93763</td>
<td>0.09107</td>
<td>0.92941</td>
<td>71.98587</td>
<td>13951</td>
</tr>
<tr>
<td>J-SLoL</td>
<td>35.76092</td>
<td>0.10593</td>
<td>0.89520</td>
<td>105.00250</td>
<td>8327</td>
</tr>
</tbody>
</table>

5. Conclusions

The article uses SRE-ResNet to extend the swath of ZY1-02D hyperspectral data with the help of auxiliary multispectral data. The method is based on the idea of learning the mappings between multispectral data and hyperspectral data, which uses ResNet and principal component analysis (PCA). With the help of PCA, stripe noise and collage can be removed. Experiments are designed to test the effect of PCA and the method’s resilience to registration error by simulating 0–6 pixels of registration error. The results show that adding PCA can effectively improve the accuracy of swath reconstruction and resilience to registration error. SNR comparisons also show that SRE-ResNet can improve SNR, but without PCA, the SNR may decrease in some bands. SRE-ResNet was also compared with the state-of-art methods, which are HSCNN, CNMF and J-SLoL. Experiments showed that SRE-ResNet performs the best, relatively, among all the methods. Overall, training and prediction time show that SRE-ResNet uses the least time.

Thus, we can come to the conclusion that SRE-ResNet has the following advantages: (1) removes the collage effect and stripe noise in the ZY1-02D shortwave bands; (2) ignores the effect of mis-coregistration and is more applicable to real applications; (3) extends the swath of hyperspectral data; thus, it can increase the area coverage and revisit time of ZY1-02D hyperspectral data. This method is time saving, of high accuracy and more applicable to real applications.
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