A VGGNet-Based Method for Refined Bathymetry from Satellite Altimetry to Reduce Errors
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Abstract: Only approximately 20% of the global seafloor topography has been finely modeled. The rest either lacks data or its data are not accurate enough to meet practical requirements. On the one hand, the satellite altimeter has the advantages of large-scale and real-time observation. Therefore, it is widely used to measure bathymetry, the core of seafloor topography. However, there is often room to improve its precision. Multibeam sonar bathymetry is more precise but generally limited to a smaller coverage, so it is in a complementary relationship with the satellite-derived bathymetry. To combine the advantages of satellite altimetry-derived and multibeam sonar-derived bathymetry, we apply deep learning to perform multibeam sonar-based bathymetry correction for satellite altimetry bathymetry data. Specifically, we modify a pretrained VGGNet neural network model to train on three sets of bathymetry data from the West Pacific, Southern Ocean, and East Pacific. Experiments show that the correlation of bathymetry data before and after correction can reach a high level, with the performance of $R^2$ being as high as 0.81, and the normalized root-mean-square deviation (NRMSE) improved by over 19% compared with previous research. We then explore the relationship between $R^2$ and water depth and conclude that it varies at different depths. Thus, the terrain specificity is a factor that affects the precision of the correction. Finally, we apply the difference in water depth before and after the correction for evaluation and find that our method can improve by more than 17% compared with previous research. The results show that the VGGNet model can perform better correction to the bathymetry data. Hence, we provide a novel method for accurate modeling of the seafloor topography.
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1. Introduction

A seafloor topographic survey is a basic marine surveying and mapping technique to obtain seafloor topographic points’ three-dimensional coordinates. This information includes measurement position, water depth, water level, sound speed, attitude, azimuth, and backscatter information, the core of which is water depth measurement.

Modern multibeam sounding systems began to rise in the 1960s. Fox et al. [1] conducted a quantitative analysis of the changes in the submarine topography caused by submarine volcanic eruption based on the multibeam sonar data and the submarine robot’s measured images. Wu [2] put forward the critical statistical parameters to attain the seafloor tracking of the multi-beam sounding system and established the mathematical model and expert system for real-time monitoring of the seafloor terrain. Schimel et al. [3] analyzed
They found that the uncertainty information provided by the multibeam processing algorithm CUBE can be used to calculate the displacement of the sediment volume better. Ma et al. [4] found that full coverage and high-efficiency multibeam sonar can be combined with side-scan sonar, which has good complementarity when detecting submarine targets and can improve the accuracy of target recognition. Ji [5] applied a backpropagation (BP) neural network to build a feature database of seabed terrain based on multibeam data to classify seabed terrain complexity automatically. Pike et al. [6] combined Pleiades’ multispectral imagery and multibeam data to measure the water depth of two shallow areas in the northeastern Caribbean. Cooper et al. [7] proposed a method that uses small unmanned aerial vehicle (sUAV) photogrammetry and multibeam sonar data to generate a complete bathymetry map of a reservoir. Pydyn et al. [8] combined with a multibeam echosounder for underwater archaeological heritage sites to assist in the construction of a 3-D visualization model.

The multibeam sounding method has the advantage of high spatial precision, which enables the underwater sounding mode to achieve a high-quality leap from point to line and from line to surface [9]. However, with the low efficiency, high cost, and long measurement time required, these shortcomings make it difficult to conduct submarine surveys in a wide range of sea areas. Thus, the coverage of shipborne soundings is still very sparse at present. It is estimated that only less than 20% of the global sea area is covered with shipborne survey data, and a considerable part of it, especially in the deep ocean areas, consists of analog signals from 1950 to 1967, whose accuracy is relatively low [10].

There are several techniques for measuring water depth. Satellite imagery has been widely used to obtain optical multispectral image information over large surface areas. Airborne light detection and ranging (LiDAR) is capable of obtaining bathymetric information with only subpar accuracy to that of multibeam sonar. However, the electromagnetic beam of optical remote sensing tends to penetrate only to shallow water depths, making it difficult to operate over deeper waters [11,12]. Satellite altimetry is a space measurement technology that uses artificial satellites as a carrier to measure the distance of the satellite from the surface of the earth using radar, laser, and other ranging technologies. This method can obtain the surface terrain of our planet, through which a gravity field model and terrain features of the ocean can be constructed. Parker [13] derived the expression of gravity in the frequency domain and put forward the material interface of the model of abnormal gravity changes caused by fluctuations, which laid the foundation for the development of seafloor topography inversion. Since the launch of the Seasat in 1978, many researchers have used satellite altimetry data to model water depth, such as Dixon et al. [14], Smith and Sandwell [15], Ramillien and Cazenave [16], and Arabelos [17]. Calmant and Baudry [18] provided a comprehensive overview of the techniques and data used in bathymetric models. Yeu et al. [19] combined multibeam sonar, satellite altimetry-derived gravity anomalies, and airborne LiDAR data. They effectively improved the accuracy of water depth measurement for up to 0.2 m in shallow waters less than 5 m of depth. Brëda et al. [20] introduced and evaluated several data assimilation (DA) methods for satellite altimetry data, which have reduced the biased bathymetry errors in the hydrodynamic model by up to 65% compared to past observations while at the same time increasing the optimizer runtime to over 100 times. Wöfl et al. [21] summarized the significance, technology, data sources, development, and challenges of global seafloor topography surveys and research and proposed recommendations for the goal of a precise global bathymetry map inspired by the GEBCO Seabed 2030 Project. Sepulveda et al. [22] established a sea depth uncertainty model for satellite altimetry, quantified the high-wavenumber content within the satellite-derived data, and proved the model in the bathymetry generated from the forecast of a tsunami, with specific parameters varying regionally.

The emergence of satellite altimetry has made seabed topography measurement no longer limited to shipborne sonar and has provided new technical means for large-scale, real-time global measurement. However, recent research has shown that compared with the multibeam-derived bathymetry, it still has the limitation on spatial resolution and
quality, influenced by parameters such as depth, surrounding topography environment, computational scales, orbits, and positioning signals [23–27].

In recent years, deep learning has become an essential scientific computing tool and made significant contributions and development in various aspects such as image classification [28–30], object detection [31], feature extraction [32], making multisource extensive data-based ocean observations available and efficient and consequently being applied to the field of seafloor topography inversion. Style transfer is a common method of photo artistry in popular culture, which, with the computation of neural networks, can abstract the style and content information of multiple photographs and fuse them into a new creation. The implementation of the idea was proposed and developed by Gatys et al. [33,34] and is able to obtain excellent results using the VGGNet framework, a convolutional neural network (CNN) widely used in visual recognition. Inspired by it, we can consider the multibeam sonar and satellite bathymetry data in this study as style information and content information, respectively, and extract both to blend them into a new image with both information, i.e., the corrected satellite bathymetry data.

Jena et al. [35] developed an artificial neural network (ANN) model based on the radial basis function (RBF) to predict the water depth based on satellite-derived gravity data. Their results demonstrated that the precision of the ANN model is higher than other submarine topography models. Jha et al. [36] used the direct geostatistical sampling (DS)-based multi-point statistics (MPS) algorithm, merging the low-frequency high-resolution multibeam sonar data and high-frequency low-coverage shipborne survey data, utilizing the former to provide prior constraining information to simulate and generate fine depth maps. Moran [37] discussed the global viability of machine learning models for inversing bathymetry and the probability of an enhanced global model by experiment and concluded machine learning could help determine a decision boundary when generating models. Ghorbanidehno et al. [38] introduced a principal component analysis (PCA)-connected deep neural network (DNN) to perform bathymetry inversion using flow velocity observations, proving its accuracy and availability for a high-dimensional riverbed topography model with sparse measurements.

By attaining the unification of the spatial resolution of multibeam data and the spatial coverage of satellite altimetry data, it can provide a new means for high-precision, real-time global seafloor topography surveying. This paper proposes a novel optimization algorithm based on VGGNet, a popular model for applying a convolutional neural network (CNN). In order to obtain a “content” and “style” representation of the data image, it is necessary to create some intermediate layers that represent the higher-order features of the image. The role of the intermediate layers is to match the corresponding style and content targets to the input image, converting the original image pixels into a complex understanding of the features present in the image in order to construct an internal representation. The Adam optimizer is used to minimize the loss. Instead of updating the weights associated with the network, the input images are trained by iterating to minimize the loss. This model enhances the precision of satellite altimetry-derived bathymetry by using the input of multibeam sonar bathymetry data. These datasets primarily lie in the range of the estimated average global ocean depth.

The main contributions of this article are as follows.

1. A combination of high-spatial-resolution multibeam sonar-derived bathymetry (truth data) and high-coverage satellite altimetry-derived bathymetry (to-be-corrected data). This information is synthesized to obtain a corrected version of the latter, with the advantage of both.

2. A convolutional neural network (CNN)-based VGGNet algorithm is for the first time proposed to compute the distance (loss) between the two inputs-to-be-corrected data and truth data, where the former is transformed by minimizing the distance between them with backpropagation, generating an image that best matches the latter.

3. Experiments are conducted in the West Pacific, Southern Ocean, and East Pacific, to test the algorithm’s performance, with the results showing that the improvement in
computational precision can reach over 17% compared with previous research as far as we conclude.

2. Methodology and Data

In this section, we elaborate on the related background of the CNN-based VGGNet (VGG-19) algorithm and its detailed application to the correction of the bathymetry data. As shown in Figure 1, the structure of the proposed network consists of mainly three parts: (1) the input of the truth and to-be-corrected bathymetry data; (2) the designation of the network model, requiring a pre-trained VGG-19 framework, a loss function, gradient descent, and the optimization loop; (3) the output of the corrected version of satellite altimetry-derived bathymetry data.

![Figure 1. Main structure of the proposed network.](image)

2.1. Framework of VGGNet

For the past decades, the convolutional neural network (CNN) models have been improved and updated for better application in large-scale image recognition, such as AlexNet [39], CaffeNet [40] and VGGNet [41], etc. VGGNet applies a very small field of perception instead of a large area field, using $3 \times 3$ with a step size of 1. The decision function is more discriminative because there are 3 ReLU units. There are also fewer parameters, with 27 times the number of channels. Without modifying the perceptual field, VGGNet uses a $1 \times 1$ convolutional layer to make the decision function more nonlinear. Due to the tiny size of the convolutional filter, the VGGNet model can have a considerable number of weight layers, which means better performance potential. There are two general forms of VGGNet, VGG-16 and VGG-19, which are not fundamentally different, but only differ in the depth of the network, with VGG-19 having three more convolution layers.
Considering the experimental requirements and data parameters, VGG-19, which can offer deeper information, is chosen in the experiment. Compared with most previous CNN-originated models that have 4–7 layers, VGG-19 is constructed with 19 layers, including 16 convolutional layers and 3 fully connected layers, enabling it to extract the more abstract and more profound image features and reduce the number of parameters while being able to retain the same receptive field. Thus, it has improved the efficiency and accuracy of image computing [42–44].

The structure of VGG-19 is displayed in Figure 2. The entire network uses the exact size of convolution kernels (3 × 3) and maximum pooling kernels (2 × 2). The combination of several small filter (3 × 3) convolutional layers is better than a large one (5 × 5 or 7 × 7) as in the previous models. Since the convolution kernel focuses on expanding the number of channels and the pooling kernel focuses on reducing the width and height, the architecture is more profound and broader. At the same time, the increase in calculation slows down, showing the network a larger receptive field. At the same time, the network parameters are reduced, and the ReLU (Rectified Linear Unit) activation function is used multiple times to create more linear transformations to enhance the learning ability.

![Figure 2. Architecture of the VGG-19 model. The boxes represent the size of each layer.](image)

2.2. Model Training Steps

The correction of the bathymetry is conducted under the model of VGG-19. The overall framework is to take the satellite altimetric bathymetry data to be corrected as input values and the multibeam sonar bathymetry data to be treated as truth values as output. These procedures allow the machine to train a rationalization in the intermediate layer that minimizes the loss (distance) of this pair of datasets. The principle of the correction model is to define a distance function that describes how different the two input images are. The multibeam-derived data image and the satellite altimetry-derived data image covering the same area are passed to the model, which is supposed to return the intermediate layer outputs from the model. The distance function $L$ that we use is shown below:

$$
L^l(x, p) = \sum_{ij} \left( F^l_{ij}(x) - P^l_{ij}(p) \right)^2
$$

(1)

where $x$ stands for the multibeam sonar-derived bathymetry image, $p$ stands for the satellite altimetry-derived bathymetry image, and $i$ and $j$ stand for the serial number of pixel points of the input images. Let $V_{nn}$ be a pre-trained VGG-19 network and $X$ be any image, then $V_{nn}(X)$ is the network fed by $X$. Let $F^l_{ij}(x) \in V_{nn}(x)$ and $P^l_{ij}(p) \in V_{nn}(p)$ describe the respective intermediate feature representation of the network with the inputs $x$ and $p$ at layer $l$. At last, optimizers’ rules are applied to iteratively update the images, which minimizes a given loss to the inputs.

The evaluation of the correction precision is based on comparisons with the previous study. To quantify the differences and connections between the predicted value and truth
value, here we choose two evaluation measurements, root-mean-square error (RMSE), normalized RMSE (NRMSE), and coefficient of determination ($R^2$), as follows, respectively:

$$RMSE = \sqrt{\frac{\sum_{i=1}^{n}(\hat{f}_i - y_i)^2}{n}}$$  

(2)

$$NRMSE = \frac{RMSE}{y_{max} - y_{min}}$$  

(3)

$$R^2 = 1 - \frac{\sum_{i=1}^{n}(y_i - \bar{f}_i)^2}{\sum_{i=1}^{n}(y_i - \bar{y})^2}$$  

(4)

where $n$ represents the number of the values from the dataset, $i$ represents the serial number of the value from the dataset, $f$ represents the predicted values, and $y$ represents the truth values. The normalization of RMSE can make datasets of different numerical ranges easier to compare. $NRMSE$ and $R^2$ usually range from 0 to 1. The smaller RMSE, NRMSE, and the bigger $R^2$ mean that there is a higher correlation between the datasets.

Using the multibeam-derived data as the content image to match, we input and transform the satellite altimetry-derived data under the framework of VGG-19 to minimize the losses and distances between them. As a result, we can attain improved bathymetry data that combine the advantages of both the advantage of the high spatial precision of multibeam data and the high spatial coverage of satellite data.

2.3. Experiment Data

The original shipborne multibeam sonar bathymetry data used in the experiment were acquired at NOAA National Geophysical Data Center [45]. The interpolation preprocessing on the raw data is carried out to output the gridded digital elevation model (DEM) data. Meanwhile, the satellite altimetry data used in the experiment were acquired and extracted from NGDC’s ETOPO1 1 arc-minute global relief model, clipped with the same range as the multibeam sonar data above [46]. The grid resampling of the satellite altimetry data is performed according to the resolution of the corresponding multibeam data to unify the pairs to facilitate subsequent operations.

We used three pairs of multibeam-satellite bathymetry data from the West Pacific, Southern Ocean, and East Pacific and conducted experimental analysis. The location and parameters of the data are shown in Figure 3 and Table 1. In particular, the acquisition time of the bathymetric data is not listed in the table because the seafloor topography does not develop perceptibly on a scale of decades without anthropogenic influence.

![Figure 3](image-url).

Figure 3. Location of the acquired bathymetry data in (a) West Pacific, (b) Southern Ocean, and (c) East Pacific.
Table 1. The parameters of the acquired bathymetry data.

<table>
<thead>
<tr>
<th>Region</th>
<th>Coordinates of Center Point</th>
<th>Grid Resolution (m)</th>
<th>Data Size</th>
<th>Area (km²)</th>
<th>Depth Range (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>West Pacific</td>
<td>19°N, 144°E</td>
<td>103</td>
<td>12,624,868</td>
<td>133,937</td>
<td>−8987−−369</td>
</tr>
<tr>
<td>Southern Ocean</td>
<td>71°S, 173°E</td>
<td>93</td>
<td>5,097,104</td>
<td>43,700</td>
<td>−4077−−211</td>
</tr>
<tr>
<td>East Pacific</td>
<td>27°S, 109°W</td>
<td>93</td>
<td>9,135,007</td>
<td>78,318</td>
<td>−3921−−1266</td>
</tr>
</tbody>
</table>

For the VGG-19 model, the input parameter is a pair of multibeam-satellite bathymetry data. The output parameter is the corrected satellite altimetry data. In the dataset, 50% are randomly selected as the training set to initially fit the model and update the parameters. The remaining 50% are created as the validation set to provide an unbiased evaluation of the model conducted on the training set, which is the prediction results.

3. Analysis of Results

The output of the model is the corrected satellite altimetry bathymetry data, as shown in Figure 4. As seen in the comparison, the overall texture of the bathymetric map becomes refined after correction, compared with the roughness of the original data, being closer to the real topographic pattern of the seafloor. It visually shows the effect of the correction model.

![Original vs Corrected](image_url)

Figure 4. Bathymetric maps of (a) West Pacific, (b) Southern Ocean, and (c) East Pacific before and after correction.
The default hyperparameter settings of the VGG-19 model used for the experiments are listed in Table 2. The content layer, style layer, and the weights between content, style, and total variance loss were set so that they remained approximately the same order of magnitude in the experiments. The learning rate was set so that the iterations were performed in a convergent process and the loss curve decreases smoothly.

Table 2. Default hyperparameter settings of the model.

<table>
<thead>
<tr>
<th>Hyperparameters</th>
<th>Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content layer</td>
<td>‘conv4_2’</td>
</tr>
<tr>
<td>Style layers</td>
<td>‘conv1_1’, ‘conv2_1’, ‘conv3_1’, ‘conv4_1’, ‘conv5_1’</td>
</tr>
<tr>
<td>Weights of loss at content layer</td>
<td>1</td>
</tr>
<tr>
<td>Weights of loss at style layers</td>
<td>1, 1, 1, 1</td>
</tr>
<tr>
<td>Weights among content, style, and total</td>
<td>$1 \times 10^{-4}$, $1 \times 10^{-5}$</td>
</tr>
<tr>
<td>variation loss</td>
<td></td>
</tr>
<tr>
<td>Learning rate</td>
<td>starts at 10, linear decay over 100 iterations to 1</td>
</tr>
</tbody>
</table>

The loss function is applied to estimate the gap between the output value of the model and the truth value to guide the subsequent optimization steps of the model. The smaller the loss function value, the better the model. The loss of the training and test sets is shown in Figure 5. In all the experimental areas, the loss of the model dropped sharply to around 0.2 after 20 epochs and started to decrease gradually, especially after 70 epochs. Moreover, it shows that no apparent overfitting phenomenon is found during the computing process. It can be concluded that the VGG-19 model can effectively reduce the loss of experimental data from these three sea areas.

The parameters of the model’s performance are evaluated by running tests on 50% of the multibeam sonar data from the validation set, with its outcome listed in Table 3. From the perspective of $R^2$, there is a high correlation between the corrected datasets from the West Pacific, Southern Ocean, and East Pacific, respectively 0.80, 0.81 and 0.77, and the truth datasets, indicating an excellent fit. Regarding the RMSE and NRMSE, the figures show that the model results in errors of 267 m, 102 m, and 87 m in the West Pacific, Southern Ocean, and East Pacific datasets, along with the NRMSE being 0.031, 0.026, and 0.033, respectively. Compared with previous similar studies [35,36], our model can improve the NRMSE of the datasets by more than 19%, proving its potential. In addition, we believe there is a consistent trend in the changes of $R^2$ and the RMSE, with the correction effect of the data in the Southern Ocean being the best, followed by the West Pacific and then the East Pacific.

Table 3. The overall precision of the correction.

<table>
<thead>
<tr>
<th></th>
<th>$R^2$</th>
<th>RMSE (m)</th>
<th>NRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>West Pacific</td>
<td>0.80</td>
<td>267</td>
<td>0.031</td>
</tr>
<tr>
<td>Southern Ocean</td>
<td>0.81</td>
<td>102</td>
<td>0.026</td>
</tr>
<tr>
<td>East Pacific</td>
<td>0.77</td>
<td>87</td>
<td>0.033</td>
</tr>
</tbody>
</table>
The loss function is applied to estimate the gap between the output value of the model and the truth value to guide the subsequent optimization steps of the model. The smaller the loss function value, the better the model. The loss of the training and test sets is shown in Figure 5. In all the experimental areas, the loss of the model dropped sharply to around 0.2 after 20 epochs and started to decrease gradually, especially after 70 epochs. Moreover, it shows that no apparent overfitting phenomenon is found during the computing process. It can be concluded that the VGG-19 model can effectively reduce the loss of experimental data from these three sea areas.

Figure 5. The loss of training set and validation set from the experiment of (a) West Pacific, (b) Southern Ocean and (c) East Pacific.

In the experiments, we find that the precision of the correction, taking $R^2$ as an example, varies with the water depth, as shown in Figure 6. As can be seen from the figure, in general, the minimum $R^2$ is above 0.2, which occurs at the extreme value of the water depth. At the same time, the maximum can reach more than 0.9, and the water depth in each water area varies, with maximum and minimum values for each sea area being almost identical. In the West Pacific data, $R^2$ is higher than 0.8 in the water depth range from about $-4500$ to $-1900$ m, showing a strong correlation, with a maximum at about $-3200$ m. For the Southern Ocean data, $R^2$ is strongly correlated at around $-500$ m and around $-1800$ m to $-2400$ m, with a maximum of around $-2200$ m. For the East Pacific data, $R^2$ is strongly correlated in the range from about $-2400$ m to $-3600$ m, with a maximum of about $-3500$ m.
Figure 6. Relationship between water depth and precision ($R^2$) in (a) West Pacific, (b) Southern Ocean, and (c) East Pacific.

From experience, the precision of machine learning is positively correlated with the data volume of the dataset samples. Without considering other parameters, the larger the sample size, the higher the learning precision, and vice versa. In the experiments, histograms of the distribution of water depth versus the number of data points were taken into account. In water depth ranges with significant variability in the number of data points, $R^2$ shows a low level, whereas the depth ranges with high $R^2$ tend to have a more
concentrated distribution and slighter variability. Specifically, the accuracy of the model is low in the case of smaller sample size, such as at the maximum and minimum values of water depth in these three experimental areas. In the depth range where the distribution sample size is large, the accuracy is reflective of high correlation. In general, the undulating variation of $R^2$ at different water depths in the figure reflects the topographic specificity of the seafloor in the three areas. Experiments show that with the input of sufficient data volume, the satellite altimetry-derived bathymetry data corrected by the VGG-19 model can be highly fitted with the multibeam-derived data in specific water depth ranges.

Figure 7 illustrates the percentage distribution of the NRMSE (the original NRMSE values are expanded to 1000 times for ease of presentation). As mentioned before, like the RMSE, a smaller value of the NRMSE indicates higher accuracy, and vice versa. From the figure, it can be seen that the NRMSE distribution of the data in all three experiment regions roughly follows a pattern of high in the middle and low on both sides. That is, the percentage of data points with the highest and lowest precision are both small, and the percentage of those with the middle precision is the largest, and all lie in the range from 15% to 40%. The NRMSE values range from 0.018–0.036, 0.016–0.039 and 0.020–0.040 for the West Pacific, Southern Ocean and East Pacific, and the maximum percentages correspond to values of 0.021, 0.029 and 0.025, respectively. From the trend lines, both the West Pacific and East Pacific data exhibit smoother right-skewed distribution, indicating that the mean NRMSE for these two datasets is greater than the median and mode. The Southern Ocean data, on the other hand, are not significantly skewed, with two peaks around 0.018 and 0.029 and the rest relatively evenly distributed. Combined with Table 3, the Southern Ocean data have the best overall NRMSE performance, and it can be assumed that the relative average trend of the Southern Ocean data curve still represents the best performance even though there are no peaks as prominent as the other two. The overall performance of the West Pacific data is better than that of the East Pacific, which can also be seen in the trend line of the two, i.e., with 0.023 as the dividing line, the percentage of the West Pacific data points is higher than that of the East Pacific when the NRMSE decreases, and vice versa.

**Figure 7.** Percentage distributions of NRMSE ($\times 10^{-3}$) in (a) West Pacific, (b) Southern Ocean, and (c) East Pacific.

We subtract the corrected water depth values of the satellite altimetry data from the truth value of the multibeam sonar data and then find that the distribution of errors between the two is in the form of high in the middle (zero) and low on both sides, that is, the closer the error is to 0, the greater the number of data points is, and vice versa, as
shown in Figure 8. In the West Pacific data, the data point with zero error as the maximum value is isolated, not continuous with the rest of the curve, indicating that the VGGNet model results in significantly more error-free bathymetry points. In the other two data, the data curves are relatively continuous, decreasing from the maximum value of zero to both sides. In contrast, the Southern Ocean data curve is more convergent near zero than the East Pacific one, indicating that its correction effect is better.

Figure 8. Differences between corrected and truth values in (a) West Pacific, (b) Southern Ocean, and (c) East Pacific.
For a more intuitive representation, we use the absolute value of the results above to calculate the percentage of the data within the range between 2% and 1% to the total depth of each data, with the values representing the errors from the truth value, as listed in Table 4. As the error range decreases, the number of data points increases gradually.

Table 4. Proportion of corrected errors from truth values within 2% and 1% depth range.

<table>
<thead>
<tr>
<th></th>
<th>2% of Depth (%)</th>
<th>1% of Depth (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>West Pacific</td>
<td>67.25</td>
<td>45.73</td>
</tr>
<tr>
<td>Southern Ocean</td>
<td>76.19</td>
<td>60.34</td>
</tr>
<tr>
<td>East Pacific</td>
<td>68.30</td>
<td>41.55</td>
</tr>
</tbody>
</table>

On average, the data points with an error within 2% of the depth value account for 70.58% of the total and 49.21% within the 1% range. Compared with previous studies, the correction precision of the deep learning VGG-19 model can be effectively improved by over 17% [35,36].

Among the depth range indicators, the accuracy of the corrected Southern Ocean data is consistently better than the other two by a relatively large margin. In the 2% range, the East Pacific and West Pacific data performed almost indistinguishably, with the East Pacific data slightly higher. Combining that data with the information in Table 3, we find that the parameters show relative consistency. For most cases, the data of the Southern Ocean have the best correction, while the West Pacific and East Pacific data are the second and lowest, respectively.

4. Conclusions

This study proposes a pretrained convolutional neural network (CNN)-based VGGNet deep learning model to correct the satellite bathymetry data. The core idea of the correction model is to define and minimize the distance (loss) between the truth data and to-be-corrected data, and finally output the corrected satellite altimetry seafloor topography accordingly. We then evaluate the model performance using three pairs of representative bathymetric datasets from the West Pacific, Southern Ocean, and East Pacific, respectively, with different hydrological environments and geographical locations. In the testing process, the loss of the training and validation set of the training process has been effectively reduced, proving the model’s effectiveness.

We selected three indicators, $R^2$, RMSE, and its derived NRMSE, to evaluate the correction results of the data, showing excellent outcomes with the NRMSE indicator being over 19% higher than the previous research. Further, by analyzing the difference in $R^2$ values at different water depths, we find that the correction precision of the deep learning model has a positive correlation trend with the sample size. That is, the accuracy of the depth values with more data points is higher, and vice versa.

Finally, we discover that the differences between the truth and corrected values gradually decreases from the maximum value at zero to both sides of the number axis. Then, we analyze the proportion of the absolute value of the difference to the overall water depth and find that the deep model can improve the correction precision by more than 17% compared with previous research. Overall, the Southern Ocean data have the highest correction precision among the three test areas, followed by the West Pacific data, and the East Pacific data ranked last.

There are many factors that contribute to the differences in accuracy of the correction. In terms of systematic errors, differences in sampling accuracy when satellites orbit at different latitudes and the band-limited correlation between gravity–altimetry signals under different geological conditions may exert an influence on the accuracy of the data [15,27]. The heterogeneous quality of the multibeam sonar data, the truth value, during ship measurements can also affect the inversion results. In addition, resampling, as a fitting process, inherently introduces errors, which may also vary with different resampling
approaches. A quantitative analysis of the error mechanism needs to be elaborated in more detail in future studies in order to promote the method globally.

The generalizability of the model can have an impact on the ability to predict new unknown data, and there is some room for enhancement if greater data size is applied. On the one hand, a new piece of bathymetric data can be considered in the validation set instead of the other half of the same bathymetric data, in order to increase the noise and add more randomness to the search for the optimal solution of the loss function. On the other hand, a comparison of different optimizer types can be included to select the one that can combine the optimal performance of the loss and generalization [34,47].
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