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Abstract: Point cloud classification is a key step for three-dimensional (3D) scene analysis in terrestrial laser scanning but is commonly affected by density variation. Many density-adaptive methods are used to weaken the impact of density variation and angular resolution, which denotes the angle between two horizontally or vertically adjacent laser beams and are commonly used as known parameters in those methods. However, it is difficult to avoid the case of unknown angular resolution, which limits the generality of such methods. Focusing on these problems, we propose a density-adaptive feature extraction method, considering the case when the angular resolution is unknown. Firstly, we present a method for angular resolution estimation called neighborhood analysis of randomly picked points (NARP). In NARP, \( n \) points are randomly picked from the original data and the \( k \) nearest points of each point are searched to form the neighborhood. The angles between the beams of each picked point and its corresponding neighboring points are used to construct a histogram, and the angular resolution is calculated by finding the adjacent beams of each picked point under this histogram. Then, a grid feature called relative projection density is proposed to weaken the effect of density variation based on the estimated angular resolution. Finally, a 12-dimensional feature vector is constructed by combining relative projection density and other commonly used geometric features, and the semantic label is generated utilizing a Random Forest classifier. Five datasets with a known angular resolution are used to validate the NARP method and an urban scene with a scanning distance of up to 1 km is used to compare the relative projection density with traditional projection density. The results demonstrate that our method achieves an estimation error of less than 0.001° in most cases and is stable with respect to different types of targets and parameter settings. Compared with traditional projection density, the proposed relative projection density can improve the performance of classification, particularly for small-size objects, such as cars, poles, and scanning artifacts.

Keywords: terrestrial laser scanning (TLS); point density; angular resolution; relative projection density; classification

1. Introduction

The increasingly extensive application of 3D laser scanning has led to the development of research in many fields, such as forest investigation [1–3], autonomous driving [4], building modeling and detection [5,6], cultural relic protection [7], etc. However, the original scanning data only provides spatial information and does not contain semantic information that can be directly understood and applied in such fields. Therefore, it is necessary to assign a semantic label to each point before further applications, which is called point cloud classification.

Feature extraction, as a vital step of classification, aims to find discriminative features describing 3D distribution from massive points [8], which directly affects the accuracy
of subsequent point cloud processing. Commonly used point cloud features include RGB colors [9], intensity features [10–13], geometric features [9,14–17], etc. The intensity and RGB information are not always available, which limits the generality of methods using those features. Moreover, RGB color and intensity information are not necessarily conducive to improving classification accuracy [18].

As 3D coordinates are fundamental information in all LiDAR (Light Detection and Ranging) systems. We only use geometric features for classification in this study, which can be extracted directly from 3D coordinates and depends on the local structure and point density [10,19–21]. The three major types of laser scanning data (Airborne Laser Scanning, Mobile Laser Scanning, and Terrestrial Laser Scanning) present different point distributions. For instance, Airborne Laser Scanning (ALS) is used to collect large-scale 3D information with almost uniform point density. As an important complement to ALS, Mobile Laser Scanning (MLS) and Terrestrial Laser Scanning (TLS) can capture dense and detailed 3D information from the side view. The scanning targets are mainly distributed on the two sides of the route in MLS, with a similar distance to the scanning center, while the distribution of the targets is more complex in TLS. Thus, the density variation in TLS is commonly larger than that of MLS, in spite of the similar scanning pattern [22]. In this research, we mainly focus on the effect of density variation on the representation of geometric features in TLS data. As one of the factors that affect geometric features, the impact of density variation on feature extraction has been focused on feature extraction strategy and parameter setting in previous studies.

Local point density can be directly used as a feature to reflect the point distribution characteristics by counting the number of points in a given geometric primitive, such as a sphere and a cylinder [11,16,21,23–25]. Pirotti et al. delimited the working area by calculating the point density and defining the lowest acceptable point density [11]. Previous research has established that specific objects can be detected by density variation. For instance, leaf points are separated by utilizing the remarkable density difference between leaf and wood points [26,27]. On this basis, Tan et al. further analyzed the factors influencing the density variation and calibrated the distance effect on density [2]. Che et al. proposed a method to filter TLS data with a scanline density analysis by simulating reference point density based on distance and angular resolution, which is the angle between two horizontally or vertically adjacent laser beams [28]. Ibrahim et al. extracted ground points by counting the point number in cylinder neighborhoods and set the density threshold according to the average point density and the number of drive lines [29]. In addition to directly using point density as a feature description, projecting 3D points onto the XOY plane is another common strategy [14,19,30,31]. Li et al. projected the points onto a rectangular grid in the XOY plane, counting the number of points in each sub-grid, and taking it as the projection density. The points with projection density above a predefined threshold are labeled as building façade [32–34]. In some studies, projection density is also used to extract poles in an urban scene [35] and individual trees in a forest scene [31,36].

Density variation also affects the parameter setting in the post-processing, e.g., grid size [37], slice thickness [38], voxel size [39], density threshold [40], and neighborhood setting [19]. Setting a unified threshold may be unsuitable when dealing with data of large density variation. In order to solve the problems brought by threshold setting, Liu et al. generated an adaptive threshold for each grid based on scanning distance and angular resolution to detect dynamic targets at different distances [41]. Cheng et al. calculated the threshold of projection density based on the distance from the farthest building to the scanner, the height of the lowest building, and angular resolution [42]. However, this approach requires a detailed understanding of the entire scene. To solve this problem, Chen et al. calculated the threshold of projection density based on the polar grid and vertical angular resolution [22].

In addition to the threshold setting, many studies have weakened the effect of density variation on feature extraction by changing the neighborhood setting, further improving feature saliency. Under the neighborhood with the same scale, density variation will result
in a lower number of neighboring points farther away from the scanner, which affects the
discrimination of local features. In order to overcome the effect of density variation on
the fix-scale neighborhood, Dimitrov et al. determine the representative radius by various
surfaces, mitigating the impact of density variation [43]. Another idea is to evaluate a series
of neighborhood settings through local features, such as eigenentropy [19], curvature [44],
surface variation [45], or direct use multi-scale neighborhoods for feature extraction [46,47].
However, the selection of the search range still depends on prior knowledge. To solve this
problem, Chen et al. constructed a density-adaptive search range for each point, based on
the theoretical point spacing estimated from a distance and angular resolution [30,48].

Although the above methods take into account the effect of density variation on feature
extration, which can improve the accuracy of classification and object recognition, there
are still some problems to be solved.

(1) Angular resolution is an important parameter in many density-adaptive methods,
indicating how close two adjacent points are under a given distance. However,
most current methods assume that it is a known parameter and directly take it into
calculation [28,30,41,42,48]. Although the angular resolution can be obtained directly
from the scanner settings, the condition with the unknown angular resolution is
unavoidable, limiting the generality of the current methods.

(2) Among the object extraction methods, many density-adaptive methods are designed
for specific objects. The target objects are distinguished from other objects in the
scene by defining a set of rules that take the geometric features into account, such as
buildings [32,34,49,50], vehicles [29], or trees [36]. There is still a lack of feature design
considering density variation in multi-class classification.

Focusing on the above limitations, we provide a solution when the angular resolution
is unknown in density-adaptive processing and propose an alternative density-adaptive
method for feature extraction considering density variation in multi-class classification.
The following objectives are accomplished:

(I) Focusing on the case when angular resolution is unknown, we present a stable method
to estimate the angular resolution of TLS data, called the neighborhood analysis of
randomly picked points (NARP), and

(II) Based on the estimated angular resolution, we propose a grid-based feature called
relative projection density, to adapt to the density variation in TLS data. In contrast to
the commonly used projection density in previous studies [19,30–34,49], the relative
projection density can weaken the effect of density variation and strengthen the
relationship between projection density and object geometry.

2. Methodology

The proposed method mainly includes four steps: ground filtering, angular resolution
estimation, feature extraction, and classification, as shown in Figure 1. Firstly, we use
Cloth Simulation Filtering (CSF) [51] to extract ground points. Then, the angular resolution
is estimated by NARP for non-ground points. In the step of feature extraction, some
commonly used multi-dimensional geometric features [14,19,20,30,52] are extracted for
each non-ground point, with traditional projection density replaced by relative projection
density. Finally, a Random Forest (RF) classifier is used to label each point and evaluate
feature importance.

![Figure 1. Workflow of our method.](image-url)
2.1. Estimation of Angular Resolution with NARP

During scanning, laser beams are emitted from the scanning center with a fixed interval called angular resolution. The angle intervals between horizontally and vertically adjacent beams are horizontal and vertical angular resolution, respectively. Notice that we mean the XOY plane is positioned “horizontally” in this research, instead of the absolutely horizontal plane obtained by leveling equipment, and “vertically” means the direction perpendicular to the XOY plane. Focusing on the case when angular resolution is unknown, we propose a method to estimate it, called the neighborhood analysis of randomly picked points (NARP). The basic idea is to analyze the angles between the beams of the picked point and its neighboring points, and then find the adjacent beams of the picked point, as shown in Figure 2.

![Workflow of NARP.](image)

We first separate ground points from original data with the CSF algorithm [51], as the parameters in this method are easy to tune. The estimation and classification are then executed on the non-ground points. Our method randomly selects \( n \) points from the non-ground points and finds the \( K \) nearest points for each of them with the KNN (K nearest neighbors) search used as follows:

\[
N(p_i) = \{ p_{ij}, \ j = 1, 2 \ldots K \}, i = 1, 2 \ldots, n
\]  

where \( p_i \) represents the randomly selected point and \( p_{ij} \) represents the points in the neighbor of \( p_i \), labeled as \( N(p_i) \).

In TLS data, a point is commonly represented by rectangular coordinates. To calculate the angle interval between beams of different points, we transform rectangular coordinates to polar coordinates (see Figure 3):

\[
\begin{align*}
\rho &= \sqrt{x^2 + y^2}, \quad \alpha = \arccos(z/\rho) \\
\theta &= \begin{cases} 
\arccos(x/\rho), & y \geq 0 \\
2\pi - \arccos(x/\rho), & y < 0
\end{cases}
\end{align*}
\]
where \((x, y, z)\) and \((\rho, \theta, \alpha)\) are the rectangular and polar coordinates of one point, respectively. As shown in Figure 3, \(\theta\) is the azimuth angle with a range of \([0^\circ, 360^\circ]\) and \(\alpha\) is the zenith angle with a range of \([0^\circ, 180^\circ]\).

![Relation between rectangular and polar coordinates.](image1)

Based on the polar coordinates, the azimuth and zenith angle intervals between the beams of each \(p_i\) and its neighboring points \(p_{ij}\) can be calculated (see Figure 4), labeled as \(\Delta \theta_{ij}\) and \(\Delta \alpha_{ij}\), as shown below:

\[
\Delta \theta_{ij} = \text{abs}(\theta_{ij} - \theta_i), \quad i = 1, 2, \ldots, n, \quad j = 1, 2, \ldots, K
\]
\[
\Delta \alpha_{ij} = \text{abs}(\alpha_{ij} - \alpha_i), \quad i = 1, 2, \ldots, n, \quad j = 1, 2, \ldots, K
\]

where \(\theta_i\) and \(\alpha_i\) are the azimuth and zenith angle of \(p_i\), \(\theta_{ij}\) and \(\alpha_{ij}\) are the azimuth and zenith angle of \(p_{ij}\). The interval value \(\Delta \theta_{ij}\) can represent the horizontal angular resolution when \(p_i\) and \(p_{ij}\) are located on two horizontally adjacent beams. Similarly, \(\Delta \alpha_{ij}\) can represent the vertical angular resolution when the beams of \(p_i\) and \(p_{ij}\) are vertically adjacent. Thus, the key of our method is to recognize the points in \(N(p_i)\) that belong to the horizontally or vertically adjacent beams of \(p_i\).

![Calculation of azimuth and zenith angle interval between one point and its neighboring points.](image2)

Based on Equation (3), we can obtain \(n*K\) values of \(\Delta \theta_{ij}\) and \(\Delta \alpha_{ij}\), respectively. Then, a histogram is constructed for \(\Delta \theta_{ij}\) and \(\Delta \alpha_{ij}\), respectively, with an interval of \(\Delta\). Figure 5 shows an example of histogram construction on a plane without occlusion. The \(\Delta \theta_{ij}\) and \(\Delta \alpha_{ij}\) calculated from points on the central scanning line (line a and 1) are 0°. Theoretically, that means points located in the first interval (\([0^\circ, 0.005^\circ]\) in Figure 5) correspond to the beams on the central line. For other scanning lines, there are more neighboring points located on the horizontally or vertically adjacent line (lines b and 2 in Figure 5) than others.
Thus, except for the first interval, the interval with the maximum point number commonly corresponds to the horizontally or vertically adjacent line of the central point. We calculate the mean $\Delta \theta_{ij}$ and $\Delta \alpha_{ij}$ values in the selected interval as the horizontal and vertical angular resolution $\theta_{ar}(\Delta)$ and $\alpha_{ar}(\Delta)$.

Figure 5. Example of the histogram of azimuth and zenith angle intervals.

It may be hard to obtain accurate estimation results with a single run of histogram construction because a suitable $\Delta$ always requires tuning the parameter many times. To solve this problem, a series of $\Delta$ values are generated for histogram construction. For each $p_i$, the eight closest points in $N(p_i)$ are picked and $8*8$ azimuth and zenith angle intervals can be obtained, respectively. Then, the median of all those $\Delta \theta_{ij}$ and $\Delta \alpha_{ij}$ values, labeled as $\Delta \theta_{min}$ and $\Delta \alpha_{min}$, are used to generate the range of $\Delta$ values, as shown below:

$$
\Delta \theta_{ij} = 0.25\Delta \theta_{min} + (i - 1) \times 0.05\Delta \theta_{min}, i = 1, 2, \ldots, 11
$$

$$
\Delta \alpha_{ij} = 0.25\Delta \alpha_{min} + (i - 1) \times 0.05\Delta \alpha_{min}, i = 1, 2, \ldots, 11
$$

Then, a series of horizontal and vertical angular resolutions can be obtained with histograms constructed from different $\Delta \theta_{ij}$ and $\Delta \alpha_{ij}$, of which the median values are used as the final estimation result, as shown below:

$$
\theta_{ar} = \text{median}(\theta_{ar}(\Delta \theta_{ij})), i = 1, 2, \ldots, 11
$$

$$
\alpha_{ar} = \text{median}(\alpha_{ar}(\Delta \alpha_{ij})), i = 1, 2, \ldots, 11
$$

where $\theta_{ar}$ and $\alpha_{ar}$ are the estimated horizontal and vertical angular resolution, and $\theta_{ar}(\Delta \theta_{ij})$ and $\alpha_{ar}(\Delta \alpha_{ij})$ are the estimated result from the histogram constructed with interval $\Delta \theta_{ij}$ and $\Delta \alpha_{ij}$.

2.2. Using Relative Projection Density in Classification

2.2.1. Neighborhood Selection

In some research, fixed parameters are set to select neighboring points. Additionally, such methods are only suitable for datasets with uniform point density, and the selection of scale parameters relies on experience and heuristic knowledge. Since suitable neighboring parameters vary with different datasets, they show many insufficiencies when using fixed neighborhoods [52,53]. To overcome the insufficiency of fixed-scale neighborhoods, we use the method in [19] to select a suitable neighborhood for each point.
Based on the principal component analysis method, a 3D covariance matrix \( S \) can be constructed for a given point \( P_0 = [x_0, y_0, z_0]^T \) by involving its \( k \) closest neighboring points \( P_i = [x_i, y_i, z_i]^T \) \((i = 1, 2, \ldots, k)\):

\[
S = \frac{1}{k+1} \sum_{i=0}^{k} (P_i - \overline{P})(P_i - \overline{P})^T
\]

where \( \overline{P} \) represents the geometric center of the closest neighbors.

The matrix \( S \) can be decomposed to obtain eigenvalues \( \lambda_1, \lambda_2, \) and \( \lambda_3 \) (where \( \lambda_1 > \lambda_2 > \lambda_3 \)). Then, the normalized eigenvalues \( e_1, e_2, \) and \( e_3 \) can be obtained by the sum of the three eigenvalues \( \sum \lambda \) and used to calculate the three-dimensionality features:

\[
L_\lambda = \frac{e_1 - e_2}{e_1}
\]

\[
P_\lambda = \frac{e_2 - e_3}{e_1}
\]

\[
S_\lambda = \frac{e_3}{e_1}
\]

which are usually considered as the probabilities of a point to be labeled as linearity (1D), planarity (2D), or scattering (3D). Then, the unpredictability of a neighborhood can be measured by the eigenentropy:

\[
E_\lambda = -e_1 \ln(e_1) - e_2 \ln(e_2) - e_3 \ln(e_3)
\]

For different scale parameters, the \( k \) value yields the minimum eigenentropy chosen to generate the optimal neighborhood. In this research, we start from \( k = 10 \) and increase the neighborhood parameter \( k \) successively with a step size of \( \Delta k = 10 \) until the upper bound of \( k = 100 \).

### 2.2.2. Extraction of Commonly Used Features

As the intensity and RGB information are not always available for TLS data, we only use geometric features in this paper. A series of features that are commonly used in previous studies, such as [19,20,52], are extracted under the neighborhood generated in the previous step and divided into two sets, as shown in Table 1.

The first set includes a variety of 3D features, which are directly derived by describing the local geometric structure of the neighborhood. The three-dimensionality features and the eigenentropy from Equations (8)–(11) are directly used as geometric features. Then, the normalized eigenvalues \( e_1, e_2, \) and \( e_3 \) are further used to generate the Shannon entropy, omnivariance, anisotropy, and curvature variation in Table 1. The verticality describes the relationship between the fitted plane and the XOY plane:

\[
V = 1 - |n_z|
\]

where the vertical component \( n_z \) of the normal vector is the eigenvector corresponding to the minimum eigenvalue \( \lambda_3 \) in the neighborhood of the given point \( X \).

The second set consists of three grid features, generated by projecting original points onto a rectangular grid in the XOY plane. Then, the grid features can be derived by analyzing the overall points in each sub-grid, e.g., projection density, maximum height difference, and the standard deviation of all height values [14,19,21,30]. In this study, we
directly use the height difference and height standard deviation defined in previous work and improve the traditional projection density to adapt to the density variation.

Table 1. Geometric features.

<table>
<thead>
<tr>
<th>Set</th>
<th>Feature</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Covariance features</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Linearity</td>
<td>$L_1$</td>
</tr>
<tr>
<td></td>
<td>Planarity</td>
<td>$P_1$</td>
</tr>
<tr>
<td></td>
<td>Scattering</td>
<td>$S_1$</td>
</tr>
<tr>
<td></td>
<td>Shannon entropy</td>
<td>$E_{\text{dim}} = -L_1 \ln(L_1) - L_2 \ln(L_2) - L_3 \ln(L_3)$</td>
</tr>
<tr>
<td></td>
<td>Eigenentropy</td>
<td>$E_{\lambda} = -e_1 \ln(e_1) - e_2 \ln(e_2) - e_3 \ln(e_3)$</td>
</tr>
<tr>
<td></td>
<td>Omnivariance</td>
<td>$O_1 = \sqrt{e_1 e_2 e_3}$</td>
</tr>
<tr>
<td></td>
<td>Anisotropy</td>
<td>$A_1 = (e_1 - e_3) / e_1$</td>
</tr>
<tr>
<td></td>
<td>Curvature variation</td>
<td>$C_1 = e_3 / (e_1 + e_2 + e_3)$</td>
</tr>
<tr>
<td></td>
<td>Verticality feature</td>
<td>Verticality</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$V = 1 -</td>
</tr>
<tr>
<td>II</td>
<td>Grid features</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Relative projection density</td>
<td>$N_{\text{rd}} = N_{\text{grid}} - N_{\text{ref}}$</td>
</tr>
<tr>
<td></td>
<td>The maximum height difference</td>
<td>$\Delta Z = Z_{\text{max}} - Z_{\text{min}}$</td>
</tr>
<tr>
<td></td>
<td>The standard deviation of $z$ values within the sub-grid</td>
<td>$\sigma_z$</td>
</tr>
</tbody>
</table>

2.2.3. Relative Projection Density

As an important grid feature, projection density is typically defined as the number of points falling into each sub-grid, which is mainly affected by scanning geometry, object geometry, and scanning resolution. Scanning geometry is a function of distance and incidence angle, and object geometry describes the shape of the scanned object [28]. Scanning resolution can be measured by the angle interval between adjacent laser beams emitted from the scanning center, which can also be represented by angular resolution. As object geometry and angular resolution are unchangeable in a given dataset, scanning geometry is the main factor affecting the density variation. Among the two variables in scanning geometry, we mainly focus on the effect brought by distance, as the target with a high incidence angle is commonly not the main scanning target.

The number of laser beams passing through each sub-grid will decrease rapidly with the increase in scanning distance. Thus, the traditional projection density $N_{\text{grid}}$ will also decrease rapidly and cannot reflect the object geometry of different classes properly. Therefore, we weaken the effect of scanning geometry on projection density by calculating the reference projection density $N_{\text{ref}}$ for each sub-grid. Following this line of thought, we propose a grid feature called relative projection density defined as the ratio between $N_{\text{grid}}$ and $N_{\text{ref}}$.

$N_{\text{ref}}$ also represents the theoretical number of laser beams passing through one sub-grid on the XOY plane, which can be calculated by the horizontal angular resolution and the angle interval of a sub-grid:

$$N_{\text{rd}} = \frac{N_{\text{grid}}}{N_{\text{ref}}}$$

where $\theta_{hr}$ represents the horizontal angular resolution and $\theta$ represents the angle interval of a sub-grid, as shown in Figure 6. It can be expressed as:

$$N_{\text{ref}} = \frac{\theta}{\theta_{hr}}$$

where $\theta_i$ represents the azimuth angle of the line from the origin to the four sub-grid vertices.

$$\theta = \max(\theta_i) - \min(\theta_i), \ i = 1, 2, 3, 5$$
Figure 7a. In this scanline, we analyze the variation of three types of projection density in terms of distance, including traditional projection density ($N_{\text{grid}}$), reference projection density ($N_{\text{ref}}$ in Equation (14)), and relative projection density ($N_{\text{rd}}$ in Equation (13)), as shown in Figure 7b–d. The building is commonly considered to have a larger projection density than other objects; however, due to the effect of scanning distance, the traditional projection density of small-size objects at close range may be larger than a building at a distance. As shown in Figure 7a,b, although the surface area of the building is much larger than the vegetation, the traditional projection density $N_{\text{grid}}$ of vegetation at 4 m and 43 m is much larger than the building at 300 m from the scanner. This phenomenon demonstrates that the traditional projection density $N_{\text{grid}}$ is not effective enough to distinguish those objects. In contrast, the relative projection density ($N_{\text{rd}}$) is valid even though the building is far away from the scanner. In this manner, vegetation, a car, and a building can be distinguished by calculating the relative projection density, as shown in Figure 7d. The variation is consistent with the object geometry, which can correctly reflect the ground truth. After feature extraction, the relative projection density is combined with other commonly used geometric features to construct a 12-dimensional feature vector, and the semantic label is generated using Random Forest.

![Figure 6](image6.png)  
**Figure 6.** The angle interval of the sub-grid.

![Figure 7](image7.png)  
**Figure 7.** Comparison of three density definitions. (a) Scanline and surrounding objects, (b) Traditional projection density, (c) Reference projection density, (d) Relative projection density.
3. Experimental Results and Results
3.1. Effectiveness of the NARP Method
3.1.1. Dataset
The proposed method is tested on five datasets collected with different scanners and angular resolutions, as shown in Figure 8. The first dataset is captured under a forest scene, in which high trees are the main targets, while the others are captured under an urban environment with man-made objects and mixed with vegetation. The detailed information is shown in Table 2, including the scanner, the point number, and the setting of the angular resolution.

![Test data for estimation of angular resolution colored by height.](image)

**Figure 8.** Test data for estimation of angular resolution colored by height.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Scanner</th>
<th>Point Number</th>
<th>Angular Resolution Setting in Scanning/°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data 1</td>
<td>Reigl-VZ400</td>
<td>53101629</td>
<td>0.03 0.02</td>
</tr>
<tr>
<td>Data 2</td>
<td>FARO Focus S350</td>
<td>15831994</td>
<td>0.035 0.035</td>
</tr>
<tr>
<td>Data 3</td>
<td>Reigl-VZ2000</td>
<td>10396796</td>
<td>0.04 0.04</td>
</tr>
<tr>
<td>Data 4</td>
<td>STONEX X300</td>
<td>1876543</td>
<td>0.09 0.09</td>
</tr>
<tr>
<td>Data 5</td>
<td>Reigl-VZ400</td>
<td>1346313</td>
<td>0.2 0.092</td>
</tr>
</tbody>
</table>

3.1.2. Comparison of the Point Spacing-Based Method
Our method is compared with the point spacing-based method [48] on the five datasets, as shown in Tables 3 and 4. The results of our method are averaged on 100 runs for each dataset, as each run may vary because of the strategy of randomly selecting points. The parameters N and K in this test are set as 500 and 30. In the spacing-based method, we manually select 50 groups of neighboring point pairs on a flat surface (e.g., façade and trunk), for the estimation of horizontal and vertical angular resolutions, respectively. It can be seen that our method has significantly better performance and the estimation error is less than 0.001° in most cases, while the point spacing-based method has many limitations with unstable estimation results. For example, the estimation error of horizontal angular resolution in Data 5 is obviously worse than others, as we can hardly find surfaces perpendicular to laser beams for the point spacing-based method. Our method also shows better stability in terms of standard deviation, even when horizontal and vertical angular resolutions are not in the same order of magnitude (see Data 5).

Our method is also tested on different types of targets, including buildings, crowns, poles, shrubs, the ground, cars, and pedestrians, as shown in Figure 9. The results show...
that the overall performance of our method is stable in terms of different types of targets with varieties of local point distribution, as shown in Table 5. Using the targets consisting of a flat surface (see the results of buildings and cars) does not obviously increase the accuracy, and the incident angle variation does not affect the result either (see the results of building 1 and ground 1). For the common objects under the forest, the estimation error of crown points increases slightly compared with the error of the whole scene while the stem points correspond to a much lower error. It should be noted that the error of horizontal angular resolution is significantly larger than others when it comes to pedestrians. The probable reason is that the movement of pedestrians makes the point spacing in a horizontal direction much larger than the theoretical value. Thus, it can be inferred our method is not suitable for moving objects. However, as such targets usually account for a very small proportion of all points, the effectiveness of the proposed method is not affected in most cases.

Table 3. Estimation error of horizontal angular resolution on each dataset (Mean ± Std).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Our Method/10⁻⁴°</th>
<th>Point Spacing-Based Method/10⁻⁴°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data 1</td>
<td>8.6 ± 7.9</td>
<td>31.7 ± 23.7</td>
</tr>
<tr>
<td>Data 2</td>
<td>1.1 ± 0.8</td>
<td>19.0 ± 7.6</td>
</tr>
<tr>
<td>Data 3</td>
<td>0.9 ± 0.7</td>
<td>34.8 ± 19.4</td>
</tr>
<tr>
<td>Data 4</td>
<td>2.2 ± 0.7</td>
<td>37.2 ± 22.0</td>
</tr>
<tr>
<td>Data 5</td>
<td>2.7 ± 1.8</td>
<td>71.6 ± 50.5</td>
</tr>
</tbody>
</table>

Table 4. Estimation error of vertical angular resolution on each dataset (Mean ± Std).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Our Method/10⁻⁴°</th>
<th>Point Spacing-Based Method/10⁻⁴°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data 1</td>
<td>5.0 ± 0.4</td>
<td>20.7 ± 20.0</td>
</tr>
<tr>
<td>Data 2</td>
<td>2.5 ± 1.1</td>
<td>5.9 ± 5.9</td>
</tr>
<tr>
<td>Data 3</td>
<td>17.9 ± 5.6</td>
<td>37.4 ± 17.6</td>
</tr>
<tr>
<td>Data 4</td>
<td>2.1 ± 1.4</td>
<td>26.4 ± 34.5</td>
</tr>
<tr>
<td>Data 5</td>
<td>4.3 ± 1.9</td>
<td>64.4 ± 17.8</td>
</tr>
</tbody>
</table>

Figure 9. Different types of targets were selected from the five datasets. (a) building 1 with a large range of incident angle variation, (b) building 2 nearly perpendicular to the laser beam, (c) crown 1 of a small arbor, (d) crown 2 of a tall arbor, (e) pole 1 (stem), (f) pole 2 (street lamp and traffic sign), (g) shrub 1, (h) shrub 2, (i) ground 1: man-made ground with a large incident angle, (j) ground 2: natural ground on a slope, (k) car, (l) pedestrian.
To demonstrate the efficiency of our method, the execution time of our method on the five datasets (see Table 2) is shown in Table 6. The parameter is the same as the above test, with $K$ and $N$ set as 500 and 30, respectively. For each dataset, the running time is averaged on 50 runs with an Intel Core i7-9750H CPU @2.60GHz computer. It can be seen that the increase in execution time with the point number is a little faster than a linear change. It is consistent with that the most time is spent on the search of neighboring points under a kd-tree structure with complexity of $O(n \log n)$. Considering our method is stable for different object types, as shown in the above test, an effective way to reduce the execution time is to only use part of the original points.

Table 5. Estimation error of different types of objects.

<table>
<thead>
<tr>
<th>Target</th>
<th>Dataset</th>
<th>Horizontal/10⁻⁴°</th>
<th>Vertical/10⁻⁴°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Building 1</td>
<td>Data2</td>
<td>1.6</td>
<td>1.4</td>
</tr>
<tr>
<td>Building 2</td>
<td>Data3</td>
<td>0.6</td>
<td>7.1</td>
</tr>
<tr>
<td>Crown 1</td>
<td>Data5</td>
<td>2.7</td>
<td>6.4</td>
</tr>
<tr>
<td>Crown 2</td>
<td>Data1</td>
<td>16.6</td>
<td>5.4</td>
</tr>
<tr>
<td>Pole 1</td>
<td>Data4</td>
<td>2.6</td>
<td>1.0</td>
</tr>
<tr>
<td>Pole 2</td>
<td>Data1</td>
<td>1.5</td>
<td>1.6</td>
</tr>
<tr>
<td>Shrub 1</td>
<td>Data2</td>
<td>1.9</td>
<td>1.9</td>
</tr>
<tr>
<td>Shrub 2</td>
<td>Data4</td>
<td>2.8</td>
<td>1.4</td>
</tr>
<tr>
<td>Ground 1</td>
<td>Data4</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>Ground 2</td>
<td>Data5</td>
<td>1.7</td>
<td>4.1</td>
</tr>
<tr>
<td>Car</td>
<td>Data3</td>
<td>0.8</td>
<td>12.7</td>
</tr>
<tr>
<td>Shrub 1</td>
<td>Data5</td>
<td>300</td>
<td>8.1</td>
</tr>
</tbody>
</table>

Table 6. Running time on each dataset ($N = 500$ and $K = 30$).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Point Number</th>
<th>Execution Time/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data 1</td>
<td>53101629</td>
<td>102.0</td>
</tr>
<tr>
<td>Data 2</td>
<td>15831994</td>
<td>29.8</td>
</tr>
<tr>
<td>Data 3</td>
<td>10396796</td>
<td>16.2</td>
</tr>
<tr>
<td>Data 4</td>
<td>1876543</td>
<td>2.5</td>
</tr>
<tr>
<td>Data 5</td>
<td>1346313</td>
<td>1.2</td>
</tr>
</tbody>
</table>

There are two parameters in our method: the number of randomly selected points $N$ and the number of neighboring points $K$. The influence of parameter setting on estimation result is tested, as shown in Figure 10a, and Figure 10b shows the relation between estimation result and $N$, with $K$ fixed to 30. It can be seen that our method is stable to the parameter $N$ in general and the error is less than 0.001° under most parameter settings, which is similar to the conclusion in Table 3. Additionally, increasing $N$ may improve the estimation result slightly in some datasets. Figure 10c,d show the relationship between the estimation result and $K$, with $N$ fixed to 500. As some error values are significantly higher than others, the $y$-axis is illustrated in logarithmic form. The results show that our method is also stable when $K$ is no more than 100, but the conclusion is different for some datasets when $K$ is larger than 100, because an estimation error may occur. The probable reason is that the point number of different scanning lines may be very similar when $K$ is set as a large value. We make an insight into the histogram construction when $K$ is 100 and 1000, respectively, as shown in Figure 11. In Figure 11a, the point number of the adjacent laser beam is obviously larger than other beams and the estimation error is small with a mean error of less than 0.002°. When $K$ is set to 1000, the point number of the four nearest laser beams is quite similar and the adjacent laser beam does not correspond to the highest point number in Figure 11b, resulting in a wrong estimation.
3.2. Effectiveness of Relative Projection Density

3.2.1. Dataset

As the scanning distance of the dataset used in the aforementioned test is relatively limited (less than 200 m), we tested the proposed feature (relative projection density) on a dataset with a much larger scanning distance and density variation. The dataset utilized in this section was acquired by a Leica P50 terrestrial laser scanner in Nanbin Road, Nan’an District, Chongqing, China, as shown in Figure 12. It contains more than 5 million points corresponding to an urban scene with a scanning resolution of 6 mm@10 m, and includes a variety of natural and man-made objects. The point density varies a lot with a length of approximately 1 km, and the point density range of non-ground points varies roughly from 0.04 cm to 0.98 m. The majority classes are building, vegetation, cars, poles, and scanning artifacts, and 5000 points are randomly selected for each category as a training set.

![Figure 10. Estimation error with different parameter settings. (a) error of horizontal angular resolution with \( N \), (b) error of vertical angular resolution with \( N \), (c) error of horizontal angular resolution with \( K \), (d) error of vertical angular resolution with \( K \).](image)

![Figure 11. The histogram in terms of different \( K \) values. (a) \( K = 100 \); (b) \( K = 1000 \).](image)
3.2.2. Evaluation Metrics

We use four indicators to evaluate the classification result, i.e., the OA (Overall Accuracy), Recall, Precision, and F1-Score. The OA expresses the proportion of correct classification results to the overall dataset, which is an accurate measurement of all categories. The other three evaluation metrics describe the classification results within each category. Recall measures the proportion of correctly identified points in a category to the total data in that category, and Precision measures the proportion of data correctly identified as the current category. F1-Score is a balanced index of Recall and Precision. The four indicators can be expressed by the following equations:

$$\text{OA} = \frac{TP + FN}{TP + TN + FP + FN}$$  \hspace{1cm} (16)

$$\text{Recall} = \frac{TP}{TP + FN}$$  \hspace{1cm} (17)

$$\text{Precision} = \frac{TP}{TP + FP}$$  \hspace{1cm} (18)

$$\text{F1-Score} = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}}$$  \hspace{1cm} (19)

where \(TP\) (True Positive) represents the number of points that are correctly identified as the current category, \(TN\) (True Negative) represents the number of points that are correctly identified as other categories, \(FN\) (False Negative) indicates the number of points in the current category which are incorrectly predicted as the other categories, and \(FP\) (False Positive) indicates the number of points in other categories which are incorrectly predicted as the current category.

3.2.3. Comparison with Traditional Projection Density

To verify the effectiveness of the feature extraction method in this paper, the relative projection density feature is compared with the traditional projection density in [14,19,32–34,49]. The two types of features are combined with the commonly used geometric features in Section 2.2.2, respectively, and an in-depth analysis is provided by addressing the classification results. The two features are based on a rectangular grid, so the parameter to be set in the feature extraction is mainly the grid width \(l\). In this section, we test the impact of different grid widths \(l \in [0.5, 8]\) with an interval of 0.5 m, resulting in 16 parameter settings. A Random Forest (RF) classifier is used to compare the two different feature combinations and results under each \(l\) are averaged over 10 runs as the classification results may vary slightly for each run. Thus, 160 runs are operated for each feature combination and the comparison results are shown in Figures 13 and 14.
Figure 13. Comparison of the metric values obtained by traditional projection density and relative projection density. The error bars indicate the standard deviation of 160 runs (10 runs for each parameter). (a) Overall Accuracy, (b) F1-Score, (c) Precision, (d) Recall.

Figure 14. Classification results obtained by traditional projection density and relative projection density. (a) The traditional projection density, (b) the relative projection density, (c) the ground truth.
Figure 13 shows the quantitative comparison of the two methods and each point of
the bar chart represents the average of 10 runs at each grid width. Our approach and the
method using traditional projection density are evaluated on this dataset with an overall
accuracy of 92.50% and 92.17%. The corresponding F1-Score, Recall, as well as Precision
values are provided in Figure 13b–d. The mean F1-Score, Recall, and Precision of our
method are 85.96%, 89.81%, and 84.22%, respectively, while those of the method using
traditional projection density are 84.73%, 89.2%, and 82.87%. From the above results, it can
be seen that relative projection density can improve the classification result in terms of the
four indicators.

In terms of class level, it becomes visible that an improvement in performance can be
observed especially for the small-size objects, such as cars, poles, and scanning artifacts.
Using relative projection density instead of traditional projection density increases the
F1-Score of cars, poles, and scanning artifacts by 2%, 1.34%, and 2.43%, respectively. The
visual inspection of the derived results also demonstrates the effectiveness of the relative
projection density in poles, scanning artifacts, and cars (Figure 15a–c) considering the
density variation. Our approach shows better performance on the OA, F1-Score, and
Recall value of poles, which are 0.27%, 1.34%, and 2.66% higher than the traditional
method, respectively. We can also observe in Figure 15a that some vegetation points
and building points are misclassified as poles. The probable reason for this error is that
the object geometry of vegetation (trunk points) and building façade are similar to some
parts of poles. Better discrimination is achieved for the classification results of relative
projection density, the F1-Score, and the Precision of scanning artifacts are 2.43% and
3.43% higher than those of the method using the traditional projection density feature, and
the local visualization result is shown in Figure 15b. The F1-Score and Precision value
of scanning artifacts correspond to the worst results for both two features. This may be
caused by moving objects during the scanning, and their object geometry with different
postures may not be learned enough from the training samples. As shown in Figure 15c,
most car points are misidentified as vegetation in the method using traditional projection
density, while our method has fewer error points. It can be seen in Figure 15d,e that
there is an improvement in the recognition of vegetation and building, although it is not
reflected obviously in the quantitative results in Figure 13. The possible reason is that the
vegetation and building have much larger point numbers than other classes and the detailed
improvements are not obviously reflected on the evaluation metrics as small-size objects.
In summary, compared with the method using traditional projection density, our method
achieves better performance on small-size objects and similar performance on buildings
and vegetation in terms of qualitative and quantitative analysis. That means considering
density variation in feature extraction is helpful for improving classification results.

![Figure 15. Cont.](image-url)
We address this problem from the view of grid-based feature extraction. Our test has shown that the proposed relative projection density is effective and density variation can be introduced on the basis of existing features [58], and a label smoothing method [59,60] can be used to optimize the overall recognition. Moreover, it becomes visible that noisy labeling can be observed from the classification result in Figure 15. To avoid unsmooth classification results, more features, such as contextual features, can be subsequently introduced on the basis of existing features [58], and a label smoothing method [59,60] can be used to optimize the overall result of object recognition, which is similar to the conclusion of many previous studies, such as [28,30,48]. Furthermore, our conclusion can be supported by the evaluation result of feature importance, as shown in Figure 16. Figure 16 shows the importance of the projection density feature for the above conditions when the angular resolution is unknown. In addition, it should be mentioned that our method requires to retrieve the neighboring information of some selected points, which will cause angular resolution information to be lost in data sharing and transmission processing. Compared with previous studies, our method provides a viable solution for the above conditions when the angular resolution is unknown. In addition, it should be mentioned that our method requires to retrieve the neighboring information of some selected points, which are commonly not included in the original point cloud and may be time-consuming. However, because constructing a neighborhood is a necessary step in the frequently used point cloud processing, such as feature extraction, segmentation, and classification, our method does not occupy additional computing resources from the perspective of the whole process. Thus, our method is easy to be embedded in most methods in which detailed and local point analysis is utilized.

Previous studies dealt with the effect of density variation from many aspects, such as threshold settings [30,32,48,49], radius selection [30,40,41,55], and feature design [26–28,56,57]. We address this problem from the view of grid-based feature extraction. Our test has shown that the proposed relative projection density is effective and density variation in grid-based feature extraction is beneficial to improve the result of object recognition, which is similar to the conclusion of many previous studies, such as [28,30,48]. Furthermore, our conclusion can be supported by the evaluation result of feature importance, as shown in Figure 16. Figure 16 shows the importance of the projection density feature increasing after considering density variation and the proposed feature is among the three most important features. Moreover, it becomes visible that noisy labeling can be observed from the classification result in Figure 15. To avoid unsmooth classification results, more features, such as contextual features, can be subsequently introduced on the basis of existing features [58], and a label smoothing method [59,60] can be used to optimize the overall result of object recognition, which is similar to the conclusion of many previous studies, such as [28,30,48]. Furthermore, our conclusion can be supported by the evaluation result of feature importance, as shown in Figure 16. Figure 16 shows the importance of the projection density feature increasing after considering density variation and the proposed feature is among the three most important features.

4. Discussion

The proposed method aims to improve the generality of density-adaptive processing and weaken the impact of density variation caused by scanning distance in feature extraction. Our framework consists of two components, and each component will be processed independently of the other one. We will briefly summarize the advantage of our method derived from our experience below.

In previous studies, angular resolution was often used as a known parameter to balance the density variation [22,28,30,41,42,48]. Although angular resolution can be obtained directly from scanner settings, dealing with the data without angular resolution is unavoidable in some cases because (a) TLS benchmark datasets usually do not contain angular resolution, such as Semantic-3D [18], WHU-TLS [54]; (b) some scanners do not directly provide an entry for setting the angular resolution, e.g., Leica P Series scanners control the scanning resolution by setting point spacing at a specific distance. Although the angular resolution may be obtained by making an insight of the original data through the software provided by the scanner developer, it will take extra time and makes the density-adaptive methods inconvenient to use and; (c) scanning parameters are generally stored in the original data exported directly from the scanner, while point cloud formats used (e.g., ASC, LAS, PTS, etc.) for data sharing usually do not contain angular resolution, which will cause angular resolution information to be lost in data sharing and transmission processing. Compared with previous studies, our method provides a viable solution for the above conditions when the angular resolution is unknown. In addition, it should be mentioned that our method requires to retrieve the neighboring information of some selected points, which are commonly not included in the original point cloud and may be time-consuming.

Figure 15. Comparison of the classification results obtained by traditional projection density and relative projection density. The left diagram in each sub-diagram represents traditional projection density and the right diagram in each sub-diagram represents relative projection density. (a) poles, (b) scanning artifacts, (c) cars, (d) vegetation, (e) buildings.
results. As our focus is to weaken the effect of density variation on classification results; the smoothing of noise points is not included in this research.

![Image](image_url)

**Figure 16.** Feature importance is obtained from the classification results of different feature combinations. (a) Relative projection density and commonly used features, (b) Traditional projection density and commonly used features.

5. Conclusions

The main concentrations of our work are the generality of the density-adaptive methods using angular resolution, which is the angle between two horizontally or vertically adjacent laser beams, and the effect of density variation on projection density in feature extraction. To deal with the case when angular resolution is unknown, we propose an estimation method of angular resolution for TLS data. The test shows that the error of our method is less than 0.001° in most cases. Additionally, our method is stable in terms of object type (building, crown, pole, car, and ground), incident angle, and parameter setting. Although the moving targets will cause an estimation error, the point number of such objects is commonly small and will not affect the estimation result.

Focusing on the problem on the extraction of projection density, which is brought by density variation, a relative projection is proposed in step of feature extraction. Compared with traditional projection density, our approach improves the Overall Accuracy, F1-Score, Recall, and Precision by 0.33%, 1.23%, 0.61%, and 1.35%, respectively. Our experimental results show that our method improves the classification accuracy of small-size objects, such as cars, poles, and scanning artifacts, while ensuring the classification accuracy of buildings and vegetation. Since there are still some noise points in the final classification results, for future work, we can add some contextual information or combine smooth labeling methods to further optimize the results of the 3D scene analysis. Furthermore, a suitable feature selection method would be desirable.
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