A Modified 2-D Notch Filter Based on Image Segmentation for RFI Mitigation in Synthetic Aperture Radar
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Abstract: Synthetic aperture radar (SAR), as an active microwave sensor, can inevitably receive radio frequency interference (RFI) generated by various electromagnetic equipment. When the SAR system receives RFI, it will affect SAR imaging and limit the application of SAR images. As a kind of RFI mitigation method, notch filtering method is a classical method with high efficiency and robust performance. However, the notch filtering methods pay no attention to the protection of useful signals. This paper proposed a modified 2-D notch filter based on image segmentation for RFI mitigation with signal-protected capability. (1) The adaptive gamma correction (AGC) approach was utilized to enhance the SAR image with RFI in the range-frequency and azimuth-time domain. (2) The modified selective binary and Gaussian filtering regularized level set (SBGFRLS) model was utilized to further process the image after AGC to accurately extract the contour of the useful signals with interference, which is more conducive to protecting the useful signals without interference. (3) The Generalized Singular Value Thresholding (GSVT) based low-rank sparse decomposition (LRSD) model was utilized to separate the RFI signals and the useful signals. Then, the useful signals were restored to the raw data. The simulation experiments and measured data experiments show that the proposed method can effectively mitigate RFI and protect the useful signals whether there are RFI with single source or multiple sources.
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1. Introduction

1.1. Background

Synthetic aperture radar (SAR) is an active microwave technology that can observe the Earth all-day and during all-weather. SAR can be applied in many fields such as crop yield estimation, ground feature classification, marine environment monitoring, and military reconnaissance, etc. [1–8]. However, as an active wideband radio system, SAR can easily receive RFI signals, and these RFI signals will seriously degrade the SAR imaging quality and limit the application of SAR images. Over the past few decades, with the rapid development of electronic information field and modern radio technology, radio frequency interference (RFI) existing in SAR images has become a common phenomenon [9–13]. Figure 1 shows the common sources of RFI.

For increasingly complex RFI, it is necessary to propose some effective mitigation methods. Using scientific and effective RFI mitigation methods is beneficial to improving the survivability and practical efficiency of SAR systems in complex electromagnetic environments, and it has important practical significance. With the further development of SAR technology, researchers have proposed many mitigation methods for different types...
of RFI [14]. Parametric methods, semiparametric methods, and nonparametric methods are three types of RFI mitigation methods to mitigate the interference. Parametric methods and semiparametric methods can mitigate the RFI to a certain extent by adjusting the determined model and parameters. For example, Zhou et al. [15] proposed an algorithm of wideband interference suppression via instantaneous frequency estimation and regularized time-frequency filtering. Huang et al. [16–21] carried out an in-depth study on semiparametric methods and proposed a series of low rank and sparse decomposition models. Recently, they proposed an algorithm of time-varying RFI mitigation via graph Laplacian clustering techniques [22]. Braunstein et al. [23] mitigated the RFI in measured data by the parametric method. Zhang et al. [24] used wavelet transform and short-time Fourier transform to analyze the characteristics of interference in the 2-D range time–frequency domain. Yang et al. [25] proposed a postprocessing kernel, namely, the 2-D SPECTral ANalysis (2-D SPECAN) filter, to remove the RFI in SLC images. In recent years, the RFI mitigation algorithm combined with machine learning has achieved good results. Zhou et al. [26] presented a narrow-band interference and wide-band interference mitigation algorithm based on the deep residual network, and Xu et al. [27] proposed two RFI mitigation algorithms based on a modified block sparse Bayesian learning, and these algorithms have achieved a good mitigation effect. However, these above methods rely on the estimation of model parameters, and the type of interference aimed by these methods is relatively single, so the generalizability of this kind of method is relatively weak. On the other hand, nonparametric methods mitigate RFI through the characteristics of the useful signals and the RFI signals in different domains. Nonparametric methods not only have applicability and robustness, but also have high algorithm efficiency, and there is no need to establish a model of RFI. Zhou et al. [28–31] proposed a series of algorithms based on matrix decomposition theory, Yang et al. [32] proposed a generic subspace model for characterizing a variety of RFI types and designed a block subspace filter for removing RFI artifacts in SLC SAR images. In particular, the most classic nonparametric method is the notch filtering method, and the main principle of the notch filtering method is to set the RFI signal to zero and achieve the purpose of mitigating RFI. However, there is a flaw in these nonparametric methods: when the RFI signals are mitigated, part of the useful signals will be lost, so it is necessary to improve the notch method [33–38].

![Figure 1. Common sources of RFI.](image-url)
1.2. Previous Work of Notch Method

Since the 1990s, various advanced nonparametric methods have been proposed to mitigate RFI. In 1996, Cazzaniga and Guarnieri proposed the MUSIC method to estimate narrow-band interference frequencies [39]. Subsequently, in order to improve the detection probability for the peaks, Buckreuss and Horn proposed an averaging of the spectra of adjacent range lines, which was first applied to the E-SAR systems [40]. Meyer et al. designed adaptive detection to determine the RFI locations of narrow-band, wide-band, and determined the notch filter width to design a RFI mitigation process; this method was well validated in the ALOS PALSAR data [41].

Researchers have proposed a series of adaptive notch methods [42–49], which have a good compromise in terms of convergence speed, stability, computational complexity, and adaptation. The InTernational Union of Radio science (ITU-R) in its report also provides similar recommendations for the notch filter to enable its application in the Earth Exploration Satellite Service (EESS) [50]. Nabil et al. showed that there was a special near-zero RFI in the TarraSAR-X data, and proposed a modified notch filter based on the traditional notch filter to obtain two images after two mitigations, then combined them to obtain better azimuth spectrum information [51]. In [52], a sub-band spectral phase cancellation method was proposed to use the difference between adjacent spectral sub-bands to approximate the effect of the notch filter, and applied to the SAR data. The above-mentioned notch filters are mainly applied to raw data, and Reigber and Doerry proposed a new notch filtering method to eliminate the interference from the focused image and verified it on the L-band SAR data, respectively [53,54]. In [55], an azimuth-frequency domain filtering method was proposed to suppress the intermittent transmission interference in the 2-D range-time domain and azimuth-frequency domain. Li et al. proposed a time domain notch filtering (TNF) method for pulse RFI mitigation in SAR [56].

However, the drawback of the above notch filter is that when the zero-notch width of the filter exceeds 2% of the bandwidth, the spatial resolution will decrease, and the sidelobe energy will increase. Therefore, it is necessary to further improve the notch filtering method.

1.3. Main Contributions of This Paper

In order to improve the protection ability of notch filtering methods for useful signals, this paper proposed a modified 2-D notch filter based on image segmentation. First, inspired by the idea of traditional notch filtering method, the raw data were converted to the range-frequency and azimuth-time domain, the characteristics of RFI were analyzed. The image of range-frequency and azimuth-time domain was enhanced by adaptive gamma correction (AGC). Then, the modified selective binary and Gaussian filtering regularized level set (SBGFRLS) model was utilized to segment the image, and the RFI signals were extracted. Finally, the Generalized Singular Value Thresholding (GSVT) -based low-rank sparse decomposition (LRSD) model was performed on the extracted part to screen out the useful signals and the RFI signals and restore the useful signal to the initial raw data. The specific contributions of this paper are as follows:

- The method proposed combines the image segmentation technology with RFI mitigation to accurately extract the contour of the useful signals with interference, which is more conducive to protecting the useful signals without interference.
- The GSVT-based LRSD model was performed to further extract the useful signals contained in the RFI signals. The proposed method effectively improves the protection ability of the useful signals compared with the traditional notch filtering method.
- The superiority of the proposed method was verified by simulation experiments and measured data experiments. The proposed method can effectively mitigate RFI and protect the useful signals, whether there are RFI with a single source or multiple sources.

The remainder of this article is organized as follows. In Section 2, the geometric and signal models are introduced, and classical frequency domain notch filtering (FNF) is introduced. Section 3 shows the technical route of the algorithm proposed in this paper.
Section 4 shows the experimental results and performance analysis of the proposed method. Section 5 discusses the experiments in this paper. Section 6 presents our conclusions and future work.

2. Model and Related Work

2.1. Signal Model of RFI

In the SAR system, the signals exist in the 2-dimensional time domain. After quadrature demodulation and digital sampling, the raw data received by the SAR system can be written as

\[ S(\tau, \eta) = X(\tau, \eta) + I(\tau, \eta) + N(\tau, \eta) \]  

(1)

where \( X(\tau, \eta) \) represents the useful signal; \( I(\tau, \eta) \) represents the RFI signal; \( N(\tau, \eta) \) represents the system noise; \( \tau \) and \( \eta \) denote the range fast time and the azimuth slow time, respectively.

In general, the signal model interference can be expressed as

\[ I_{\text{NBI}}(\tau, \eta) = \sum_{n=1}^{N} A_n(\eta) \exp\{2\pi f_n \tau + \phi_n\} \]  

(2)

where \( N \) represents the number of the RFI signals. \( A_n(\eta) \), \( f_n \), and \( \phi_n \) represent the amplitude, frequency, and phase of the \( n \)th interference signal, respectively.

This can be divided into two terms, where \( \phi_{\text{LFM}} \) represents the linear frequency modulation (LFM). We can obtain:

\[ \phi_{\text{LFM}} = 2\pi f_n \tau + \pi K_n \tau^2 \]  

(3)

where \( K_n \) represents the chirp rate of the \( n \)th signal, and \( \beta_n \) represents the modulation factor.

Normally, the SAR system transmits the LFM signal, which is expressed as

\[ s_i(\tau) = \text{rect}\left(\frac{\tau - \tau_0}{T_T}\right) \exp\left\{j\pi K_T (\tau - \tau_0)^2\right\} \]  

(4)

where \( \text{rect} \) represents the window function; \( T_T \) is the SAR signal receiving duration; \( K_T \) is the frequency modulation rate of the transmitted signal; and \( \tau_0 \) represents the signal transmission delay. The signal received by the SAR system after transmission delay is:

\[ s_i(\tau) = \text{rect}\left(\frac{\tau - \tau_0}{T_T}\right) \exp\left\{j\pi K_T (\tau - \tau_0)^2\right\} \]  

(5)

2.2. Theory of FNF

The FNF method is a classical nonparametric interference mitigation method, which not only has applicability and robustness, but also has high algorithm efficiency. The FNF method has been widely used to solve the problem of RFI in airborne SAR and spaceborne SAR systems [57].

First, the frequency domain representation of \( s_i(\tau) \) needs to be obtained because the FNF method is a frequency domain processing method. Therefore, the stationary phase method (SPM) is used, and the approximate signal spectrum of \( s_i(\tau) \) can be expressed as

\[ S_i(f_T) = C_1 \text{rect}\left(\frac{f_T - B_T}{B_T}\right) \exp\left\{-j\pi f_T \frac{\tau_0^2}{K_T} \pm j\pi \frac{f_T \tau_0}{4}\right\} \]  

(6)

where \( f_T \) and \( B_T \) represent the range sampling rate and bandwidth of signal, respectively. \( C_1 \) represents the constant.

According to Equation (1), assuming that the raw data \( s_i(\tau) \) contains RFI signal \( s_{\text{RFI}}(\tau) \) and system noise \( s_N(\tau) \), we used SPM to obtain the approximate signal spectrum of \( s_i(\tau) \).
In general, the system noise can be negligible. For the sake of derivation, the constant term $C_1$, phase term $\pi/4$, and system noise $s_n(t)$ can be ignored. The approximate signal spectrum $S_\tau(f_\tau)$ of the signal received by the SAR system $s_\tau(\tau)$ can be rewritten as:

$$S_\tau(f_\tau) = S_t(f_\tau) + S_{RFI}(f_\tau)$$

$$= \text{rect}\left(\frac{f_\tau}{B_\tau}\right) \exp\{-j\pi f_\tau^2 K_\tau\} \exp\{-j2\pi f_\tau \tau_0\} + S_{RFI}(f_\tau)$$

To show the difference between the RFI signal and the useful signal more clearly, we performed 1-dimensional range direction Fourier transform (FT) on the raw data containing RFI with single sources and multiple sources, and the 3-dimensional diagram is shown in Figure 2. Among them, Figure 2a shows the data containing RFI with a single source, Figure 2b is the data containing RFI with multiple sources, and the inside of the red ellipse represents the RFI signals.

![Figure 2. The 3-dimensional diagram in the range-frequency and azimuth-time domain. (a) The data containing RFI with a single source. (b) The data containing RFI with multiple sources.](image)

We defined $f_i$ and $B_i$ to represent the interference frequency and bandwidth, respectively. $B_i = |K_\tau|T_\tau$, the filter can be expressed as:

$$H_{NF}(f_\tau) = 1 - \text{rect}\left(\frac{f_\tau - f_i}{B_i}\right)$$

(8)

In order to focus the signal received by the SAR system, we performed matched filtering processing, and the match filter function is

$$H_{MF}(f_\tau) = \exp\left(j\pi f_\tau^2 K_\tau\right)$$

(9)

At the same time, we need to multiply the signal by the notch filter $H_{NF}(f_\tau)$ in the frequency domain processing, and we can obtain:

$$S_{MF}(f_\tau) = S_t(f_\tau)H_{MF}(f_\tau)H_{NF}(f_\tau)$$

$$= (S_t(f_\tau) + S_{RFI}(f_\tau))H_{NF}(f)H(f)$$

(10)

Since the notch filter sets the frequency components of the RFI signal to zero, that is, $S_{RFI}(f_\tau)H_{NF}(f)H(f) = 0$, Equation (10) can be rewritten as:

$$S_{MF}(f_\tau) = S_t(f_\tau)H_{MF}(f_\tau)H_{NF}(f_\tau)$$

$$= \text{rect}\left(\frac{f_\tau}{B_\tau}\right) \exp\{-j2\pi f_\tau \tau_0\} - \text{rect}\left(\frac{f_\tau - f_i}{B_i}\right) \exp\{-j2\pi f_\tau \tau_0\}$$

(11)
Then, $S_{MF}(f, \tau)$ is transformed to a 2-dimensional time domain, and the impulse response of the output signal can be expressed as

$$s_{MF}(\tau) = a_1 \text{sinc}\{\pi B_1(\tau - \tau_0)\}$$

$$- a_2 \text{sinc}\{\pi B_i(\tau - \tau_0)\} \exp\{-j2\pi f_i(\tau - \tau_0)\}$$

(12)

where $a_1$ and $a_2$ represent the amplitude response. According to the above derivation process, it can be seen that the frequency domain notch filter will eliminate the frequency components of the interference in the SAR signal, but it will be mixed with the frequency components of the useful signal. Therefore, the FNF method can suppress the RFI, but it cannot protect the useful signals, which will lead to the degradation of the image quality.

2.3. Low-Rank Characteristics of RFI

The RFI in the range-frequency domain has a relatively stable frequency in the slow time direction, and its amplitude appears as some parallel straight lines, as shown in Figure 3a. It is clear that RFI has low-rank properties in the slow time direction. For further verification, the eigenvalue decomposition of Figure 3a was performed, and the corresponding results are shown in Figure 3b, the red line represents percentage. The eigenvalues reflect the energy of different components in the SAR echo and the structural redundancy of the matrix. As can be observed, only a few large eigenvalues were related to RFI, which further illustrates the low-rank feature of RFI in the range-frequency domain.

![Figure 3](image-url)

**Figure 3.** Structural analysis of RFI in the range-frequency domain. (a) Spectrogram of SAR echoes contaminated by RFI. (b) Eigenvalue sequences and analysis corresponding to (a).

3. Methodology

To solve the problem of RFI mitigation in SAR data, a modified 2-D notch filter method was proposed. The proposed method consists of three steps: enhancing the image in the range-frequency and azimuth-time domain by AGC; segmenting the edge of the RFI areas by the modified SBFGLS model; and extracting the RFI signals to leave the useful signals by GSVT-based LRSD. The proposal can mitigate RFI robustly, and protect the useful signals effectively. The specific flowchart is shown in Figure 4.
3.1. Image Enhancement by AGC

AGC is an algorithm in the field of image processing, and is an improvement algorithm of gamma correction (GC) [58]. AGC can stretch the intensity level of the image and reduce the number of low intensity cells while increasing the number of high intensity cells. The AGC is used to enhance the range-frequency and azimuth-time domain image of SAR data with RFI, and this operation will enhance the discrimination between signals of RFI and useful signals.

First, we set a parameter $\gamma$; the GC algorithm adjusts the pixel value of the image by changing the size of parameter $\gamma$. The GC is formulated as follows:

$$T(l) = l_{\text{max}}(l/l_{\text{max}})^{\gamma}$$

where $l_{\text{max}}$ is the maximum intensity of the input. The intensity $l$ of each pixel in the input image is transformed as $T(l)$ after performing Equation (13).

The AGC algorithm uses a cumulative distribution function to replace the $\gamma$ of the GC algorithm. The AGC is formulated as follows:

$$T(l) = l_{\text{max}}(l/l_{\text{max}})^{\gamma} = l_{\text{max}}(l/l_{\text{max}})^{1-cdf(l)}$$

where $cdf(l)$ represents the cumulative distribution of the intensity $l$. By calculating the probability density function, as shown in Equation (15):

$$cdf_w(l) = \frac{\sum_{l=0}^{l_{\text{max}}} pdf_w(l)}{\sum_{l=0}^{l_{\text{max}}} pdf_a}$$

where $\sum pdf_a$ represents the sum of the probability density of the whole image, and can be calculated as follows:

$$\sum pdf_a = \sum_{l=0}^{l_{\text{max}}} pdf_a(l)$$
where \(\text{pdf}_w(l)\) refers to the probability function after \(l\) adjusts the histogram through the weighting distribution. The weighting distribution function is formulated as:

\[
\text{pdf}_w(l) = \text{pdf}_\text{max} \left( \frac{\text{pdf}(l) - \text{pdf}_{\text{min}}}{\text{pdf}_{\text{max}} - \text{pdf}_{\text{min}}} \right)^\alpha
\]

where \(\alpha\) is the adjusted parameter; \(\text{pdf}_{\text{max}}\) is the maximum pdf of the statistical histogram; and \(\text{pdf}_{\text{min}}\) is the minimum pdf. These two parameters \(\alpha\) and \(\gamma\) are empirical values, and we generally set them as 0.1–1.5. The intensity of the pixels in the image will vary with the parameters. The larger the parameter, the higher the intensity. In this paper, we compared the treatment effect through experiments. When they were in the range of 0.2–0.6, we could obtain a better result after the process.

In the image after AGC, the signals of RFI will be more obvious than the useful signals, which is equivalent to the first separation of the useful signals and RFI signals in the proposed algorithm. This operation will greatly improve the accuracy of image segmentation in the next step.

### 3.2. Image Segmentation by the SBGFRLS Model

The active contour model (ACM) is deformed contours that move under the force of the image and external constraints [59]. At present, ACM is generally divided into four categories: threshold based, edge based, region based, and energy functional based. According to the analysis in Section 2, the ACM based on region is more suitable for image segmentation in this paper. In the range-frequency and azimuth-time domain, the pixel intensity of RFI is usually high, and the pixel intensity in some areas is significantly higher than that of useful signals, while region-based ACM generally uses the overall intensity of the internal and external areas for segmentation. Therefore, region-based ACM is more suitable for this situation.

Among them, SBGFRLS is a kind of region-based ACM algorithm realized by selecting binary and Gaussian filter regularization, which is more suitable for image segmentation in the range-frequency and azimuth-time domain. In the range-frequency and azimuth-time domain, the strength of the RFI signals is generally significantly stronger than the strength of useful signals. However, when there are strong point targets in the region of interest such as ships at sea, corner reflectors in a certain area on land, etc., the raw data of these objects will affect image segmentation after image enhancement. Using the improved SBGFRLS algorithm can reduce the impact of these “noises” and improve the edge extraction accuracy for RFI, but the algorithm is not sensitive to the selection of the initial contour. Compared with traditional segmentation algorithms, image segmentation in this case has obvious advantages. Therefore, the modified SBGFRLS model was utilized to further process the image after AGC and accurately extract the contour of the RFI signals, and useful signals can exist, which is more conducive to protecting the signals without RFI [60]. The algorithm uses the Euclid length term to regularize the contour curve, and adds the average gray values inside and outside the curve to the SBGFRS model. The algorithm reduces the influence of other “noise” targets and is insensitive to the selection of initial contour.

Deformation energy can represent the contours of the target area, and external force on the contour, potential energy, and total energy represent the individual model functions that affect edge segmentation [39]. A suitable deformation energy \(E_\nu(v)\) is assumed to define the contour of the target, \(v(x(s), y(s))\) represents the contour, and it means the mapping from the unit parameter domain \(s \in [0, 1]\) to the image, while considering the external force on the contour as a differential of the potential energy \(P(v)\). Then, the total energy on the contour can be defined as:

\[
E(v) = E_\nu(v) + P(v)
\]

with

\[
E_\nu(v) = \int_0^1 \left( \omega_1(s)|v_s|^2 + \omega_2(s)|v_w|^2 \right) ds
\]

where \(\omega_1(s)\) and \(\omega_2(s)\) are the weighting functions.
where \( v \) represents the differential with respect to \( s \), and an internal deformation energy of a stretchable and bendable contour is defined by \( E_i(v(s)) \), and the \( E_o(v(s)) \) consists of two parameters: the “stress” of the contour is controlled by \( \omega_1(s) \), the “stiffness” of the contour is controlled by \( \omega_2(s) \), these parameters control the physical behavior and local continuity of the model. In particular, assuming that \( \omega_1(s_0) = \omega_2(s_0) = 0 \), the discontinuous position of \( s_0 \) is allowed, and the discontinuous on tangent of the point \( s_0 \) is allowed. The external potential energy \( P(v) \) can be expressed as:

\[
P(v) = \int_0^1 p(v(s))\,ds
\]

where \( P(v) \) is a scalar function defined over the entire image surface \( I(x,y) \). When the external binding force is not considered, if \( p(x,y) = \pm \omega_3 |G_{\sigma} \ast I(x,y)| \), the contour edge will be attracted to the area of low or high intensity; if \( p(x,y) = \pm \omega_3 |\nabla|G_{\sigma} \ast I(x,y)| \), the contour edge will be attracted to the edge of the region of interest. Among them, \( \omega_3 \) controls the magnitude of the potential energy, and \( G_{\sigma} \ast I \) represents the convolution of the image and Gaussian smoothing filter with feature density \( \sigma \). The above model is conducive to unifying the target contour in a feature extraction process, and after properly initialized, it can autonomously converge to an energy minima state.

According to Equations (18)–(20), we have:

\[
E(v) = \int_0^1 \left( \frac{\omega_1(s)v_s^2}{2} + \frac{\omega_2(s)v_{ss}^2}{2} + \omega_3(s)P(v) \right)\,ds
\]

where \( E(v(s)) \) represents the functionals of the \( v(s) \), if \( E(v) \) obtains the extreme value on a certain curve, Equation (21) satisfies the follow Equation:

\[
\begin{align*}
Fv - \frac{\partial}{\partial s}(Fv_s) + \frac{\partial^2}{\partial s^2}(Fv_{ss}) &= 0 \\
v(s) \in [0,1] \text{ and } v(0) &= v_0, v'(0) = v'_0, v(1) = v_1, v'(1) = v'_1
\end{align*}
\]

Therefore, the minimum value of the region can be obtained by solving the above Equation to obtain the edge of the target contour. The above is the process of classical ACM. Then, the modified SBGFRLS model was utilized to solve Equation (22). We assume that the internal and external average gray value are \( c_1 \) and \( c_2 \):

\[
c_1(\emptyset) = \frac{\int I(x)H(\emptyset)\,ds}{\int H(\emptyset)\,ds}
\]

\[
c_2(\emptyset) = \frac{\int I(x)[1-H(\emptyset)]\,ds}{\int[1-H(\emptyset)]\,ds}
\]

where \( I \) is the image after AGC; \( \emptyset \) is the level set function; \( H(\emptyset) \) represents the heaviside function. Then, the indicator function \( spf \) can be expressed as:

\[
spf[I(x)] = \frac{I(x) - c_1 + c_2}{\max{I(x) - c_1 + c_2}}
\]

where \( \max{[\cdot]} \) represents the maximum in region. We can obtain the following level set Equation:

\[
\frac{\partial \emptyset}{\partial t} = spf[I(x)]\beta|\nabla \emptyset|
\]

where \( t \) represents the time; \( \nabla \) represents the gradient operation; \( \beta \) represents the growth power, which is used to control the contraction or expansion of the contour.
Finally, the image region can be segmented by iteratively judging whether the level set function converges according to the above equation. Although we successfully segmented the part of RFI in the range-frequency and azimuth-time domain using the modified SBGFRLS model, there were still useful signals in the extracted part. In the process of radar receiving signals, RFI was mixed with useful signals and entered the receiver at the same time. Therefore, we can understand that RFI actually covers the useful signals, but we only divided the parts with RFI, and did not protect the useful signals in the parts with RFI. In order to protect useful signals, we need to further process the area after image segmentation.

3.3. RFI Extraction by GSVT

RFI has low rank characteristics in the range-frequency and azimuth-time domain. Therefore, we can use the LRSD model to further process the signals after segmentation, and the useful signals can be effectively protected by solving the LRSD problem. The GSVT is an effective method to solve the LRSD problem. Through the analysis in Section 2, the GSVT is suitable for RFI mitigation because of the characteristics of RFI. LRSD, also known as the robust principal component analysis (RPCA) algorithm, is currently applied in many fields, for example, moving and stationary target separation in the SAR signal domain using parallel convolutional autoencoders with RPCA loss [61]. Separating the sparse matrix of moving targets from the low-rank matrix of static backgrounds by RPCA was conducted in [62], and the GSVT-based LRSD was utilized in this paper [63]. As a LRSD method, this method can better obtain the compromise factor from the observed data and solve the proposed GSVT problem through the alternating direction multiplier method (ADMM). Compared with the traditional LRSD method, this method has a better denoising effect, and the effect of protecting useful signals is better than the traditional method. The formulation of this model can be expressed as:

$$\min_{L,S} \text{rank}(L) + \lambda \|S\|_0 \quad s.t. \quad M = L + S$$

(27)

where $\text{rank}(\cdot)$ represents the rank of the matrix; $\|\cdot\|_0$ represents the norm of the matrix, the number of non-zero elements in the matrix, and $\lambda > 0$ is a compromise factor. $M$, $L$, and $S$ represent the SAR signals matrix, low-rank matrix, and sparse matrix, respectively.

The rank and $\|\cdot\|_0$ norm of the matrices can be convexly relaxed, providing a way to solve the above issues. Since the kernel norm of the matrix is the convex envelope of the rank, and the $\|\cdot\|_1$ norm of the matrix is the optimal convex approximation of $\|\cdot\|_0$, Equation (27) can be relaxed as the following convex optimization problem.

$$\min_{L,X} \|L\|_* + \lambda \|S\|_1 \quad s.t. \quad M = L + S$$

(28)

where $\|\cdot\|_*$ is the kernel norm that can represent the sum of the singular values of the matrix; $\|\cdot\|_1$ represents the $\|\cdot\|_1$ norm of the matrix, that is, the sum of the absolute values of each element in the matrix.

The ability to use nonconvex surrogate functions to process non-zero singular values not only improves the accuracy of the approximate representation of low-rank matrices, but also avoids the problem of treating all singular values equally in the kernel norm. The nonconvex nonsmooth weighted nuclear norm is proposed to approximate the rank function.

$$\min_{L,X} \sum_{i=1}^{n_1} g\left(\varepsilon_i(L^k)\right) + w_k\left(\varepsilon_i(L) - \varepsilon_i(L^k)\right) + \lambda \|S\|_1 \quad s.t. \quad M = L + S$$

(29)
where $w_i^k \in \partial g\left(\varepsilon_i\left(L^k\right)\right) (i = 1, 2, \ldots, n_1)$; $g(\cdot) : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ is a nonconvex surrogate function, which is continuous. Then, we can obtain:

$$
\min_{L, S} \sum_{i=1}^{n_1} g(\varepsilon_i(L)) + \lambda \|S\|_1
$$

subject to $M = L + S$ (30)

if $g(x) = x$, $\sum_{i=1}^{n_{\text{min}(m, n)}} g(\varepsilon_i(L))$ is equivalent to the nuclear norm. The generalized singular value thresholding operator $\text{Prox}_g^\varepsilon(\cdot)$ was utilized to solve the problem of nonconvex low rank minimization, and it can be expressed as:

$$
\text{Prox}_g^\varepsilon(B) = \arg \min_{L} \sum_{i=1}^{n_1} g(\varepsilon_i(L)) + \frac{1}{2} \|L - B\|_F^2
$$

where $g$ is continuous, concave, and monotonically non-decreasing. Denote $\varepsilon_1(L) \geq \varepsilon_2(L) \geq \cdots \geq \varepsilon_{n_1}(L) \geq 0$ as the singular values of $L$, then, Equation (23) can be expressed as:

$$
\arg \min_{L} \varepsilon_1(L) \geq \varepsilon_2(L) \geq \cdots \geq \varepsilon_{n_1}(L) \geq 0 \left( g(\varepsilon_i(L)) + \frac{1}{2} (\varepsilon_i(L) - \varepsilon_i(B))^2 \right)
$$

Equation (26) is equal to solve the following problem for each $b = \varepsilon_i(B), i = 1, 2, \ldots, n_1$.

$$
\text{Prox}_g(B) = \arg \min_{x \geq 0} g(x) + \frac{1}{2} (x - b)^2
$$

The augmented Lagrangian function of the proposed problem (24) can be expressed as:

$$
\mathcal{L}(L, S, Y, \mu) = \sum_{i=1}^{n_1} g(\varepsilon_i(L)) + \lambda \|S\|_1 - \langle Y, L + S - M \rangle + \frac{\mu}{2} \|L + S - M\|_F^2
$$

where $\mu$ represents a variable; $Y$ represents the Lagrangian multiplier; $\langle \cdot \rangle$ represents the matrix inner product. We fixed the $S, Y,$ and update $L.$ In order to successfully decompose the RFI signals and the useful signals, the problem was solved via ADMM. Then, we can obtain:

$$
L^{k+1} = \arg \min_{L} \mathcal{L}\left(L, S^k, Y^k, \mu_k\right)
$$

$$
= \arg \min_{L} \sum_{i=1}^{n_1} g(\varepsilon_i(L)) - \langle Y^k, L + S^k - M \rangle + \frac{\mu_k}{2} \|L + S^k - M\|_F^2
$$

$$
= \arg \min_{L} \frac{\mu_k}{2} \sum_{i=1}^{n_1} g(\varepsilon_i(L)) + \frac{1}{2} \|L - (M - S^k + \frac{Y^k}{\mu_k})\|_F^2
$$

(35)

According to the above equation, the generalized singular value thresholding operator was used as follows:

$$
L^{k+1} = \text{Prox}^\varepsilon \left( \frac{M - S^k + \frac{Y^k}{\mu_k}}{\mu_k} \right)
$$

$$
= U^k \text{Diag} \left\{ \text{Prox}^\varepsilon \left( \varepsilon \left( M - S^k + \frac{Y^k}{\mu_k} \right) \right) \right\} \left( V^k \right)^T
$$

where $\text{Prox}^\varepsilon \left( \frac{\cdot}{\mu_k} \right)$ is defined as Equation (27), and $U^k, V^k$ are obtained by the matrix $M - S^k + \frac{Y^k}{\mu_k}$.
Then, we fixed $L$, $Y$, and updated $S$, and $S^{k+1}$ can be expressed as:

$$S^{k+1} = \arg\min_S \mathcal{L}(L^{k+1}, S, Y^k, \mu_k)$$

$$= \arg\min_S \lambda \|S\|_1 = \left\{ \begin{array}{ll}
Y^k, & L^{k+1} + S - M

\end{array} \right. + \frac{\rho}{\mu_k} \|L^{k+1} + S - M\|_F^2

= \arg\min_S \frac{\lambda}{\mu_k} \|S\|_1 + \frac{1}{2} \|S - \left( M - L^{k+1} + Y^k \right) \|_F^2$$

The above problems can be solved via the shrinkage operator.

$$S^{k+1} = S \frac{\lambda}{\mu_k} \left( M - L^{k+1} + Y^k \right)$$

where $S_\xi(D) = \max(\|D\| - \xi, 0) \cdot \text{sign}(D)$, $\xi > 0$ and $\text{sign}(\cdot)$ represents a function of sign.

Finally, we updated the multiplier $Y$, and the parameter $\mu$ can be expressed as:

$$Y^{k+1} = Y^k - \mu_k \left( L^{k+1} + S^{k+1} - M \right)$$

$$\mu_{k+1} = \min(\rho \mu_k, \mu_{\text{max}})$$

where $\rho > 1$ is the amplification factor.

To sum up, the above equations and processes can extract the RFI signals accurately, until converging, that is

$$I_{RFI}(f_r, \eta) = L_k$$

Removing the RFI signals in the range-frequency and azimuth-time domain to obtain the final RFI mitigation result, it can be expressed as:

$$S(f_r) = S(f_r) - I_{RFI}(f_r, \eta)$$

Through the above process, the RFI signals and the useful signals were successfully separated, and the final raw data after RFI mitigation were obtained. The pseudo code of the proposed algorithm is shown in Algorithm 1.

**Algorithm 1. A Modified 2-D Notch Filter Based on Image Segmentation**

**Input:** $M = S(f_r)$

**Initialization:** $\lambda > 0$, $\mu_0 > 0$, $\mu_{\text{max}} > \mu_0$, $\rho > 1$, the starting point $S^0 = 0$, $L^0 = 0$, $Y_0 = \frac{M}{\max(\|M\|_\infty, \|M\|_\infty)}$, and the iteration index $k = 0$

**Enhancement and Segmentation in Image**

Update $L$: $L^{k+1} = \text{Prox}_{\frac{\lambda}{\mu_k}} \left( M - S^k + Y^k \right)$

Update $S$: $S^{k+1} = S \frac{\lambda}{\mu_k} \left( M - L^{k+1} + Y^k \right)$

Update $Y$: $Y^{k+1} = Y^k - \mu_k \left( L^{k+1} + S^{k+1} - M \right)$

Update $\mu$: $\mu_{k+1} = \min(\rho \mu_k, \mu_{\text{max}})$

Terminate or set: $k = k + 1$ and return to Update $L$.

**Extraction of RFI:** $I_{RFI}(f_r, \eta) = L_k$

**Restore the useful signals:** $S(f_r, \eta) = S(f_r, \eta) - I_{RFI}(f_r, \eta)$

**Output:** $S(f_r)$

**4. Experimental Results**

The superiority of the proposed algorithm was verified through experiments in this section. The simulated SAR data were used, and the proposed algorithm was compared with the FNF method. Specifically, based on the simulated SAR data, we conducted
quantitative analysis of the experimental results through root mean square error (RMSE) in the case of different signal-to-interference-noise ratio (SINR). Then, the Sentinel-1 level-0 raw data were used, two scenes with RFI and mitigation of the interference were selected, and we quantitatively analyzed the performance of the proposed method and FNF method by calculating the gray level entropy and average gradient in the measured data containing RFI with a single source or multiple sources.

4.1. Experimental Results of Simulation

The performance of the proposed method was verified by comparing the RFI mitigation effects in the case of different SINR. The parameters of the simulation experiments and measured data experiments are shown in Table 1.

Table 1. Parameters of the simulated RFI and measured SAR data.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandwidth of RFI</td>
<td>1 MHz</td>
</tr>
<tr>
<td>Carrier frequency of RFI</td>
<td>5.305 GHz</td>
</tr>
<tr>
<td>Pulse bandwidth</td>
<td>30 MHz</td>
</tr>
<tr>
<td>Pulse width</td>
<td>41.74 µs</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>32.317 MHz</td>
</tr>
<tr>
<td>Slant range</td>
<td>988,647 m</td>
</tr>
<tr>
<td>Efficient velocity</td>
<td>7000 m/s</td>
</tr>
<tr>
<td>PRF</td>
<td>1256.98 Hz</td>
</tr>
<tr>
<td>Carrier frequency</td>
<td>5.300 GHz</td>
</tr>
</tbody>
</table>

The original SAR image is shown in Figure 5, and the experimental results of the proposed method compared with FNF and TNF are shown in Figure 6. The first row shows the simulated data with RFI under different SINR conditions. Then, the second row shows the image after RFI mitigation by FNF, and the third row shows the image after RFI mitigation by TNF. Finally, the RFI mitigation effect of the proposed method is shown in the last row. It can be seen from Figure 6 that three kinds of RFI mitigation methods can effectively mitigate RFI in the case of different SINRs. However, FNF and TNF have limited protection capability for useful signals. The inner part of the red line is the region of interest (ROI). In the process of RFI mitigation, some useful signals will be lost because of the limited protection capability for useful signals, and the phenomenon of anomalous sidelobe effects in the range due to spectral leakage will occur. According to the ROI, the proposed method has stronger protection capability for useful signals. Figure 7 is a magnified view of the ROIs in Figure 6, where (a–d) represents the ROI after processing by FNF in the case of different SINRs, (e–h) represents the ROI after processing by TNF in the case of different SINRs, (m,n) represents the ROI after processing by the proposed method in the case of different SINRs, and we can see that the image after mitigating by the proposed method had no anomalous sidelobe effects in the range. Therefore, this method can effectively remove RFI and protect the useful signal, and the performance of the proposed method was better than the FNF method.

We conducted quantitative analysis of the experimental results through RMSE. RMSE can be defined as:

\[
RMSE(S, M) = \frac{\|M - S\|_F}{\|M\|_F}
\] (43)

According to Equation (43), we can see that RMSE represents the difference between the original SAR image and the results after RFI mitigation method processing. The smaller the RMSE, the better the effect of RFI mitigation. The RMSE results are shown in Table 2, where the proposed method had lower RMSE in the case of different SINR than the FNF method.
Figure 5. Original SAR image.

Table 2. Evaluation metrics for the three methods in the case of different SINR.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Method</th>
<th>FNF</th>
<th>TNF</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SINR = 0 dB</td>
<td>0.2168</td>
<td>0.1904</td>
<td>0.1578</td>
</tr>
<tr>
<td></td>
<td>SINR = −10 dB</td>
<td>0.2486</td>
<td>0.2089</td>
<td>0.2041</td>
</tr>
<tr>
<td></td>
<td>SINR = −20 dB</td>
<td>0.2746</td>
<td>0.2594</td>
<td>0.2374</td>
</tr>
<tr>
<td></td>
<td>SINR = −30 dB</td>
<td>0.3462</td>
<td>0.2896</td>
<td>0.2805</td>
</tr>
</tbody>
</table>

4.2. Experimental Results of Measured Data

We use the level-0 raw data of Sentinel-1 IW mode to verify the effectiveness of the proposed method. The performance of the proposed method and FNF method was quantitatively analyzed by calculating the gray level entropy and average gradient in the measured data containing RFI with a single source or multiple sources.

Figure 8 shows the image of the measured Sentinel-1 data, which benefits from the Terrain Observation with Progressive Scans SAR (TOPSAR) technique, which can capture three sub-swaths at once. The data were acquired on 18 December 2021. As shown in Figure 8, the SAR image was seriously polluted by RFI. Two bursts with serious RFI were chosen for analysis, and the RFI-corrupted bursts are shown in Figure 8a,b.
Figure 6. RFI mitigation performance for the FNF, TNF, and proposed method under different SINR conditions.

4.2.1. Experimental Results Based on Measure Data Contain RFI with Single Source

The image after AGC and the modified SBGFRLS model is shown in Figure 9, where the edge of the RFI signals was precisely segmented. The operation of image processing serves as the first layer of protection for useful signals without interference.
Figure 7. ROIs in Figure 6. (a–d) Mitigation results for the FNF method. (e–h) Mitigation results for the TNF method. (m–p) Mitigation results for the proposed method.

The three-dimensional diagram in the range-frequency and azimuth-time domain after FNF and the proposed method is shown in Figure 10, where (a) represents the RFI mitigation results by FNF, and (b) represents the RFI mitigation results by the proposed method. Compared with Figure 2a, FNF and the proposed method mitigated the RFI effectively. However, FNF failed to protect the useful signals with interference, and the signals of the inner part of the red line was set to zero. The proposed method not only mitigated the RFI, but also effectively protected the useful signals, which is conducive to the application of images.

Figure 11 shows the RFI mitigation results for the SAR data containing RFI with a single source, (a–c) represents the RFI mitigation results for FNF, TNF, and the proposed method, respectively. It can be seen from Figure 11 that the image after processing by FNF had obvious loss of useful signals, and the image after processing by TNF still had some RFI. However, the proposed algorithm had the best RFI mitigation performance, and the protection capability for useful signals was the best.
Figure 8. SAR image of the measured Sentinel-1 data. (a) The RFI-corrupted burst with a single source. (b) The RFI-corrupted burst with multiple sources.

Figure 9. The image after the modified SBGFRS model in the case of RFI with a single source.

Figure 10. The 3-dimensional diagram in the range-frequency and azimuth-time domain after RFI mitigation: (a) FNF; (b) the proposed method.
Figure 11. The RFI mitigation results for the SAR data containing RFI with a single source: (a) FNF; (b) TNF; (c) the proposed method.

The mitigation performance of the proposed method was analyzed by the gray level entropy and average gradients.

The gray level entropy can be expressed as:

$$E = -\sum_{k=1}^{L} P_k \log_2(P_k)$$  \hspace{1cm} (44)

where $E$ represents the entropy of image; $L$ represents the total gray level; and $P_k$ represents the probability of the occurrence of a pixel with a gray value of $k$. The average gradient can be expressed as:

$$AG = \frac{\sum_{\tau=1}^{N_\tau} \sum_{\eta=1}^{N_\eta} \frac{1}{4} \sqrt{\left( \frac{\partial S(\tau,\eta)}{\partial \tau} \right)^2 + \left( \frac{\partial S(\tau,\eta)}{\partial \eta} \right)^2}}{(N_\tau - 1)(N_\eta - 1)}$$  \hspace{1cm} (45)

where $S(\tau,\eta)$ represents the position; $\partial S(\tau,\eta)/\partial \tau$ represents the grayscale gradient in the vertical direction; and $\partial S(\tau,\eta)/\partial \eta$ represents the grayscale gradient in the horizontal direction.

Through Equations (44) and (45), we could calculate the results. Then, the gray level entropy and average gradients were utilized to conduct quantitative analysis on the performance of different methods, and the advantages of the proposed method are shown in Table 3.
Table 3. Gray level entropies and average gradients after FNF, TNF, and the proposed method (single source).

<table>
<thead>
<tr>
<th>Metric</th>
<th>Method</th>
<th>FNF</th>
<th>TNF</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gray Level Entropy</td>
<td></td>
<td>1.8533</td>
<td>2.5791</td>
<td>3.0041</td>
</tr>
<tr>
<td>Average Gradient</td>
<td></td>
<td>2149.4930</td>
<td>2498.4109</td>
<td>2603.4083</td>
</tr>
</tbody>
</table>

4.2.2. Experimental Results Based on Measurement Data Containing RFI with Multiple Sources

The image after AGC and the modified SBGFRLS model is shown in Figure 12. Although there was RFI with multiple sources in the image, the proposed method could still accurately extract the part of RFI, and the edge of the RFI signals was precisely segmented.

Figure 12. The image after the modified SBGFRLS model in the case of RFI with multiple sources.

The 3-dimensional diagram in the case of RFI with multiple sources after FNF and the proposed method is shown in Figure 13, where (a) represents the RFI mitigation results by FNF, and (b) represents the RFI mitigation results by the proposed method. Compared with Figure 2b, although there were RFI with multiple sources, FNF and the proposed method mitigated the RFI effectively. However, FNF failed to protect the useful signals in the interference parts, and the signals of the inner parts of the red line were set to zero. The proposed method not only mitigated the RFI, but also effectively protected the useful signals, which was conducive to the application of images.

Figure 13. The 3-dimensional diagram in the range-frequency and azimuth-time domain after RFI mitigation: (a) FNF; (b) the proposed method.

Figure 14 shows the RFI mitigation results for the SAR data containing RFI with multiple sources, (a–c) represents the RFI mitigation results for FNF, TNF, and the proposed method, respectively. It can be seen from Figure 14 that, in the case of RFI with multiple sources, the mitigation effect decreased, and the image after processing by FNF had obvious loss of useful signals. The image after processing by TNF had more RFI compared with (a).
However, the proposed method still had a good inhibition effect. More importantly, Table 4 shows the gray level entropy and average gradients after mitigation by different methods, and it further proves the superiority of the proposed algorithm.

![Figure 14](image)

**Figure 14.** The RFI mitigation results for the SAR data containing RFI with multiple sources: (a) FNF; (b) TNF; (c) the proposed method.

**Table 4.** Gray level entropies and the average gradients after FNF, TNF, and the proposed method (multiple sources).

<table>
<thead>
<tr>
<th>Metric</th>
<th>FNF</th>
<th>TNF</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gray Level Entropy</td>
<td>1.7385</td>
<td>2.3163</td>
<td>2.9481</td>
</tr>
<tr>
<td>Average Gradient</td>
<td>1989.8290</td>
<td>2246.9515</td>
<td>2551.1923</td>
</tr>
</tbody>
</table>

5. Discussion

It can be seen that the proposed method had the most protective and mitigation compared with the traditional methods from the experimental results. For the experimental results based on the simulated data, the performance of the proposed method was improved by about 20% compared with the FNF algorithm. For the experimental results based on the measurement data, on one hand, the RFI mitigation effect of the proposed method was better than other notch filtering methods, and the RFI in the SAR images was obviously mitigated. On the other hand, the proposed algorithm could effectively protect useful signals, and the image quality will not be affected after RFI mitigation, which is convenient for later application. Therefore, the above experiments show that the proposed method
can effectively mitigate the RFI and protect the useful signals to the maximum extent, and it is not only applicable in the case of RFI with a single source, but also had a good effect in the case of RFI with multiple sources. The other method processed image still had some interference or ambiguity. This problem is caused by the interference signals that still exist or some useful signals are missing. In comparison, the proposed method was more similar with the original image, protecting the useful signal to the maximum extent and removing the interference signal. Therefore, in terms of the RFI mitigation effect, the proposed method has obvious advantages.

Regarding the computational efficiency, although the efficiency of the proposed algorithm had some losses compared with the FNF algorithm, the efficiency of the current image segmentation algorithms has been greatly improved in the present. The target area after segmentation was smaller, which is more conducive to further processing. Therefore, compared with the low-rank sparse decomposition algorithm, the processing time of the image after segmentation by the proposed method was more efficient.

6. Conclusions

This paper proposed a modified 2-D notch filter based on image segmentation for RFI mitigation. We were inspired by the idea of a traditional notch filtering method, then converted the raw data to the range-frequency and azimuth-time domain, and analyzed the characteristics of RFI first. Then, the AGC method was utilized in the field of image processing to enhance the image. After processing by AGC, the modified SBGFRLS model was utilized to segment the image, and part of RFI was separated from the image. The useful signals also existed in part of the RFI signals, therefore, the GSVT-based LRSD model was performed on the extracted part to screen out useful signals and the RFI signals, and restore the useful signals to the initial raw data at last. The simulation experiments and measured data experiments showed that the proposed method could effectively mitigate RFI and protect the useful signals, whether there was RFI with a single source or multiple sources. More importantly, the proposed method was superior to the traditional notch method.

However, the proposed method still has some limitations. For example, the calculation efficiency of the proposed algorithm is low compared with the traditional notch filtering methods. Therefore, the CPU parallelism or GPU will be used to improve the efficiency of the proposed method in the future, so the proposed method can be more suitable for some engineering application problems.
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