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Abstract: The raindrop size distribution (DSD) is vital for applications such as quantitative precipitation estimation, understanding microphysical processes, and validation/improvement of two-moment bulk microphysical schemes. We trace the history of the DSD representation and its linkage to polarimetric radar observables from functional forms (exponential, gamma, and generalized gamma models) and its normalization (un-normalized, single/double-moment scaling normalized). The four-parameter generalized gamma model is a good candidate for the optimal representation of the DSD variability. A radar-based disdrometer was found to describe the five archetypical shapes (from Montreal, Canada) consisting of drizzle, the larger precipitation drops and the 'S'-shaped curvature that occurs frequently in between the drizzle and the larger-sized precipitation. Similar 'S'-shaped DSDs were reproduced by combining the disdrometric measurements of small-sized drops from an optical array probe and large-sized drops from 2DVD. A unified theory based on the double-moment scaling normalization is described. The theory assumes the multiple power law among moments and DSDs are scaling normalized by the two characteristic parameters which are expressed as a combination of any two moments. The normalized DSDs are remarkably stable. Thus, the mean underlying shape is fitted to the generalized gamma model from which the ‘optimized’ two shape parameters are obtained. The other moments of the distribution are obtained as the product of power laws of the reference moments M_3 and M_6 along with the two shape parameters. These reference moments can be from dual-polarimetric measurements: M_6 from the attenuation-corrected reflectivity and M_3 from attenuation-corrected differential reflectivity and the specific differential propagation phase. Thus, all the moments of the distribution can be calculated, and the microphysical evolution of the DSD can be inferred. This is one of the major findings of this article.
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1. Introduction

The drop size distribution (DSD) is central to the formulation of radar algorithms that estimate the quantitative precipitation estimate (QPE) which is a separate article in this Special Issue [1,2] and to understanding the ongoing microphysical processes that control the evolution of DSDs in certain environments [3]. The DSD measured at an ‘instant’ of time at a certain location on the ground is a result of many drop–drop interactions that occur in the warm cloud and below cloud base often referred to as ‘warm rain’ processes. Each binary process results in a break up or coalescence event—neither of which are well understood [4]. In the case of virga, evaporation below the cloud base dominates causing cooling and possibly strong downdrafts [5]. Up/downdrafts, sedimentation and/or drop sorting is the result of cloud kinematic scales that are not resolvable by the usual bulk microphysics. The stronger updrafts loft the raindrops into the ‘cold’ regions of the cloud where they freeze and further grow by diffusional growth [6]. Similar to collision-coalescence, ice crystals grow rapidly by riming and aggregation. As the particles grow,
their terminal fall speed exceeds the updraft speeds, leading to falling snow particles. Finally, snow particles melt as passing 0 °C melting layer [7–10] and further grow by the aforementioned warm rain processes, leading to a ‘cold rain’ precipitation shaft with large drops. It should be obvious by now that the DSD measured by a disdrometer is the end result of a torturous sequence of events.

The description and understanding of DSDs go back to the late nineteenth century. The development of ground-based disdrometers such as filter paper [11], Joss-Waldvogel Disdrometer [12], Parsivel (Particle Size and Velocity) [13], POSS (Precipitation Occurrence Sensor Systems) [14], 2DVD (2-Dimensional Video Distrometer) [15,16], HVSD (Hydrometeor Velocity and Size Detector) [17], MASC (Multi-Angle Snowflake Camera) [18,19], PIP (Precipitation Imaging Package) [20,21], etc., was a long-lasting issue for the accurate observation of DSDs. Several uncertainty issues existed in observed DSDs and their significance and filtering techniques were proposed to avoid misinterpreting these DSDs, thus the misunderstanding of naturally occurring microphysical processes [22–25]. Thus, the description of minute-by-minute observed DSDs requires special attention, in particular, functional fitting to find an exact form of DSD and to use fitted parameters to describe the natural variability of DSDs.

Nevertheless, early studies focused on the functional fit of observed DSDs with specific functions such as exponential, gamma, log-normal, etc. One of the rare studies that avoided fitting individual observed DSD was the description of observed DSDs averaged over the similar rainfall intensity R [11]. The exponential function was sufficient to describe the variability of DSDs with a single control parameter R in stratiform rain in Montreal. However, the individual observed DSDs exhibited large variation from the perfect single parameter exponential and attracted researchers to use two parameters exponential function [26] and/or three-parameter gamma function [27,28] to account for time scales in the order of minute (O (min)).

On the other hand, the idea of [11] further pushed for the normalization of DSDs. The demand of two parameters led to the two-parameter normalization by [26,29] who used the 3rd and 6th moment of DSDs. Later, this approach was revisited and finally applied to radar retrieval techniques [30]. Testud et al. [30] showed a “remarkable stability of shape” when the N(D) is normalized by N_w and the diameter is normalized by D_m. This particular form of the double moment normalization using the 3rd and 4th moments of the DSD compressed the scatter of N(D) vs. D substantially to the extent that 80–85% of the variability of the DSD can be attributed to variations in N_w and D_m with the intrinsic shape playing a much smaller role [31–33].

However, this favorable normalization is an outcome of scaling DSDs. The scaling concept was ubiquitous in nature. Sempere-Torres et al. [34,35] first described DSDs with the scaling concept, the power law between two moments of DSDs. This power law assumption led a single parameter (known as the reference variable by [34]) normalization and the two scaling parameters are linearly related. This scaling concept was extended into the double-moment scaling normalization [31]. The scaling normalization of [34] was a particular case of the double moment normalization, and furthermore, early works by [11,26,30] were outcomes of the selection of different moments. The theoretical underpinnings of double moment normalization, the choice of moments, and its generalization will be discussed later.

The polarimetric radar retrieval of the DSD has a root in the description and their models. Typically, the parameters of DSD models were derived from a combination of measured dual-polarimetric variables. As originally proposed by [36], Z_D R is related to a mean size of DSD and while Z_h is number concentration. This has been the basis of DSD retrieval up to now. In terms of DSD models, there are diverse trials with described DSD models. In general, the specific DSD model with assumptions were used for the retrieval of parameters earlier and normalized DSDs were commonly used as well. Since there are a substantial number of articles dealing with the subject of polarimetric radar retrieval of the DSD, we can only focus on a small number of seminal articles that have influenced
the field. We borrowed heavily from a recent review by [37] that gives a more personal and reflective point of view. In addition, recent trails of moment estimation and then DSD retrieval will be discussed.

Section 2 mentions the description of DSDs and their models that are commonly used. The description of DSDs in diameter and moment space is discussed and several DSD models including scaling normalization is presented. The state-of-the-art retrieval of DSDs is explained in Section 3 as well. Section 4 describes the results of DSD retrievals with various methods. Furthermore, the application of DSD retrieval and the remaining issues are discussed in Section 5.

2. DSD Description and Models

2.1. Description of DSDs

2.1.1. DSDs in Diameter Space

DSDs are commonly expressed in the number concentration as functions of diameters, that is, the number of drop per unit volume per unit diameter interval in \([\text{m}^{-3} \text{ mm}^{-1}]\). The number of drops was counted for pre-determined diameter intervals and normalized with a measured volume and diameter interval.

Figure 1 showed 60 one-minute observed DSDs during a quasi-homogeneous microphysical process. Nevertheless, observed DSDs are quite noisy due to observational noise, such as drop sorting, and instrumental uncertainty which is poorly known [23]. Lee and Zawadzki [23] nicely illustrated that the drop sorting introduced random and systematic fluctuations of DSDs and the measurement noise should be reduced by the sequential intensity filter technique (SIFT). An extension of this filter, sorting and averaging procedure based on two parameters (SATP) was proposed by [25] to further reduce noise and to retain microphysical characteristics.

![Figure 1. 60 one min observed DSDs by the Precipitation Occurrence Sensor System (POSS) on 5 May 1998 in Montreal. The x-axis is diameter in linear scale and the y-axis is number concentration in logarithmic scale.](image)

Filtered DSDs should be used for describing the processes involved. Traditionally, a functional fitting is commonly applied for parameterizing DSDs. The most popular approach is the exponential fitting to observe DSDs (M-P DSDs) [11]. Ref. [11] was aware of the measurement noise. Instead of fitting individual observed DSDs, DSDs of similar rainfall intensity \((R)\) were grouped for a few seasons and then averaged. This was repeated for different rainfall intensities and averaged DSDs were derived. This procedure eliminates some degree of noise in the observed DSDs by assuming that the noise is random in a given interval of \(R\). Then, the averaged DSDs maintain the physical variation of DSDs.
This is a similar filtering as SIFT but some significant physical variation is removed due to the physical variation of DSDs in similar Rs from different rain regimes [23]. Finally, the averaged DSDs were fitted with the exponential functions as follows:

\[ N(D) = N_0 e^{-\lambda D} \]  

(1)

where \( N(D) \) is number concentration \([\text{m}^{-3} \text{ mm}^{-1}]\), \( D \) is diameter \([\text{mm}]\). The \( N_0 \) is an intercept parameter and \( \lambda \) is the slope as shown in Equation (2). As shown by Figure 2, the \( N_0 \) is a constant \((=8 \times 10^3 \text{ m}^{-3} \text{ mm}^{-1})\) and the slope \([\text{mm}^{-1}]\) is dependent on rainfall intensity \((R)\):

\[ \lambda = 4.1 R^{-0.21} \]  

(2)

![Figure 2. Average DSDs (dotted lines) for different rainfall intensities and exponential fits (solid lines) introduced by [11]. Published 1948 by the American Meteorological Society.](image)

Thus, Marshall and Palmer’s DSD requires a single parameter, either \( \lambda \) or \( R \), to describe the full DSD spectra. It is important to note that the results are an outcome of a careful analysis of the observed DSDs from stratiform rainfall in summer. The measurement noise in DSDs is significantly eliminated by averaging DSDs, and in addition, the average is performed in similar rainfall intensity \((R)\), thus effectively removing noise [23]. Although significant physical variation is reduced, recent analyses show similar M-P DSDs. In addition, the \( N(D) \) drops significantly around 1-2 mm diameters and then [11] extrapolates \( N(D) \) at sizes smaller than these diameters. This trend is repeatedly shown in the recently observed DSDs with advanced distrometers and their normalized DSDs (shown in later in Figures 5 and 6).

However, observed DSDs in nature vary with microphysical processes and their variation goes beyond the change of the slope in the exponential DSD. Their variation is linked with a change in mean diameter, spectral width, the total number concentration, and the shape of the DSD. Waldvogel [26] showed a systematic change of \( N_0 \) within a widespread rain event due to change in the convective activity and used two parameters \((N_0 \text{ and } \lambda)\) exponential DSD to explain DSD variation. In this expression, the \( N_0 \) is a variable, and \( N_0 \) and \( \lambda \) are defined as the intercept and slope parameters of exponential DSD that have the same liquid water content and radar reflectivity factor as the observed DSD. Thus, the derived \( N_0 \) and \( \lambda \) are not the same as the directly fitted variables in the observed DSD.

In fact, when we examine the individual observed DSDs, the functional fitting does not fully describe the observed DSD. As shown in Figure 1, it is difficult to fit observed DSDs with two parameters exponential function and often attract further parameters. Instead of
In fact, when we examine the individual observed DSDs, the functional fitting does not fully describe the observed DSD. As shown in Figure 1, it is difficult to fit observed DSDs [27,28]:

An attempt of the functional fit with the gamma function applied to the observed DSDs from JWD (Joss Waldvogel disdrometer) that were affected by the deadtime. Thus, the shape of observed DSDs was biased (convex shape with low number concentration in smaller sizes). Furthermore, the variation of parameters was derived from Z-R relationships in the literature by comparing the derived Z-R power law from the gamma function [27]. This was mathematically incorrect and the uncertainty in the Z-R relationships due to DSD measurement noise and fitting methods was not properly considered [23]. Nevertheless, the gamma DSD is commonly applied to the bulk microphysical schemes in numerical weather prediction models, mostly fixed \( \mu \).

To better describe complex DSDs of different shape, the generalized gamma distribution (GG) is proposed [38–41]. A probability density function of GG [42] is:

\[
p(D) = \frac{c\lambda}{\Gamma(\mu)} (\lambda D)^{c\mu-1} e^{-(\lambda D)^c}
\]

with positive parameters \( \mu, c, \lambda \). Then, the DSD is expressed as the product of 0th moment of the DSD (total number concentration) and \( p(D) \):

\[
N(D) = M_0 p(D) = M_0 \frac{c\lambda}{\Gamma(\mu)} (\lambda D)^{c\mu-1} e^{-(\lambda D)^c}
\]

This includes the DSD models mentioned previously. The exponential distribution is a special case of \( c = 1 \) and \( \mu = 1 \) and the gamma function is a special case of \( c = 1 \). The Weibull distribution \((\mu = 1)\) is a better assumption than the gamma distribution in terms of more flexibility of DSD shape.

Figure 3 showed the flexibility of shapes that can be represented by GG [31]. A monodisperse shape is well presented with different skewness. Exponential and gamma shapes are shown with diverse curvature. In particular, the “S” shape (abundant smaller size drops, modal distribution in medium-size drops, and lower number concentration in larger size), so-called equilibrium DSDs [33], is presented with \( c = 3 \) and \( c\mu - 1 = -2 \).

![Figure 3](image-url)
The various DSD models (exponential, gamma, generalized gamma) were represented as a proxy of observed DSDs. These models mostly fit observed DSDs with predefined functions with direct least-square fit or a combination of moments. Thus, the existing noise in observed DSDs can be critical to mislead true parameters and should be removed prior to fitting. This approach has the advantage of presenting full spectra of DSDs with a few parameters and is commonly used in NWP parameterization.

2.1.2. DSDs in Moment Space

As shown in Figure 1, the observed DSDs were affected by a measurement noise, such as observational and instrumental uncertainties, which led to wiggly and diverse shapes. It is certain that some wiggles and variation in observed DSDs originated from the noise that was not related to the physical processes. In particular, a sudden change from one drop category to the other and rapid variation from one minute to the other in smaller and larger sizes are likely controlled by measurement noise.

Figure 4 showed different samples of one-minute DSDs observed by POSS in Montreal. Five DSDs were highlighted with different colors to show a narrow DSD (green), a broad gamma DSD (blue), a bimodal DSD (red), an exponential DSD (magenta), and a super-exponential DSD (orange). All these representative DSDs showed fine details. In fact, the generalized exponential or gamma model cannot perfectly describe these DSDs. The generalized gamma model will fit these DSDs better but fine details will be never explained.

**Figure 4.** (a) Samples of observed one-minute DSDs from POSS in Montreal. (b) Their moment values with moment order. Five DSDs were highlighted by different colors. Adapted from [43]. © American Meteorological Society. Used with permission.

However, all fine details are gone in a moment distribution (Figure 4b). Those wiggly shapes are gone and moment distributions straighten up. A monodisperse $N(D)$ with a lower number concentration showed lower values of $M_n$ and the bimodality of $N(D)$ was gone (red). The gamma $N(D)$ changed to nearly linear $M_n$, and an exponential or super-exponential $N(D)$ showed a concave shape of $M_n$ with increasing curvature when a higher concentration in smaller size drops. The change of slope and pivoting of $M_n$ distribution can be explained by two parameters, that is, two moments [31,43]. An optimal choice of two moments can explain most of other moments [31]. However, its curvature is likely explained by an additional moment and three moments are sufficient to estimate other moments [43]. Thus, the description of DSDs in moment space has definite advantages in terms of (1) a better representation of observed DSDs and (2) minimal effect of measurement noise in DSD description.

Furthermore, bulk quantities (moments) are fields of interest in most cases. In the bulk microphysics scheme of NWP, the moments are predicted instead of DSDs and DSDs are diagnosed with predicted moments. Finally, other moments are derived from diagnosed DSDs. In this aspect, the relationships among moments can directly be used without
knowing DSDs. In radar rain estimation, similar power-law relationships, such as $R-Z_h$, $R-K_{DP}$, $R-(Z_{DR}, Z_{DR})$, etc., are used for estimating one moment from the other moments. When a multiple power law is used, that is, the third moment estimated from the other two moments, the estimation error can be lower than 30% for most of the cases and this error can be below 10% when three moments are used to estimate the fourth moment [43].

Instead of describing DSDs directly, $N_0$ and $\lambda$ are derived from a combination of two moments (3rd and 4th or 3rd and 6th moments) [26,29]. The derived $N_0$ and $\lambda$ were used to monitor the change in processes. Furthermore, DSDs were normalized with these two derived parameters [29,44] and the stability of normalized DSD was investigated. Normalization has an advantage in minimizing the effects of measurement noise since it is performed by integral moments which are less affected. In addition, the shape change became less significant as the overall slope change and pivoting were taken into account by normalization parameters. Thus, variation was reduced significantly in normalized DSDs.

The normalization is revisited by the concept of scaling law. When the $M_i$ (i-th moment) of DSDs is used as a normalization parameter (or reference variable), normalized DSD can be expressed as

$$N(D)M_i^{−[1−(i+1)\beta]} = g(DM_i^{−\beta})$$ (6)

where $g(x_1)$ is called the generic shape in this normalization and $x_1 = DM_i^{−\beta}$ [31]. The $\beta$ is the scaling exponent. The power law between $n$-th and $i$-th moment exists:

$$M_n = C_{n,1}M_i^{1+(n−i)\beta}$$ (7)

where the coefficient, $C_{n,1}$, is the $n$-th moment of $g(x)$ in a single-moment normalization. Thus, the scaling law of DSDs represents self-similarity of distribution that is independent of $M_i$. The rainfall intensity $R$ is commonly used as the reference variable in [34,35]. A similar concept was applied in the field of aerosol [45].

In a single-moment scaling normalization, the scatter around $g(x)$ is significant. That is, a single parameter cannot fully describe the variability of DSDs. This requires the necessity of the second parameter. Similar to the single-moment scaling, if there exists the multiple power law among moments as below

$$M_n = C_{n,2}M_i^{j−i}M_j^{n−j}$$ (8)

The normalized DSD can be expressed as

$$N(D)/N'_0 = h(D/D'_m)$$ (9)

$$N'_0 = M_i^{j−i}M_j^{n−j}$$ (10)

$$D'_m = (M_j/M_i)^{1/(j−i)}$$ (11)

where $h(x_2)$ is the generic DSD and subscript 2 indicates the double moment normalization. $C_{n,2}$ is the nth moment of $h(x_2)$. The $N'_0$ and $D'_m$ are the characteristic number concentration and characteristic diameter, respectively, and are defined by a combination of two reference variables ($M_i$ and $M_j$) in the generalized double-moment scaling normalization [31]. Testud et al. [30] normalization is a particular case with $i = 3$ and $j = 4$ and Waldvogel [26] with $i = 3$ and $j = 6$. Testud et al. [30] found that $h(x)$ was remarkably stable and all variability of DSDs was controlled by $N'_0$ and $D'_m$.

A similar stability was found in many parts of the world [31–33,46]. Figure 5 showed the frequency distribution of normalized DSDs with the 3rd and 4th moments from climatological data of DSDs in two regions (South Korea and Oklahoma) [33]. Average $h(x)$s (solid
lines in Figure 5c) were almost identical. This average $h(x)$ was fitted with the generalized gamma (GG) function:

$$h(x, c, \mu) = c \frac{\Gamma_j (i + \mu)}{\Gamma_i} \frac{\Gamma_j (i - j - \mu)}{\Gamma_i} x^{i - j - 1} \exp \left( \frac{\Gamma_j}{\Gamma_i} x^{\mu} \right)$$

(12)

where $\Gamma_i = \Gamma(i + c/\mu)$, $\Gamma_j = \Gamma(j + c/\mu)$. The fitted GGS are almost identical with similar $c$ and $\mu$. Thus, most discernible variability is contained in the two parameters, either two moments or $N'_0$ and $D'_m$. Thus, a fixed $h(x)$ and two moments estimated from dual-polarimetric variables can be used to retrieve DSDs [32,47].

**Figure 5.** Frequency distribution of normalized DSDs in (a) South Korea and (b) Oklahoma. (c) Average $h(x)$s and (d) fitted $h(x)$ with the generalized gamma function. Adapted from [33]. © American Meteorological Society. Used with permission.

Furthermore, the general double-moment normalization or normalization with GG functions was used in the microphysical scheme in NWP. Szyrmer et al. [43] expanded the double-moment normalization into a three-moment scheme in which the rate of change of $M_m$ (prognostic moment) was expressed as the function of $M_m$ and non-reference moments (see Equation (3.3) in [43]). Thus, non-explicit functional forms of DSDs are required.

Morrison et al. [48] also estimated arbitrary moments with multiple power law from one, two, and three reference moments and concluded that three reference moments well characterized most of DSD variability. Similar to [43], Morrison et al. [49] expressed the microphysical process rate with generalized multivariate power expressions to build flexible microphysical schemes.
2.2. Observation of DSDs

Most DSD measurements so far have used 2DVD, Parsivel, and MRR (Micro-Rain Radar). They differ in terms of their operational physical principles, resolution, sensitivity (truncation) to small drops, the sampling error for large drops, etc. [15,23,50]. Fundamentally, the \( N(D) \) from these instruments generally disagrees for \( D < 0.8 \text{ mm} \) and \( D > 4 \text{ mm} \) but tends to agree well in the mid-range of \( 0.8–4 \text{ mm} \) [51,52]. They showed comparisons of \( N(D) \) measured using (Meteorological Particle Spectrometer (MPS) and 2DVD) vs. 2DVD alone in many different rain types and rain rates. They found that the ‘drizzle’ mode was ubiquitous and could not be captured by any single instrument (Figure 6, [52]). By combining DSDs from MPS and 2DVD, the complete DSDs clearly showed a drizzle mode and a precipitation mode (Figure 6). Further, the low-order moments important for the microphysical parameterizations of processes, such as evaporation and accretion, could not be estimated with 2DVD alone.

![Figure 6. Hourly DSDs from the 2DVD (plus signs) and 2DVD–MPS combined (open diamonds) adapted from Figure 11 of [52]. DSDs show the so-called “S-shape” with higher number concentration in smaller and medium sizes. © American Meteorological Society. Used with permission.](image)

Wen et al. [53] intercompared 2DVD, Parsivels, and MRR in terms of spectral agreement and effects on evaporation and accretion during the 2014–2015 Mei-Yu season in east China. They found that only the 2DVD was accurate enough to measure the \( N(D) \), fall speeds, and lower-order moments (even without the optical array probe). Wen et al. [53] concluded that “while previous studies demonstrated that the microphysical parameterization has pronounced effects on numerically simulated storms, our study reveals that the instrumental differences and/or error have substantial impacts on the tuning of model microphysics. Therefore, to improve the accuracy of microphysical parameterization and ultimately the accuracy of storm simulations, obtaining more accurate DSDs from observations is critical and essential”.

The mean axis ratio vs. \( D \) is also one of the key observations that are required to parameterize DSDs with dual-polarimetric radar variables. The most frequently used mean axis ratio vs. \( D \) relation is from [54] who used the least squares fit the axis ratio vs. \( D \) from the literature, e.g., wind-tunnel data, airborne optical probe data, laboratory data of [55], etc., with different errors in these methods, the hypothesis being that the random errors will cancel and the mean of the fit will be close to reality. It is not entirely clear why the fit of [54] is so universally popular when the definitive 80 m water-fall experiment with
2DVD disdrometer [51] has proven to be the ‘best’ so far when compared with wind-tunnel measurements [56–58]. The data showed that the drops oscillate in the oblate-(slightly) prolate fundamental mode with a small component of the transverse mode mixed in. In the wind tunnel experiments from [57], single drops were imaged using high-speed video cameras. Thus, the oscillation of a single drop was observed over several cycles and the time-averaged axis ratio was computed. The oscillation amplitude of individual drops in the wind tunnel and the increasing amplitude with an increase in equivolume D was in good agreement with the increase in the standard deviation of the axis ratio based on hundreds of the equisized drops from the 2DVD. The 80 m fall experiment data together with analysis of drop contours in two orthogonal planes showed that the canting angle distribution is approximately Gaussian with mean 0 deg. and standard deviation of 7 deg. A new understanding of drop shapes and oscillations by [59] synthesizes the knowledge of many years of laboratory measurements along with 2D-video measurements of natural raindrops. With such a solid base of theory and measurements, it is indeed surprising that the mean axis ratio from diverse measurements fitted with a polynomial fit to D is still the choice in papers as recent as (e.g., [53]).

3. Linkage between DSD Models and Dual-Polarimetric Parameters

There are a number of methods for the estimation of DSD parameters such as the two parameters \([N_0, D_0]\) for the exponential, three parameters \([N_0, \lambda, \mu]\) for the gamma, the two parameters that empirically constrained gamma \([N_0, \mu = f(\lambda)]\), and the four-parameter generalized gamma \([N_0', D_m', \mu, c]\) with two shape parameters \([\mu, c]\). In literature, the median mass or volume diameter, \(D_m\) or \(D_0\), is often used instead of \(D_m'\) and normalized intercept parameter, \(N_V\) for \(N_0'\). The most frequently used distribution in practice is the three-parameter gamma with one fixed-shape parameter \(\mu = \text{constant}\), or the constrained two-parameter gamma with variable \(\mu = f(\lambda)\) in spite of the controversy surrounding its use. The most flexible is the four-parameter generalized gamma with the most flexibility in shape with \(\mu\) controlling the small drop end (the so-called “drizzle” mode \(D \leq 200 \mu_m\)).

3.1. The First Ansatz: Exponential DSD

The first attempt at retrieving the parameters \((N_0, D_0)\) of an exponential distribution using radar-measured \(Z_h\) and \(Z_{dr}\) was a concept paper introduced by [36]. They used the results in two published articles, (i) McCormick et al. [60] who showed that raindrops are oblate spheroids with their axis of symmetry aligned along the vertical and, (ii) the wind-tunnel experiments of Pruppacher and Beard [61] who showed that the axis ratio of the drops was nearly a linear function of the equivolume sphere diameter (for \(D > 1.0 \text{ mm}\)). Combining these two inferences and Gan’s Rayleigh scattering, it was straightforward to compute \(Z_{dr}\) and to relate it to \(D_0\) whilst the parameter \(N_0\) was estimated by relating \(\log [N_0/Z_h]\) and \(D_0\). Note that this was a theoretical paper without any supporting measurements. It was a UK team at Appleton Laboratories led by Martin Hall and Steve Cherry who were the first to measure \(Z_{dr}\) and use it to estimate \(N_0\) and \(D_0\) of an exponential DSD to estimate rapid attenuation fading at S-band at a high resolution along slanted earth–space paths [62]. Their goal was to use frequency scaling to estimate attenuation at X- and higher bands or directly integrate the product of the extinction coefficient with the exponential or gamma distributions.

3.2. The Second Ansatz: Exponential DSD

The second concept paper by [63] (henceforth SB) was related to finding another differential measurement to replace \(Z_h\) as the measurement uncertainty could be large (±1 to 2 dB). Humphries [64] gave an insight as he computed the differential propagation phase shift between H and V-polarized waves in a highly orientated oblate rain medium to document the depolarization of an initial circularly polarized wave as it penetrated the rain medium. However, he failed to relate the differential propagation phase shift to the rain rate. His calculations led [63] to use the differential propagation phase shift...
(\(\Delta_{HV}\)) per unit distance along the beam when normalized by \(N_0\) could be related to \(D_0\).

This was the second differential measurement that SB [63] were looking for to eliminate the use of \(Z_h\). However, there were no measurements of \(\Delta_{HV}\) available at that time using the available S-band radars (there were several in the USA) whose pulsing schemes were not suitable. In a ground-breaking article, Sachidananda and Zrnic [65] came up with an algorithm to estimate \(\Delta_{HV}\) (which they termed \(\Phi_{dp}\)) which led to an explosion in the field. The microphysical implications of \(Z_{dr}\) and \(K_{dp}\) were given in two seminal articles by [66,67], (a) \(Z_{dr}\) could be related to \(M_2/M_3\) where \(M\) is the moment of the DSD (for DSDs of the gamma family, \(Z_{dr}\) can be related to \(D_m = M_4/M_3\) where \(D_m\) is the mass-weighted mean diameter), (b) the \(K_{dp}\) is proportional to \(LWC (1-r_m)\) where \(r_m\) is the mass-weighted mean axis ratio and \(LWC\) is the liquid water content.

3.3. The Constrained Gamma Drop Size Distribution

The most widely used analytical DSD is the un-normalized gamma distribution with three parameters, \(N_0, D_0\) and \(\mu\) [27]. This has been utilized to derive \(N_0\) and \(D_0\) from the combination of \([Z_h, Z_{dr}]\) [68], but because of the additional shape parameter, \(\mu\), there has been a need to assume a fixed value for \(\mu\) to estimate \(R\). An alternate way was proposed by Vivekanandan et al. [69] who used a 2D-video distrometer measured \(N(D)\) to estimate \(\mu, N_0,\) and \(D_0\) using the method of truncated moments. However, using simulations of a ‘perfect gamma’ DSD, Smith et al. [70] have written a number of articles on the errors of using moments to estimate \([N_W, D_m, \mu]\) and pressed hard that a large number of drops are needed \(O(1000)\) to reduce the errors. They recommend maximum likelihood or L-moments [71] with the caveat that small drop truncation is not an issue. However, most commercial disdrometers, (a) cannot measure the small drop end \((D < 0.5 \text{ mm})\) truncation and, (b) have a sampling problem due to a lack of statistical significance of the few large drops that are detected. The consensus opinion was that moments \(M_{2,4,6}\) would probably give the least error provided the number of drops was in the thousands every few minutes. However, Handwerker and Straub [72] differ from this opinion based on their own simulations of ‘perfect’ gamma DSD. Their contention was that it was ‘easier’ to approximate the truncated small drop concentration as opposed to “sampling adjustment” of the very noisy and few large drops. Their recommendation was that \(M_{0,1,2}\) may be the optimal combination of moments.

Vivekanandan et al. [69] found a high Pearson correlation between estimated values of \(\mu\) and \(\lambda\). An empirical least square fit of \(\mu\) as a quadratic function of \(\lambda\) was obtained. This reduced the three-parameter to a two-parameter one. However, Mallet and Barthes [73], using simulations of gamma DSDs with fixed parameters \([N_W, D_m, \mu]\) (typical of medium rain rates), found that using the method of truncated moments to estimate \(\hat{\mu}\) and \(\hat{\lambda}\) based on 50 realizations of the selected medium rain rate parameters found a correlation of 0.98 between estimate \(\hat{\mu}\) and \(\hat{\lambda}\). This correlation is purely statistical with no physics. It also follows estimate \(\hat{\mu}\) and \(\hat{\lambda}\) from the measured DSDs representing a variety of rain rates will show a high correlation irrespective of the instrument type used. Similarly, the negative correlation between \(\log(N_W)\) and \(D_m\) was also very evident (around \(-0.8\)).

Even modelers have started to adapt \(\mu\) as a function of \(\lambda\) (and even rain rate, henceforth \(R\)) to improve the \(R\) from bulk microphysical schemes with constant \(\mu\). Nevertheless, constrained gamma continues to be used as it offers a way to estimate \(N_0, D_0,\) and \(\mu\) using only two radar measurables \(Z_h\) and \(Z_{dr}\) [53,54,74]. Modelers have started to adapt \(\mu\) as a function of rain rate and season in double-moment schemes, e.g., Morrison’s two-moment bulk microphysical scheme. The goal is to improve the \(R\) from the Morrison gamma DSD with adaptive \(\mu\) in terms of rain rate and season. They found that rain rate error statistics (rmse) for the adaptive \(\mu = f(R)\) was 20% lower than \(\mu = 0\). However, they could not find physical reasons for the adaptive \(\mu\) method.

In contrast, Schingl et al. [75] used the microphysical parameterizations in two-moment bulk schemes \(\mu = f(D_m')\) which is a non-linear relation where \(D_m'\) is the mean-mass diameter, to avoid excessive size sorting [76]. Seifert [77], on the other hand, simulated sed-
imentation, evaporation, coalescence and breakup, and derived a diagnostic non-linear \( \mu-D_m' \) relation which is implemented in the Consortium for Small-Scale Modeling (COSMO). The authors’ goal was to compare the polarimetric quantity (graph of \( Z_{dr} \) vs. \( D_m' \)) from the model against the same graph derived from the empirical disdrometer-measured \( \mu-\lambda \) quadratic. Schinagl et al. [75] comment “Our study calls for a thorough assessment of uncertainties in DSD parameter estimation which is prerequisite for any successful assimilation of polarimetric data in numerical weather prediction model”.

3.4. Testud’s Normalization

Testud et al. [30] used the normalization of Willis [44] to come up with a normalized form of the gamma distribution based on the premise that the \( \text{LWC} \) should not be dependent on \( \mu \). They defined the normalized intercept parameter \( N_W = \text{LWC}/D_m^3 \) and mass-weighted mean diameter \( D_m = M_4/M_3 \) which can be computed for any measured \( N(D) \). When the \( N(D) \) is scaled-normalized, the distribution in compact form can be written as Equation (9) or \( N(D) = N_w h(x) \) where \( x = D/D_m \) and \( h(x) \) can be any function (not necessarily in the gamma family). Testud et al. [30] and Lee et al. [31] wrote about the ‘remarkable stability’ of the intrinsic shape of \( h(x) \) even in convective and stratiform rain. This shape invariance implies that the variability of the observed \( N(D) \) due to the many microphysical and kinematic up/down-drafts and drop sedimentation processes is not controlled by \( h(x) \) but rather by fluctuations in \( N_w \) and \( D_m \). It follows that the constrained gamma does not fall within this representation. The estimate of \( N_w, D_m, \) and the shape parameter \( \mu \) from measured \( N(D) \) was used by Bringi et al. [78]. The method estimates \( N_w \) and \( D_m \) as defined by their moments while the estimation of \( \mu \) is a one-dimensional non-linear minimization problem with the cost function being the absolute difference between the measured log \( N(D) \) and the desired log \( N(D) \). It is sometimes referred to as a least square [72]. However, one should keep in mind that log \( N_w \) and \( D_m \) are based on moments and there will be a negative correlation between them [73] in the range of \(-0.7 \) to \(-0.95 \) purely due to statistics. The optimal method of estimating the DSD parameters is that of maximum likelihood estimate (MLE) but for truncation at the low drop size end \( (D < 0.5 \text{ mm}) \) which is common to disdrometers, the MLE does not perform as well [71] as the method of truncated moments.

One way to overcome the small drop truncation [46,52] is to use two different disdrometers, (a) a high resolution (50 \( \mu \text{m} \)) optical array probe used on aircraft and, (b) 2DVD with 200 \( \mu \text{m} \) resolution. The array probe is accurate from 100 \( \mu \text{m} \) to 1.5 \( \text{mm} \) whilst the 2D video is accurate for \( D > 0.7 \text{ mm} \). Thus, a composite spectrum can be defined as “use \( N(D) \) from optical array probe when \( D < 0.8 \text{ mm} \) else use \( N(D) \) from the 2DVD.” Such composite spectra can be used to compare the performance of instruments (without the optical array probe), i.e., 2DVD alone, MRR, and Parsivel. There are only two permanent sites in the US (University of Alabama in Huntsville and Wallops Is, Huntsville, AL, USA) that have a collocated optical array and 2D-video inside a double fence intercomparison reference (DFIR).

4. Retrieval of DSD Parameters

4.1. Retrieval Algorithms for Parameters of the Normalized Gamma Distribution

The estimation of \( [N_w, D_m, \mu] \) using the Testud normalization was developed by [79]. They used a linear relation of axis ratio vs. \( D \) with a slope of \( \beta \) (i.e., \( b/a = 1 - \beta D \)) along with theoretical gamma DSDs covering a wide range of \( \log [N_w, D_m, \mu] \) based on [27]. Their goal was to first estimate \( \beta \) as the hypothesis that abs[\( \beta \)] decreased from mid-latitude rain (0.063 per \( \text{mm} \)) to tropical rain (0.045 per \( \text{mm} \)) to account for large amplitude oscillations due to the collisional processes which collide with collisional energy [80] insufficient to break up in the warm rain as opposed to damped oscillations due to rain forming from melting graupel/small hail. A complicated nonlinear regression was used to develop an algorithm for \( \beta \) in terms of \( Z_{hi}, Z_{dr}, \) and \( K_{dp} \) which involved products of power laws, e.g., \( \beta = 2.08 Z_{hi}^{-0.365} K_{dp}^{0.38} Z_{dr}^{0.965} \) where \( Z_{hi} \) is \( \text{mm}^6 \text{m}^{-3} \), \( K_{dp} \) in deg km\(^{-1} \) and differential reflectivity expressed as a ratio. In retrospect, Gorgucci’s ansatz must be considered
remarkable. For example, $D_m$ is retrieved using $D_m = a Z_h b Z_d c$ where $a = 0.56$, $b = 0.064$, $c = 0.024 \beta^{−124}$. The total error (sum of parameterization and signal fluctuation errors) are quoted as 20% for the normalized standard deviation (or, NSD) when $Z_d$ is around 2 dB. Similarly, the NSD of log $N_W$ is 16% when $N_W \approx 8000$ mm$^{-1}$ m$^{-3}$. These low NSDs are based on disdrometer-measured DSDs but no comparison with radar was given.

The first paper to quantify the use of the Gorgucci et al. method [79] appeared in Bringi et al. [78] who used radar data from SPOL and a dense gage network (10 gages in a square area of $\approx 20$ m$^2$). The details are many and cannot be explained in this review; nevertheless, the concept of an “effective” $\beta$ introduced in this article has merit. However, this methodology did not appeal to the wider meteorological community since the bias errors in $Z_h$, $Z_d$, have to be low, respectively, $±1$ dBZ and $±0.1$ dB which is exceedingly difficult for research radars let alone the Operational Network of radars. Since $K_{dp}$ is also involved, the errors will be high when $K_{dp}$ is low (<0.2 deg km$^{-1}$) which precludes the calculation of $\beta$ unless the $Z_H > 35$ dBZ. The above method has been used in a number of articles, including Bringi et al. [78], who were able to draw regions of stratiform, tropical convective, and continental convective in the log $N_W$ vs. $D_m$ plane using Joss and 2DVD from a variety of locations ranging Papua New Guinea, Puerto Rico to Colorado. This article has been used extensively as a reference for other methods.

One of the accepted methods [78,81] for the retrieval of $[N_W, D_m]$ is (a) access a large database of measured DSDs representative of the climatology of the region or from many regions; (b) use these measured DSDs and average them to a time resolution of 1–3 min; (c) the input to the T-matrix code is the measured DSD, frequency, mean axis ratio vs. $D$, temperature, mean, and standard deviation of the canting angle distribution. The integration range is given by the DSD data itself. (d) The T-matrix outputs [$Z_h, Z_d, K_{dp}, A_h, A_d$ and $\rho_{hi}$] for each measured DSD at a time resolution of 1–3 min; (e) simulate signal fluctuations or noise in $Z_h$, $Z_d$, and $K_{dp}$ by adding, for example, standard deviations of 1 dBZ, 0.25 dB and 0.3 deg km$^{-1}$, respectively; (f) from the measured DSDs use moments $M_3, M_4$ to estimate $[N_W, D_m]$; (g) use non-linear least squares fit of $D_m$ (for example) as a 4th order polynomial in $Z_d$, and for $N_W$ a power law fit of the form $M_3/D_m^4$ and are defined by a combination of two reference variables ($M_i$ and $M_j$) in the generalized double-moment scaling normalization [31]. The goal is to minimize the sum of the algorithm error and the radar measurement error. The value of $\beta = 7$ (for Rayleigh scattering), thus, the var($N_W$) is amplified by the factor $\beta^2$. This is one reason why it is very difficult to validate radar estimates of $N_W$ against surface disdrometers.

The largest DSD database using multiple (3–7) third-generation 2DVDs was collected by the NASA ground validation program. The datasets were collected during relatively short field campaigns (around 2 months) as well as from more permanent sites (multiple years). The climatology included mid-latitude regimes including deep convection (field campaign in Oklahoma), frontal and mesoscale convective systems (field campaign in Iowa), warm-season orographic effects (field program in the Appalachians), cold-rain, coastal, and orographic effects (Washington State), as well as the multi-year sampling of sub-tropical convection (Alabama) and multi-year coastal mid-Atlantic region (Wallops Is, VA). The number of 1 min DSDs was over 204,000. The main difference is in step (c) where the fit to the laboratory measurement of transverse mode oscillations [82] was used for $D < 6$ mm and the equilibrium axis ratios of [59] for $D > 6$ mm. However, the largest drop generated in the laboratory (by [82]) was only 4 mm; in addition, three other smaller sizes were chosen. Beard et al. [83] in a reexamination of these data were convinced that the drop generator used by [82] for generating the 4 mm drops was, in fact, imparting the transverse mode oscillation which did not die down as the drop reached its terminal fall speed. In spite of this, Tokay et al. [81] chose to use the Andsager et al. fit [82] (for $D < 6$ mm) and the equilibrium Beard and Chuang fit [59] for $D > 6$ mm to retrieve $D_m$ as a third-order polynomial in powers of $Z_d$, and $N_W$ as $a Z_h / (D_m)^b$. The normalized standard error quoted by [81] is about 10% for $D_m$ (for true $D_m$ of 1.3 dB; it varies with a true value of $D_m$) and normalized standard error of log $N_W$ is about 6% (for true log $N_w = 3.5$; varies
with a true value of \( \log N_W \). Gorgucci et al. [79] get similar values. However, the Tokay et al. [81] quoted errors do not include radar measurement errors. Gorgucci et al. [79] estimated the sum of the two (uncorrelated) errors to be 18% for \( D_m \) and 15% for \( \log N_W \). The measurement error for \( \log N_W \) is seen to be a major component of the total error which can be reduced by spatial averaging or longer dwell times.

As an alternative to (a) above, the normalized gamma parameters can be uniformly distributed (for example) in the range \( 10^3 < N_W < 10^5 \) mm\(^{-1}\) m\(^{-3}\); \( 0.5 < D_m < 3.5 \) mm, \(-1 < \mu < 5 \). These ranges from [79] are based on [27] and appear to be representative of tropical climates. The input (c) above needs the upper limit of integration, e.g., \( D_{\text{max}} = \min \{3 \cdot D_m, D_m = 8 \) mm\} [84]. The rest of the steps are the same but it is not clear what physical meaning can be given to such a gamma distribution with random parameters. However, when \( R/N_W \) is plotted vs. \( D_m \), the median curve representing the 2-D histogram of \([R/N_W, D_m]\) cannot be distinguished from the same using measured DSDs by 2DVDs in a large variety of climates. This is also true for other normalized plots [85].

4.2. Non-Parametric Methods

4.2.1. Variational Method

There have been several other (non-parametric) approaches to the estimation of the DSD of which the variational approach is the most common. The recent article by [86] is among the few we found that explicitly describes an optimized retrieval of DSD, attenuation-correction of \( Z_h \) and \( Z_{dr} \), and \( R \) (simultaneously) from polarimetric radar measurements \([Z_h, Z_{dr}, \Phi_{dp}]\). The measurement set includes \( y_{Z_{dr}} = [Z_{dr,1}^m, Z_{dr,2}^m, \ldots, Z_{dr,n}^m]^T \); \( y_{Z_{dp}} = [Z_{dp,1}^m, Z_{dp,2}^m, \ldots, Z_{dp,n}^m]^T \); \( y_{\Phi_{dp}} = [\Phi_{dp,1}^m, \Phi_{dp,2}^m, \ldots, \Phi_{dp,n}^m]^T \) where “n” refers to the \( n\)th range gate. The state vector is \([D_m, W]\) where \( W \) is the rainwater content. The DSD is assumed to be constrained by \( \mu = \text{quadratic function of } \lambda \). The results based on one sweep of one C-band and one S-band radar data are very impressive when compared to the parametric methods described earlier. Nevertheless, some ad hoc assumptions have to be made regarding the measurement fluctuation errors for \( Z_h, Z_{dr}, \Phi_{dp} \) (all measured). The errors must be larger than the usually assumed values of 1 dBZ, 0.2 dB, and 0.35 deg km\(^{-1}\). The measurement errors are dependent on Doppler spectral width, number of samples, dwell time, SNR, etc. For \( K_{dp} \), the error variance estimation depends on the path and several other factors [79]. The spatial correlation of the observational vector is largely unknown and must be assumed. The forward observational operator is not linear. In spite of these unknowns, the variational method involving the minimization of the cost function to yield the optimized \([D_m, W]\) using the observational vector needs to be pursued to the point where the operational agencies will pursue it.

4.2.2. Inverse Method

Wen et al. [87] describe a different non-parametric method based on an inverse model where the input is \([Z_{dr}, K_{dp} / Z_h]\) and the output is \([\mu, D_{\text{max}}]\), where \( D_{\text{max}} \) is the maximum diameter of the retrieved gamma DSD. The choice of the ratio \( K_{dp} / Z_h \) is based on the simple fact that the total number concentration clearly cancels out so the variability of both \( D_m \) and \( K_{dp} / Z_h \) is fairly low. The choice of \( \mu \) is based on the fact that the DSD is constrained gamma with \( \mu \) being empirically linked to a quadratic in \( \lambda \) (using a large database of disdrometer measurements). The choice of \( D_{\text{max}} \) (maximum drop diameter) is not typical since it is a random variable and reflects the variation of \( Z_{dp} \) to the large drops in the tail of the distribution. Their approach is based on the k-nearest-neighbor (k-NN) classification from the pattern recognition literature [88]. This algorithm stores all 2DVD input–output correlations from the available data as a “training” set. When a new \([Z_{dr}, K_{dp} / Z_h]\) input is presented, the \([\mu, D_{\text{max}}]\) output class that is the most common amongst the k nearest (training set) neighbors of the new input is selected. The k-NN is particularly suitable when large training data are available (e.g., numerous 2DVD DSDs are now available through NASA ~1,000,000 1 min DSDs [89]).
Wen et al. [87] used the Euclidean distance to define the closeness of neighbors. They applied an empirical \( \mu = \text{quadratic in } \lambda \) relation based on 2DVD data, while \( N_0 \) is obtained after the fact using \( Z_{dr} \), \( \mu \), \( \lambda \), and \( D_{\text{max}} \). Their training set comprising \( Z_{dr} \) and \( K_{dp}/Z_h \) was generated using a polynomial function whose inputs \( \mu \) and \( D_{\text{max}} \) are drawn from 10-year 2DVD DSD data with constraints \( \mu \in [-3:20], D_{\text{max}} \in [1.7; 8 \text{ mm}] \), and \( D_{\text{max}} > D_m \). The test stage used S-band radar data from a WSR-88D located in Oklahoma City, OK. The moments \( M_0, M_2, M_4 \), and \( M_6 \) were computed from \( \{N_0, \mu, \Lambda, D_{\text{max}}\} \). The validation results in terms of what they define as the relative absolute error (RAE) ranged from 0.986 (or 98.6%) for \( M_0 \) to 0.455 (or 45.5%) for \( M_6 \), whereas Pearson’s correlation coefficient between radar-based \( M_0 \) and 2DVD \( M_0 \) “truth” was 0.651 (the maximum correlation coefficient for other moments was <0.7). The predictive performance of k-NN was quantified through root relative squared error (RRSE), which computes the difference between the k-NN-predicted values with the actual ones relative to when a simple predictor is used. More than characterizing the accuracy of the computation of moments, both RAE and RRSE give an indication of the efficacy of k-NN-based prediction over the most basic mean-value prediction method. Wen et al. [87] reported low RRSE for \( M_2, M_4 \), and \( M_6 \), whereas it was large (>1) for \( M_0 \). They commented that “both the inverse model and Bayesian approach produced DSD retrievals with large uncertainties due to the measurement errors, noise, and sampling problems of the instruments”.

5. Applications

5.1. DSDs in Light Rainfall

The drop size distributions in light rainfall (defined here as rates <1 mm h\(^{-1}\)) arguably show the highest variability for a given rain rate (\( R \)) due to large variations in the “normalized” intercept parameter \( N_W \) which is negatively correlated with the mass-weighted mean diameter \( D_m \), whereas the scaled-normalized shape is remarkably stable. Recent observations of the DSD using colocated high-resolution optical array probe for drizzle and small drops \( (D < 1 \text{ mm}) \) and 2DVD for larger sizes \( (>0.75 \text{ mm}) \) have shown that normalizing \( N(D) \) by \( N_W \) and scaling \( D \) by \( D_m \) (or in compact notation \( N(D) = N_W h(x) \) where \( x = D/D_m \) leads to the generalized gamma model as a good “climatological” fit for \( h(x) \) describable by two shape parameters \( (\mu, c) \) (see Equation (12) and Figure 5).

The main problem associated with light-rain DSD retrievals from polarimetric radars stems from the fact that these events are dominated by small and tiny drops which have near-spherical shapes. As a result, the polarimetric parameters such as \( Z_{dr} \) and \( K_{dp} \) will be very close to zero in these regions. To illustrate this, we show the measured \( Z_{dr} \) and \( Z_h \) from the CSU CHILL S-band radar during a light rain event period on 17 April 2015 in Greeley, Colorado (Figure 7). Radar scans were made at regular and closely spaced time intervals over a ground instrumentation site located at a 13 km range. The ground instruments included an MPS and a 2DVD both inside a 2/3rd scaled DFIR double wind fence. The disdrometer data were used to construct the full DSD spectra ranging down to 200 microns.

Figure 7a shows the variation of \( D_m \) computed from the full DSD spectra vs. the measured \( Z_{dr} \) from the S-band radar. Values of \( D_m \) (note the y-axis is on a log scale) range from 0.2 to 1 mm but \( Z_{dr} \) can be seen to be around 0 dB, sometimes even negative (due to noise fluctuations). On the other hand, the S-band \( Z_h \) shows more variation with \( D_m \). The red dotted line represents the fitted equation. Although there is a considerable amount of scatter, the fitted equation seems a better way to estimate \( D_m \) (but with significant uncertainties). The equation will be tested for other light-rain events, e.g., in Wallops Island, a mid-latitude coastal region, where a large set of disdrometers and other instruments are located within the coverage of the S-band NPOL radar [90].
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Figure 7. $D_m$ from the full DSD spectra at the ground instrumentation site vs. (a) the measured $Z_{dr}$ and (b) the measured $Z_{h}$ from the CSU CHILL S-band radar over the disdrometer location, during a light rain event period on 17 April 2015 in Greeley, Colorado.

5.2. DSD-Based Classification of Stratiform and Convective Rain Regions

There have been a number of studies relating to the separation of stratiform and convective rain in terms of their DSD parameters. To begin with, DSD data analyses from [31] (see panel (a) of their Figure 8) show that the two rain types have a clear separation in the $N_i'$ vs. $D_m'$ domain. Their results also show that for stratiform rain, the variation of $N_i'$ shows an almost linear variation with $D_m'$, whereas convective rain does not show any correlation with $D_m'$. Note that the DSD data analysis used $i=3$ and $j=4$ for this particular case, hence, $D_m'$ will be the same as $D_m$.

Bringi et al. [78] examined the $N_{lw}$ vs. $D_m$ for several locations in various climatic locations. Based on the standard deviation of the 1 min rain rate with time, the data points were classified separately into (i) stratiform rain, (ii) tropical-convective, and (iii) continental-convective rain. Later, Thurai et al. [91] collated all data points and showed that stratiform-convective separation can be made in the $N_{lw}$ vs. $D_m$ domain. The separation technique was also tested using disdrometer data in Wallops Island (a mid-latitude coastal region, as mentioned earlier) and found to be applicable for several events. RHI scans from the S-band NPOL radar made over the disdrometer site were used for validation.

The separation method was tested with gridded data constructed from NPOL volume scans. The pixel-by-pixel classification based on the retrieved $[N_{lw}, D_m]$ was compared with the output from the ‘texture-based’ method of [92]. One example, taken from [93], is shown in Figure 8. The event occurred on 30 April 2020 which had a somewhat organized line of strong convection embedded within a larger system. Figure 8a shows the gridded reflectivity data, Figure 8b shows the DSD-based classification using the retrieved $[N_{lw}, D_m]$, panel (c) shows the classification according to the texture-based method and Figure 8d shows the match/mismatch between the two methods. Note the DSD-based classification in Figure 8b has an extra category representing mixed/transition/uncertain rain type (purple regions).

For Figure 8d, the colors represent the following: (i) Light blue/cyan—when both methods classify as stratiform rain; (ii) Red—when both methods classify as convective rain; (iii) Orange—when DSD-based methods classify as convective rain whereas the texture method classifies as stratiform rain; (iv) Green—when DSD-based methods classify as stratiform rain whereas the texture methods classify as convective rain; (v) Purple—when DSD-based methods classify as mixed type; (vi) Black—when $Z_{dr}$ is < 0 dB, which is not included in the classification procedure.
In terms of percentages, the comparison between the DSD-based classification and the texture-based classification resulted in (i) 56% of the radar pixels being categorized as stratiform rain by both methods; (ii) 21% as convective rain by both methods; and (iii) a further 11% as the ‘mixed’ category from the DSD-based method. For the remaining 12% of the pixels, there was disagreement between the two methods which largely occurred in regions around the convective rain areas. Similar comparisons have been made earlier using the C-band CPOL gridded data (CAPPIs) in [94] which had also shown good agreement between the two methods. Thus, it appears that the DSD retrieval methods for polarimetric radars have the additional advantage of identifying stratiform and convective rain regions.

5.3. Retrievals of DSD Moments from Polarimetric Radars

The feasibility of retrieving the DSD moments from X-band polarimetric radars was demonstrated by [32] using data from several campaigns including IFloodS [95,96] conducted in Iowa, USA, and HyMEx [97,98] in the Mediterranean region. The proposed retrieval method entails the estimation of two ‘chosen’ reference moments, $M_i$ and $M_j$, and a function $h(x)$ which represents the underlying shape function after double-moment nor-
malization [32] represented by the generalized gamma model [31]. The third and the sixth moments, \(M_3\) and \(M_6\), were chosen as the reference moments. \(M_6\) was estimated from the attenuation corrected reflectivity, \(Z_h\), and \(M_3\) was estimated from the attenuation-corrected differential reflectivity, \(Z_{dr}\), and the specific differential propagation phase, \(K_{dp}\).

The method was tested later by [47] using the X-band radar from a campaign conducted in Greeley, Colorado. They also used the attenuation-corrected \(Z_h\) to estimate \(M_6\) but made a slight adjustment for estimating \(M_3\), viz. instead of using \(Z_{dr}\) and \(K_{dp}\), they used \(Z_{dr}\) and the specific attenuation \(A_h\) for horizontal polarization.

We have applied the same approach to XYOU (XYOU is an acronym for X-band radar located at Yonsei University, Seoul) X-band radar data from a pure warm-rain event during the 2020 summer field observation campaign in South Korea. After establishing the correct calibration factors for \(Z_h\) and \(Z_{dr}\), attenuation correction procedures were applied in the same way as in [47], followed by the estimation of \(M_3\) and \(M_6\) again in the same way. Figure 9a–c show the attenuation corrected \(Z_h\), attenuation corrected \(Z_{dr}\) and \(A_h\), respectively. The intensity of the storm can be seen from the high values of \(Z_h\) within the core of the storm reaching 60 dBZ. In that region, \(Z_{dr}\) was around 3 dB and \(A_h\) was \(\sim 1.6\) dB km\(^{-1}\).

The retrieved \(M_6\) and \(M_3\) are shown in panels (d) and (e) of Figure 9. Note that the units are different for the moments. Panel (f) shows examples of the DSDs derived from all the retrieved moments, averaged over 1 km height intervals and 17–18 km range intervals. The heights range from 1.3 km to 4 km above ground level. As can be seen, the ‘growth’ is very significant and rapid from 4 km down to 2.2 km, and below that, the opposite happens, probably due to drop break-up being the dominant process.
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To double-check the retrievals, the DSDs derived from the retrieved moments were used as an input to T-matrix-based scattering calculations at X-band to determine the $Z_{hh}$, $Z_{dr}$, $K_{dp}$, and $A_{hi}$ at each of the pixels, which were then compared with the radar data. The procedure is shown in Figure 10. Figure 11 shows the vertical profiles of the output of the scattering calculations and the radar-data (after attenuation correction) within a very narrow radar range interval, 17.7 to 17.8 km. The comparisons are very good, especially for $Z_{hh}$, $Z_{dr}$, and $A_{hi}$. The extra parameter used for comparison, $K_{dp}$, shows more scatter, but the larger scatter is evident in both the scattering calculations and the radar-derived values.

![Block diagram outlining the DSD estimation procedure and comparing with radar data.](image)

**Figure 10.** Block diagram outlining the DSD estimation procedure and comparing with radar data.

![Vertical profiles of radar data compared with those recalculated using DSDs derived from the retrieved moments: From the left to right, $Z_{hh}$, $Z_{dr}$, $A_{hi}$, and $K_{dp}$ in the 17.7 to 17.8 km radar-range.](image)

**Figure 11.** Vertical profiles of radar data compared with those recalculated using DSDs derived from the retrieved moments: From the left to right, $Z_{hh}$, $Z_{dr}$, $A_{hi}$, and $K_{dp}$ in the 17.7 to 17.8 km radar-range.

6. Conclusions

The principal objective of this article is to provide a review of the main assumptions and DSD representations that are used to retrieve the parameters of the DSD using polarimetric radar. While the optimal DSD representation is not known, it appears that the generalized gamma distribution (with four parameters of which two are shape parameters) is probably a good candidate for this using maximum entropy [99]. The $\mu$ value typically controls the curvature at the small drop end (generally concave up) while $c$ controls the slope of $\log N(D)$ vs. $D$ at the large drop end. In particular, when the concept of scaling DSDs with two moments is applied, the two parameters among the four parameters of generalized gamma distribution are replaced with the two characteristics parameters (characteristics number concentration $N'_0$ and characteristic diameter $D'_m$) which are expressed with two moments. These two parameters control the most discernable variability...
of DSDs and the remaining variability is contained in the scaling normalized DSD, \( h(x; \mu, c) \), which is the function of the remaining two parameters, \( \mu \) and \( c \) [31]. The mean \( h(x) \) is remarkably stable at the different climate regimes [31–33,46]. The important message is that all moments from \( M_0 \) to \( M_7 \) can be expressed as a product of power laws of the reference moments together with average \( h(x; \mu, c) \). Note that \( h(x) \) need not be within the generalized gamma family or any pdf form as long as the moments are finite.

An important theme has been the remarkable stability of the generic shape of \( h(x; \mu, c) \) across different rain types, intensities, and climate regimes. This stability is not manifested in the gamma unless \( \mu = \text{constant} \). However, the \( \mu - \lambda \) relation (or, constrained gamma) based on disdrometer data is gaining wide acceptance since it offers a direct method of using radar data \([Z_H, Z_{DR}]\). One caveat is that use of the method of moments or truncated moments (truncation of tiny drops) due to disdrometer limitations together with small sample sizes (~100 or less) can cause significant bias and variance errors in \( N_0 \) and \( \lambda \). In addition, there is a strong negative Pearson correlation coefficient between \( \log N_0 \) and \( D_0 \) of approximately \(-0.8\) due purely to statistics with zero physics. There is also a strong positive correlation between \( \mu \) and \( \lambda \) as well as \( N_0 - \mu \). The one reason why even recent research articles use the constrained gamma is that radar measured \([Z_H, Z_{DR}]\) are used to estimate \([N_0, \lambda]\) without using \( K_{DP} \) which, in spite of its many advantages, is noisy and the choice of smoothing interval can be subjective.

The Testud et al. [31] double-moment normalization of the gamma \([N_W, D_m, \mu]\) based on reference moments \([M_3, M_4]\) appears now to be the method most used in recent articles [78,81]. The estimation errors [79] were quantified by the normalized standard error inclusive of parameterization and measurement errors are <20\% for \( D_0 \) and <15\% for \( \log N_W \) under ideal conditions, e.g., steady rain. Gorgucci et al. [79] did not use measured DSDs rather they used theoretical ranges for \( N_W, D_m \) and \( \mu \) uniformly distributed (random gamma). The estimator of \( \mu \) is biased and the uncertainty is high so no standard error is quoted. The largest set of 1 min measured DSDs using a network of seven third-generation 2D-video disdrometers [81] was acquired by the GPM ground validation program held in a variety of climatic regimes. Their normalized standard error (parameterization errors only) for \( D_0 < 10\% \) whereas for \( \log N_W \) it was <16\%.

A major caveat with respect to DSD measurements is that commercial disdrometers (e.g., 2DVD, Parsivel) do not have high enough resolution to measure drizzle drops \((D < 100 \mu m)\) so the curvature at the small drop end is convex down. To measure the drizzle drops, an optical array probe (Meteorological Particle Spectrometer, MPS, manufactured by Droplet Measurement Systems, Longmont, CO, USA) with 50 \( \mu m \) resolution collocated with a 2DVD disdrometer gives the ‘complete’ drop spectra from \( D = 100 \mu m \) to precipitation-sized large drops. Without the MPS, the \( \mu \) from Testud et al.’s gamma [31] will be positive and apparently stable but with the wrong shape and the number density would be biased low by an order of magnitude.

The retrieval of DSD parameters with the polarimetric radar requires an understanding of equilibrium drop shapes, orientations, and oscillation modes. The review article by [83] gives a new understanding of the laboratory measurements by [55,82], the wind tunnel measurements of [57], and the 2D-video measurements of drop contours in two orthogonal planes and their orientation distribution. It is rather a mystery that nearly all articles use the [54] mean axis ratio vs. \( D \) relation based on the fit to data from different methods with unknown errors the idea being that the random errors will cancel out on average leaving the mean values intact. Whereas, the 80 m fall bridge measurements with (frequently calibrated) 2DVD images in two orthogonal planes analyzed by [51] resulting in their fitted mean axis ratio vs. \( D \) relation has been cited but dismissed by ‘the Brandes et al. [68] fit that is very close to Thurai and Bringi [51]’. The review by [83] also clears up the dominance of transverse oscillations of 4 mm drops as being due to the ‘Initial condition’ of the particular type of drop generation which imparted transverse oscillations that did not decay with a fall distance of about 20 m when the fall speed reached its terminal velocity. Similar initial condition problems were also found to explain inconsistent transverse modes in 2–2.5 mm
drops. The net effect is an upward shift in axis ratios (ratio of the minimum vertical chord to maximum) towards sphericity that was not found in either the 2DVD data or the wind tunnel data.

The most important application of the double-moment scaling normalization is the estimation of moments \( (M_0-M_7) \) using polarimetric radar, and a stable \( h(\chi; \mu, c) \) representative of the climatology. The reference moments \( (M_3, M_4) \) are estimated from the attenuation-corrected differential reflectivity, \( Z_{dr} \) and the specific differential propagation phase, and from the attenuation-corrected reflectivity, \( Z_{h} \). The two reference moments are used to estimate moments of DSDs with multiple power laws and, subsequently, a complete DSD can be derived. Thus, the complete DSD and different moments of DSDs can be used to investigate the microphysical evolution in space and time. DSD retrieval using advanced disdrometers, micro-rain radar, and vertical pointing Doppler X-band radars can be used to constrain the DSD retrievals at the surface and at intermediate heights. Another application is radar hydrology where the estimation of rain accumulation using corrected reflectivity and the specific attenuation (dB/km) which is constrained by the differential propagation phase leads to accurate estimates over large watersheds and smaller urban flooding.

The three operational radar wavelengths \( (\lambda) \) are S-, C-, and X-bands though X-band radars have a short maximum unambiguous range as well as the Nyquist frequency is \( (\lambda/4T_s) \) which is a factor of 3 less than at S-band (for pulse repetition time, \( T_s = 1 \) ms). This makes the signal processing much more complicated with overlaid echoes or 2nd trip echoes. The clutter cancellation algorithms at X-band are also difficult to optimize relative to S- and C-bands primarily because X-band radar transmitters are generally magnetrons whose phase stability is poor relative to S-band transmitters which are linear power amplifiers, e.g., Klystron while C-band radars (largely) use either Magnetrons or rarely Klystrons. High phase coherence is important in the measurement of differential phase. The specific differential phase shift \( (K_{DP}) \) can be estimated with much more accuracy at S- as opposed C- and X-bands. The \( K_{DP} \) is important for DSD parameter retrieval.

It is true that calibration and quality control of the radar is one of the prime requirements for DSD parameter retrieval and for QPE. Many operational agencies have their own methods with the NEXRAD probably having the most complete procedures to calibrate reflectivity to within an uncertainty of \( \pm 1 \) dBZ and differential reflectivity to within \( \pm 0.1 \) dB. These two measurements are primary in the retrieval of DSD parameters, shown repeatedly by [79] since the mid-1980s. The achievement of such low uncertainty errors is very difficult to achieve across large numbers of radars in the network which is not really frequency dependent. Nevertheless, S-band system networks have the best performance.

The most important drawback of the X-band is signal attenuation caused by rain along the path of about 0.25 dB/km. At C-band, the similar value is 0.07 and at S-band 0.017. While attenuation–correction algorithms have been developed at X-band and C-bands, their accuracy cannot be determined. This correction is vital for DSD parameter retrieval. There are differences between S- and X-bands generally when radar reflectivity is larger than 40 dBZ. In ice regions of convection, the differences can be 3–30 dBZ for hail sizes > 1”.

Reference [87] described estimating the parameters of the gamma distribution and the lower-order moments based on an inverse model where the input is \( \{Z_{dr}, K_{DP}/Z_{h}\} \) and the output is \( \{\mu, D_{\text{max}}\} \), where \( D_{\text{max}} \) is the maximum diameter of the retrieved gamma DSD. Their approach follows the well-known k-nearest-neighbor (k-NN) classification from the pattern recognition literature. In principle, the method could be used to estimate the parameters of any DSD model provided the number of parameters is less than the number of available radar measurements. The DSD model should be a positive definite without any discontinuous. Ref. [87]’s approach is based on a truncated gamma DSD and several ‘tricks’ are used, e.g., \( \mu-\Lambda \) polynomial using disdrometer data. The details are many and at times difficult to decipher. The final accuracies they obtain using the IM on real radar data for the important quantities such as \( R \), and moments \( M_0-M_6 \) did not meet their expectations and quoting from their article, “the inverse model […] produced DSD retrievals with
large uncertainties due to the measurement errors, noise, and sampling problems of the instruments.” Further, their results do not show that deep learning is immune to noise.
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