A CNN-Transformer Network Combining CBAM for Change Detection in High-Resolution Remote Sensing Images
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Abstract: Current deep learning-based change detection approaches mostly produce convincing results by introducing attention mechanisms to traditional convolutional networks. However, given the limitation of the receptive field, convolution-based methods fall short of fully modelling global context and capturing long-range dependencies, thus insufficient in discriminating pseudo changes. Transformers have an efficient global spatio-temporal modelling capability, which is beneficial for the feature representation of changes of interest. However, the lack of detailed information may cause the transformer to locate the boundaries of changed regions inaccurately. Therefore, in this article, a hybrid CNN-transformer architecture named CTCANet, combining the strengths of convolutional networks, transformer, and attention mechanisms, is proposed for high-resolution bi-temporal remote sensing image change detection. To obtain high-level feature representations that reveal changes of interest, CTCANet utilizes tokenizer to embed the features of each image extracted by convolutional network into a sequence of tokens, and the transformer module to model global spatio-temporal context in token space. The optimal bi-temporal information fusion approach is explored here. Subsequently, the reconstructed features carrying deep abstract information are fed to the cascaded decoder to aggregate with features containing shallow fine-grained information, through skip connections. Such an aggregation empowers our model to maintain the completeness of changes and accurately locate small targets. Moreover, the integration of the convolutional block attention module enables the smoothing of semantic gaps between heterogeneous features and the accentuation of relevant changes in both the channel and spatial domains, resulting in more impressive outcomes. The performance of the proposed CTCANet surpasses that of recent certain state-of-the-art methods, as evidenced by experimental results on two publicly accessible datasets, LEVIR-CD and SYSU-CD.
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1. Introduction

Remote sensing image change detection is the process of identifying and analysing changes [1] that have occurred over time in satellite or aerial images of a specific area or region. The process can quickly and accurately identify changes on the surface, thus providing valuable information for both research and practice. Change detection is widely used in various contexts, including urban expansion [2], disaster assessment [3–5], and land cover mapping [6]. Conventional change detection methods, which require handcrafted features to complement detection, are less general and more costly [7]. With the advancement of remote sensing technology, the spatial resolution of remote sensing images has increased. High-resolution remote sensing images have more intricate spatial structures and finer details than their low- and medium-resolution counterparts, resulting in objects with the same semantic concept displaying different spectral characteristics in different temporal and spatial contexts [8]. Additionally, as the resolution rises, background details...
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and noise interference in the images expand, resulting in greater difficulty in accurately detecting and characterizing changes of interest. In summary, conventional change detection methods have become insufficient to meet contemporary requirements. There is a high demand for effective and intelligent change detection algorithms on high-resolution remote sensing images.

In recent years, the advent of convolutional neural networks (CNN) and their powerful feature extraction ability has given rise to numerous change detection methodologies based on CNN [2,9–16]. These methods convert bi-temporal images into deep features and conduct change analysis at the feature level. Many academics have applied segmentation networks, such as UNet [17], to change detection [18–20]. However, unlike the segmentation task, change detection focuses on identifying semantic changes of interest in multi-temporal images rather than classifying each pixel individually. Moreover, the restricted receptive field of CNN-based methods impedes their capacity to model contextual information at a global scale, both temporally and spatially. This holistic modelling of context is imperative for the identification of real changes in bi-temporal images. To address this issue, several strategies have been devised, among which the incorporation of attention mechanisms, such as spatial attention [12–14,16], channel attention [12–16], and self-attention [2,9], has proved effective in enabling networks to model global information. However, in most attention-based methods, attention mechanisms are applied independently to every temporal image [12,16] or directly to fused features [13–15], without accounting for the interrelation between bi-temporal features. Aside from the integration of attention mechanisms, various existing methods have successfully leveraged the generative adversarial network (GAN) [21–23] or recurrent neural network (RNN) [24,25] to obtain more discriminative features. These strategies improve the effectiveness of models, but they are still deficient in establishing long-range dependencies in the spatial–temporal domain.

First introduced in 2017, transformers [26] have gained widespread employment in natural language processing (NLP) for processing sequential data, concurrently exhibiting a notable aptitude for effectively handling long-range dependencies. Subsequently, the emergence of vision transformer (ViT) [27] shows that transformers can be applied to visual data with impressive performance. The potential and role of transformers in change detection for remote sensing were investigated by Chen et al. [8] through their initial implementation of transformers, which resulted in a successful inquiry. Bandara et al. [28] utilized Siamese hierarchically structured transformer encoders and multi-layer perception (MLP) decoders to effectively present multi-scale details across long ranges. Based on a fine-grained self-attention mechanism, Ke et al. [29] introduced a hybrid multi-scale transformer module that effectively models the representation of each image at hybrid scales. Compared with CNN-based methods, transformer-based methods do not encounter limitations in receptive field size and are capable of comprehensively modelling context, a crucial factor in deriving the desired semantic feature representation. It is worth noting that although these methods capture the spatio-temporal context, they do not consider the subtle details of shallow features, leading to irregular boundaries in the change map.

To resolve the aforementioned issues, an innovative end-to-end approach, denoted as CTCANet, is developed for change detection. By combining CNN, transformer, and attention mechanisms, this approach enhances both the accuracy and effectiveness of change detection. First, hierarchical features from raw images are extracted by the Siamese backbone for succeeding processing. The semantic tokens obtained by the tokenizer are then forwarded to the transformer module for global context modelling. Here, we design three bi-temporal information fusion strategies, early-concatenation, middle-difference, and late-difference, comparing their effects through experiments to select the optimal one. Subsequently, the resulting discriminative features are restored to full-resolution layer by layer through skip connections in the cascaded decoder, thus reducing the loss of details. Additionally, to effectively incorporate the fine-grained low-level features and context-rich high-level features, and to alleviate the semantic gaps between heterogeneous features,
the convolutional block attention module (CBAM) [30] is introduced to the cascaded decoder for high-quality change maps.

In summary, our research makes the following contributions:

• We propose CTCANet, a novel CNN-transformer change detection method, which leverages the transformer module for global spatio-temporal context modelling in token space, leading to context-rich representations that reveal changes of interest.
• The design of a cascaded decoder allowing for the full learning of both shallow fine-grained and highly abstract representations, thus preserving change boundaries and enhancing the recognition of small change targets.
• For bridging the semantic gaps between heterogeneous features, CBAM is integrated into the cascaded decoder. Simultaneously, it draws more emphasis to actual changes while downplaying irrelevant ones, enhancing the quality of the change map.

The rest of this article is structured as follows. Section 2 introduces deep learning-based remote sensing change detection methods in two aspects. Section 3 describes the overall structure of our model as well as the specifics of each module. Sections 4 and 5 are our experiments and discussion, respectively. Section 6 is the conclusion of this article.

2. Related Work

2.1. CNN-Based Methods

In the early stage, deep learning-based change detection approaches utilize CNNs to classify bi-temporal images separately and generate change maps by comparing the classification results [31–33]. Subsequently, the patch-level approaches [34–36] directly produce the change map by performing similarity detection on pairs of patches grouped from bi-temporal images. A current mainstream approach uses a combination of convolution and attention mechanisms to derive features from bi-temporal images, utilizing a feature decoder or Euclidean distance to calculate change maps. Peng et al. [14], for example, proposed a dense-attention method that captures change information by introducing spatial and channel attention to CNN. Zhang et al. [13] developed a deeply supervised image fusion network comprised of a shared two-stream architecture for deep feature extraction and a deeply supervised difference discriminating network for change detection. Chen and Shi [2] designed a change detection self-attention module to model spatio-temporal relations between pixels of bi-temporal images.

Since change detection needs to process two-time domain inputs, how to effectively fuse the information of bi-temporal images is the main problem to be solved. The existing methods can be approximately classified into two categories based on the stage of bi-temporal information fusion, which are image-level methods and feature-level methods. The image-level method [18–21,37,38] entails concatenating the raw images in the channel dimension and subsequently passing them as a single input into the semantic segmentation network to generate the change map. The feature-level method [2,9,10,12–16,18,22,39–41] utilizes Siamese neural networks to extract distinct features from bi-temporal images and merges those from two branches to make change decisions. Given the limitation of the inherent receptive field, the above CNN-based approaches cannot adequately model global relations in spatial-temporal scope. However, this article solves the problem by introducing the transformer module.

2.2. Transformer-Based Methods

Transformers [26] are deep neural networks wholly based on attention mechanisms. Different from traditional CNNs and RNNs, transformers employ stacked multi-head self-attention blocks to capture long-range dependencies among token embeddings. There is a current trend of employing transformers in visual tasks. ViT divides images into non-overlapping patches [27] and feeds them into the modified transformer encoder for image classification. This landmark work on utilizing transformers in computer vision has sparked subsequent research, including the pyramid vision transformer (PVT) [42] and Swin transformer [43]. At present, transformers have exhibited outstanding performance
in various visual tasks, including but not limited to image classification [27,44,45], semantic segmentation [44,46,47], object detection [48,49], super-resolution [50,51], and image generation [52,53].

The success of transformers in vision tasks has attracted the attention of the remote sensing community. Several tasks, such as remote sensing image classification [54,55], scene classification [56,57], object detection [58,59], and image segmentation [60–62], have seen work utilizing transformers. For example, in terms of remote sensing image classification, Li et al. [54] presented a CNN-transformer method for crop classification and verified its effectiveness on multi-sensor images. For scene classification, Deng et al. [56] designed a joint framework integrating a CNN and ViT to enhance the discrimination of features. For object detection, Xu et al. [58] introduced several improvements over the existing Swin transformer-based models, such as multi-scale feature fusion and adaptive scale modelling, to increase the accuracy for small-sized objects. Furthermore, for image segmentation, Xu et al. [60] developed a transformer-based framework employing hierarchical Swin transformers with an MLP head for lightweight edge classification.

The implementation of transformers in remote sensing change detection has also been witnessed. Inspired by ViT, Chen et al. [8] first proposed a bi-temporal image transformer to model contextual information in token-based space-time. Zhang et al. [63] designed a transformer-based Siamese U-shaped architecture for change detection. The network consists of three parts: encoder, fusion, and decoder, and each part uses Swin transformer blocks as the fundamental units. Wang et al. [64] developed a change detection method combining CNN and ViT to complete the temporal information interaction between different temporal features. Moreover, Wang et al. [65] used multi-scale transformers to capture information at various scales of bi-temporal images, and further enhanced the features by modelling spatial and channel information. Unlike CNN with local information extraction capabilities, transformers model the semantic tokens globally, which is crucial to distinguish real changes from irrelevant changes in a complex scene.

3. Materials and Methods

Within this section, we initially provide a comprehensive description of the proposed model, followed by an introduction of the datasets utilized in the experiments.

3.1. CTCANet

The present subsection commences with an introduction to the overall architecture of CTCANet, which is followed by a detailed description of its primary constituents, encompassing the Siamese backbone, transformer module, cascaded decoder, and CBAM.

3.1.1. Network Overview

The pipeline of our model is shown in Figure 1a. Given the raw bi-temporal images \( I^{(1)} \), \( I^{(2)} \) of size \( H_0 \times W_0 \), a modified Siamese ResNet18 [66] is employed to extract their hierarchical features. The tokenizer converts the highest features of each raw image into token sequences, which are then supplied to the transformer module. The transformer module models global spatio-temporal context in token space and outputs pixel-level discriminative features. In this way, features with enhanced representation abilities are acquired as compared to the ones that are solely derived through convolutional networks. The strongly discriminative features then enter the cascaded decoder to gradually recover to the original size by concatenating with the corresponding features of the raw images via skip connections (see Figure 1b). The CBAM is applied to smooth the semantic gaps among different-level features. Finally, the full-resolution features pass through a classifier to generate predicted change probability maps.
Figure 1. (a) The pipeline of CTCANet. The model mainly includes four parts: Siamese backbone, transformer module, cascaded decoder, and CBAM. (b) Cascaded decoder. The cascaded decoder consists of four upsampling blocks, where the dark grey cuboids represent features extracted by the Siamese backbone. Note that CBAM is added to the last upsampling block. (c) Channel attention module (CAM). (d) Spatial attention module (SAM). CAM and SAM are two sub-modules of CBAM.

3.1.2. Siamese Backbone

The CTCANet employs a modified Siamese ResNet18 as the underlying framework for feature extraction from bi-temporal images. ResNet18 is a convolutional network integrated with residual connections, enabling the network to effectively learn and reuse residual information from preceding layers during the training process. The introduction of residual connections addresses the issue of vanishing gradients that can arise in deep neural networks. Compared with the initial convolutional networks, the networks using residual connections converge more easily and the number of parameters remains unchanged.

The ResNet18 utilized in our study is derived from the original ResNet18 by removing both the global pooling layer and the fully connected layer. The modified ResNet18 preserves the first convolutional layer and four basic blocks for a total of five stages. The features output by these five stages are denoted as $F_{i \text{conv}1}$, $F_{i \text{conv}2}$, $F_{i \text{conv}3}$, $F_{i \text{conv}4}$, and $F(i)$ in turn, where $i = 1, 2$ represents two different time phases. The calculation of the first convolutional layer is as follows:

$$F_{i \text{conv}1} = \text{ReLU}(\text{BN}(f^{3\times3}(I(i)))), i = 1, 2$$

where $f^{3\times3}(\cdot)$ is $3 \times 3$ convolution operation, $\text{BN}(\cdot)$ refers to the batch normalization (BN) layer, and $\text{ReLU}(\cdot)$ denotes the rectified linear unit (ReLU) layer.

In ResNet18, a basic block is the simplest building block of the network architecture. It consists of two convolutional layers with a residual connection between them. Figure 2 shows that the basic blocks have two different forms depending on the stride used. When the stride is 1, residual connections enable the input to be directly merged with the output of the second convolutional layer by element-wise summation (see Figure 2a). When the
stride is not 1, the input is forwarded to a $1 \times 1$ convolutional layer to achieve dimension increase and downsampling before transferring to the output (see Figure 2b). In practice, all four basic blocks in our ResNet18 have a stride of 2, each of which downsamples the features by half. As a result, aside from the ones produced in the initial phase, the features generated in the successive stages exhibit a decreasing size ratio of $1/2, 1/4, 1/8, \text{and } 1/16$ relative to the original images. The depths of the five stages are 64, 64, 128, 256, and 512 in succession. Except for the output of the last basic block, which is projected into semantic tokens by the tokenizer and further processed by the transformer module, the producing features of the remaining four stages are transmitted to the cascaded decoder to concatenate with high-level features.

![Diagram of basic blocks](image)

Figure 2. Structure of basic blocks from our ResNet18. Employ structure (a) in cases where the stride is equal to 1, and utilize structure (b) in circumstances where the stride is not equivalent to 1.

3.1.3. Tokenizer and Transformer Module

Context modelling is a fundamental aspect for facilitating the network to concentrate on pertinent changes and differentiate between spurious changes such as those attributed to variations in illumination. Therefore, the transformer module, which comprises both transformer encoder and transformer decoder components (see Figure 1a), is incorporated to enable modelling of the spatio-temporal contextual information.

**Tokenizer:**

The highest features of each image extracted by the Siamese backbone are embedded into a set of semantic tokens by the Siamese tokenizer before feeding into the transformer module. Let $F^{(1)}, F^{(2)} \in \mathbb{R}^{C \times H \times W}$ denote the input features, where $H \times W$ is the spatial size and $C$ is the channel dimension. For the feature of each temporal, we divide and flatten it into a sequence of patches $x_p \in \mathbb{R}^{L \times (P^2 \cdot C)}$, where $L = HW / P^2$ is the length of the patch sequence, and $P \times P$ is the spatial size per patch. Afterward, a convolution operation with the filter size of $P \times P$ and stride of $P$ projects the patch sequence into the latent embedding space ($C_h$), thus obtaining a sequence of tokens. Finally, a trainable positional
embedding $E_{\text{pos}} \in \mathbb{R}^{L \times C_h}$ is incorporated into the token sequence to retain the position information. Formally,

$$
T^{(i)}_{\text{raw}} = [x_1^1 E_1, x_2^2 E_2, \ldots, x_L^i E_i] + E_{\text{pos}}, i = 1, 2
$$

(2)

where $E \in \mathbb{R}^{(p^2-C) \times C_h}$ is the patch embedding that maps patches into latent space. Consequently, the semantic tokens $T^{(1)}_{\text{raw}}, T^{(2)}_{\text{raw}} \in \mathbb{R}^{L \times C_h}$ are produced.

Transformer Encoder:

Given the semantic tokens of the raw images, our transformer encoder establishes global semantic relations in token space and captures long-range dependencies among embedded tokens. As shown in Figure 3, we employ $N_E$ layers of Siamese encoders, each consisting of a multi-head self-attention (MSA) block and a multi-layer perception (MLP) block, following the standard transformer architecture [26]. Additionally, consistent with ViT [27], layer normalization (LN) is performed before the MSA/MLP, while the residual connection is placed after each block. The input to MSA in layer $l$ is a wider spectrum of information, the transformer encoder uses MSA to jointly process the values per position. Formally, the semantic tokens $T_{\text{enc}}^l, l = 1, \ldots, N_E$ are produced.

$$
T^{l}_\text{enc} = \text{MSA}(\text{LN}(T^{l-1}_\text{enc})) + T^{l-1}_\text{enc}, l = 1, \ldots, N_E
$$

(8)

where $\text{Concat} \cdot$ denotes concatenating the outputs of independent self-attention heads, and $\text{LN} \cdot$ denotes the linear projection matrices.

The MLP architecture comprises two linear layers sandwiching a Gaussian error linear unit (GELU) activation function [67]. Formally,

$$
\text{MLP}(T^{l-1}) = \text{GELU}(T^{l-1} \cdot W_1) \cdot W_2
$$

(6)

where $W_1 \in \mathbb{R}^{C_h \times 2C_h}, W_2 \in \mathbb{R}^{2C_h \times C_h}$ are learnable linear projection matrices.

To summarize, the computational procedure of the transformer encoder at a specific layer $l$ can be written as:

$$
T^{(i)}_l = T^{(i)}_{\text{raw}}, i = 1, 2
$$

(7)

$$
(T^{l}_l) = \text{MSA}(\text{LN}(T^{l-1}_l)) + T^{l-1}_l, l = 1, \ldots, N_E
$$

(8)

$$
T^{l}_l = \text{MLP}(\text{LN}((T^{l}_l)')) + (T^{l}_l)' , l = 1, \ldots, N_E
$$

(9)

The raw embedded tokens $T^{(1)}_{\text{raw}}, T^{(2)}_{\text{raw}}$ are converted into context-rich tokens $T^{(1)}_\text{enc}, T^{(2)}_\text{enc} \in \mathbb{R}^{L \times C_h}$ after $N_E$ layers of encoding in the Siamese transformer encoder, respectively. The
Siamese transformer encoder effectively captures high-level semantic information about changes of interest.

Figure 3. Illustration of the transformer module. The Siamese transformer encoder takes in raw embedded tokens to model global semantic relations and produce context-rich encoded tokens. The encoded tokens and the raw embedded tokens undergo individual absolute difference operations. Subsequently, the two sets of tokens are forwarded to the transformer decoder, generating tokens with highly discriminative differential information.

**Transformer Decoder:**

To capture strongly discriminative semantic information, the transformer decoder projects encoded tokens back into pixel space, resulting in refined feature representations enhanced with spatio-temporal context. In the proposed transformer module (see Figure 3), the embedded tokens $T_{raw}^{(1)}$ and $T_{raw}^{(2)}$ derived from features $F^{(1)}$ and $F^{(2)}$, respectively, as well as encoded context-rich tokens $T_{enc}^{(1)}$ and $T_{enc}^{(2)}$ are passed to the transformer decoder to develop correlations between each pixel of differential features and encoded differential tokens. In practice, the raw tokens $T_{raw}^{(1)}$ and $T_{raw}^{(2)}$ and encoded tokens $T_{enc}^{(1)}$ and $T_{enc}^{(2)}$ are performing absolute differences separately and input into the transformer decoder to directly generate pixel-level highly discriminative differential features.

The transformer decoder comprises $N_D$ layers of decoders. The transformer encoder and decoder share the same architecture except for the fact that the decoder uses multi-head attention (MA) blocks, while the encoder uses multi-head self-attention (MSA) blocks. Here, $T_{raw}^{(1)}$ and $T_{raw}^{(2)}$ denote queries and $T_{enc}^{(1)}$ and $T_{enc}^{(2)}$ provide keys. At each layer $l$, the output $T_{d}^{l-1}$ of the prior layer and encoded differential tokens serve as the input, and the decoder performs the following computations:

$$T_{d}^{l} = ([T_{raw}^{(1)} - T_{raw}^{(2)}], [T_{enc}^{(1)} - T_{enc}^{(2)}])$$  \(10\)

$$(T_{d}^{l})' = MA(LN(T_{d}^{l-1}'), [T_{enc}^{(1)} - T_{enc}^{(2)}]) + T_{d}^{l-1}, l = 1, \ldots, N_D$$  \(11\)

$$T_{d}^{l} = MLP(LN((T_{d}^{l})')) + (T_{d}^{l})', l = 1, \ldots, N_D$$  \(12\)
Finally, the decoded refined semantic tokens $T_{diff} \in \mathbb{R}^{L \times C_h}$ are unfolded and reshaped into 3D features $F_{diff} \in \mathbb{R}^{C_h \times H \times W}$.

### 3.1.4. Cascaded Decoder

There are different levels of information contained within varying layers of features extracted from raw images. Deep features are highly abstract but lack local information, whereas shallow features contain richer local details but are not as abstract. For the comprehensive learning of both deep and shallow representations, we propose a cascaded decoder, which incorporates highly abstract deep features with shallow features encompassing abundant local information through skip connections, thus alleviating the degradation of details induced by global upsampling and localizing objects with greater precision.

The cascaded decoder consists of four upsampling blocks arranged in a series, as illustrated in Figure 1b. In each upsampling block, the differential features are upscaled and concatenated with the features extracted by the Siamese backbone to learn multilevel representations. A more intuitive description is shown in Figure 4.

![Figure 4](image-url)

**Figure 4.** Illustration of skip connections. The size-different dark grey rectangles represent scale-varying features extracted by the Siamese backbone. From left to right is $F_{iconv_1}$, $F_{iconv_2}$, $F_{iconv_3}$, $F_{iconv_4}$, and $F^{(i)}$ in turn, where $i = 1, 2$ represents two different time phases.

Each upsampling block sequentially performs $2 \times$ upsampling, concatenation, and convolution operations on the input. In practice, the differential features reconstructed by the transformer module are first upsampled to the same scale as the penultimate layer features exacted by the Siamese backbone. Then, the upsampled output is concatenated with the corresponding features of individual raw images. Finally, concatenated features successively go through two convolutional layers, BN layers and ReLU layers, yielding the results of the first upsampling block. The remaining upsampling blocks process similarly, as shown in Figure 5.
Figure 5. Illustration of the upsampling block. Feature1 and feature2 are the features of $I^{(1)}$ and $I^{(2)}$ extracted by the Siamese backbone, respectively.

The following formulation can be used to express the computation carried out in the upsampling block.

$$F_{cat} = \text{Concat}(\text{UpSamp}(\text{input}), \text{feature}1, \text{feature}2)$$  \hspace{1cm} (14)

$$F'_{up} = \text{ReLU}(\text{BN}(f^3 \times 3(F_{cat})))$$ \hspace{1cm} (15)

$$F_{up} = \text{ReLU}(\text{BN}(f^3 \times 3(F'_{up})))$$ \hspace{1cm} (16)

where $\text{UpSamp}(\cdot)$ denotes $2 \times$ upsampling operation on the input, and $\text{Concat}(\cdot)$ refers to the concatenation of the upsampled input, feature1, and feature2 in the channel dimension.

3.1.5. CBAM

Skip connections fuse the highly abstract differential features with the lower-level features from individual raw images. However, due to the semantic gaps between heterogeneous features, direct feature concatenation cannot achieve good training results. Thus, we introduce CBAM to the cascaded decoder to efficiently combine multilevel features. Since the semantic gap between the fused features in the last upsampling block is the largest, we add CBAM to this block to promote fusion, as shown in Figure 1b.

CBAM is a lightweight module with low memory requirements and computational costs. CBAM consists of two sub-modules, channel attention module (CAM) and spatial attention module (SAM), which help to emphasize the change-related information across different domains. Specifically, during the final upsampling block, the operation within the dashed box in Figure 5 undergoes CAM and SAM procedures at its front-end and back-end, respectively. The role of CAM is to emphasize channels that are pertinent to changes while inhibiting the ones that are not relevant. The function of SAM is to magnify the distances among altered and unaltered pixels across the spatial dimension. In this way, the interested changed areas in the change map are better identified.

We refer to the concatenated features in the fourth upsampling block as $F_{cat4}$. As shown in Figure 1c, $F_{cat4}$ are forwarded into the max pooling layer and average pooling layer to extract vectors with dimension $C_{cat4} \times 1 \times 1$, where $C_{cat4}$ is the number of channels. Each vector then enters the weight-shared MLP, and the outputs are merged into a single vector by element-wise summation. Notably, the MLP in CBAM consists of two linear layers with a ReLU non-linear activation in between, which is different from the MLP in the transformer. Eventually, the Sigmoid function allocates attention weights to each channel, yielding the channel attention map denoted as $M_C$. Formally,

$$M_C = \sigma(\text{MLP}(\text{Maxpool}(F_{cat4})) + \text{MLP}(\text{Avgpool}(F_{cat4})))$$  \hspace{1cm} (17)

where $\sigma(\cdot)$ symbolizes the Sigmoid function, and $\text{Maxpool}(\cdot)$ and $\text{Avgpool}(\cdot)$ denote max pooling and average pooling operations, respectively. The channel-wise refined feature $F_C$ is
obtained by multiplying $F_{\text{cat}4}$ with the elements of the channel attention map $M_C$. Formally,

$$F_C = F_{\text{cat}4} \otimes M_C$$  \hfill (18)

where $\otimes$ means element-wise multiplication.

After the channel-wise refinement, $F_C$ is performs a convolution operation consistent with the previous three upsampling blocks, and the resulting feature is denoted as $F_{\text{up}4}$. $F_{\text{up}4}$ is further refined through SAM on the spatial domain. Specifically, the input feature passes through two pooling layers to generate matrices with dimension $1 \times H_0 \times W_0$. Then, the concatenated matrices undergo a convolutional layer and a Sigmoid function to output the spatial attention map $M_S$ (see Figure 1d). Formally,

$$M_S = \sigma(f_{7 \times 7}([\text{Maxpool}(F_{\text{up}4})]; \text{Avgpool}(F_{\text{up}4})))$$  \hfill (19)

where $[;]$ means concatenation and $f_{7 \times 7}(\cdot)$ means a convolution operation with a filter size of $7 \times 7$. Eventually, feature $F_{\text{up}4}$ is improved in the spatial dimension through element-wise multiplication with $M_S$, producing the spatial-wise refined feature $F_S$. Formally,

$$F_S = F_{\text{up}4} \otimes M_S$$  \hfill (20)

Overall, feature $F_{\text{cat}4}$ is further enhanced across the channel and spatial domains during the last upsampling block to facilitate difference discrimination.

Until here, we have obtained discriminative features $F_S$ with the spatial size of $H_0 \times W_0$, consistent with the size of raw images. The classifier comprised of a convolutional layer and a Softmax function is applied to $F_S$ to generate a two-channel predicted change probability map $P \in \mathbb{R}^{2 \times H_0 \times W_0}$. The process of producing a binary change map involves performing an Argmax operation on $P$ in the channel dimension on a pixel-by-pixel basis.

3.2. Datasets

We conduct experiments using two publicly available high-resolution remote sensing change detection datasets, namely LEVIR-CD [2] and SYSU-CD [16].

The LEVIR-CD dataset contains 637 pairs of Google Earth images of size $1024 \times 1024$ pixels with a spatial resolution of 0.5 m/pixel. Image pairs spanning 5 to 14 years were gathered from 2002 to 2018 at various sites in different cities in Texas. The introduction of variations in seasons and lighting conditions within the dataset helps to examine whether the model can mitigate the interference of pseudo changes. The dataset focuses on changes related to buildings, including both the addition and reduction in buildings. In accordance with the partitioning approach utilized by the developers of the LEVIR-CD dataset, the dataset is segmented into three subsets, namely 70% of the data reserved for training, 10% allocated for validation, and the remaining 20% designated for testing purposes. To accommodate the GPU memory limitations, every image is cut into non-overlapping sub-images measuring $256 \times 256$ pixels. Consequently, the dataset is comprised of 7120/1024/2048 pairs of sub-images for training/validation/testing, respectively.

The SYSU-CD dataset consists of 20,000 pairs of aerial images captured in Hong Kong between 2007 and 2014. Every image is $256 \times 256$ pixels in size and has a spatial resolution of 0.5 m/pixel. Unlike the LEVIR-CD dataset, there are multiple change types in the SYSU-CD dataset, including new urban buildings, expansion into suburban areas, groundwork before construction, changes in vegetation, expansion of roads, and offshore construction. Notably, the SYSU-CD dataset poses a significant challenge for change detection due to the intricate nature of its scenes and varied types of changes. We adopt the original division approach made by reference [16], which yields 12,000/4000/4000 pairs of images for training/validation/testing, respectively.
4. Experiments and Analysis

4.1. Training Details

The implementation of our model utilizes PyTorch and underwent training on a singular NVIDIA RTX A5000 GPU, which possesses a memory capacity of 24 G. We perform regular data augmentation, including flipping, rescaling, cropping, and Gaussian blurring on the input images. During the training phase, the optimization of network parameters is achieved through the minimization of the cross-entropy loss function. Furthermore, we utilize stochastic gradient descent (SGD) as the model optimizer with a momentum of 0.9 and a weight decay of 0.0005. The initial learning rate is 0.01 and decays linearly with the increase of epochs until it reaches 0. The batch size is defined as 8. The number of epochs is specified as 200. The transformer encoder is configured with a single layer \(N_E = 1\), while the transformer decoder has eight layers \(N_D = 8\). The length of the semantic tokens is 256 \((L = 256)\) and \(C_h = 128\). The model undergoes evaluation on the validation set after every training epoch, and the one with the highest performance is chosen as the ultimate model for assessment on the test set.

4.2. Evaluation Metrics

We utilize the F1-score and intersection-over-union (IoU) associated with the change category as the primary quantitative evaluation metrics. In addition, precision and recall of the change category and overall accuracy (OA) are also recorded. F1-score takes both Precision and Recall into account and is calculated as follows:

\[
F_1 = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}
\]

where Precision and Recall are defined as follows:

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

The IoU is defined as:

\[
\text{IoU} = \frac{TP}{TP + FN + FP}
\]

The OA is defined as:

\[
OA = \frac{TP + TN}{TP + TN + FN + FP}
\]

where \(TP, FP,\) and \(FN\) denote the number of true positives, false positives, and false negatives, respectively.

4.3. Performance Comparison

The complexity of a machine learning model is typically measured by its number of model parameters (Params) and floating-point operations per second (FLOPs). Specifically, our model exhibits the Params of 15.94 M and FLOPs of 35.02 G, which serve as informative references in this regard.

Within this section, we demonstrate the superiority of our presented model by comparing it with several recent deep learning-based techniques, which are:

- Fully Convolutional Early Fusion (FC-EF) [18]: The approach involves concatenating bi-temporal images along the channel dimension and passing them as a single input into a fully convolutional network (FCN) for change detection.
- Fully Convolutional Siamese-Concatenation (FC-Siam-Conc) [18]: The approach utilizes Siamese FCN to extract multilevel features from input images. Feature concatenation is performed in the channel dimension to make change decisions.
• Fully Convolutional Siamese-Difference (FC-Siam-Diff) [18]: This approach utilizes the Siamese FCN to extract multilevel features from bi-temporal images and subsequently applies feature differencing to determine changes.

• Spatial–Temporal Attention Neural Network (STANet) [2]: This approach employs self-attention mechanisms to model spatial–temporal relations and obtain more discriminative features. The ultimate change map is produced by metric learning.

• Dual Task Constrained Deep Siamese Convolutional Network (DTCDSCN) [12]: This method incorporates a dual attention module (DAM) in the Siamese FCN to explore more discriminative representations for change detection.

• Image Fusion Network (IFNet) [13]: This is a deeply supervised multi-scale feature fusion network, which is composed of a deep feature extraction network with shared weights and a difference discrimination network.

• Bitemporal Image Transformer (BIT) [8]: This method utilizes spatial attention to condense the feature maps of each temporal into a collection of tokens. Transformer is used to model context in token space to obtain refined features.

• ChangeFormer [28]: This is a purely transformer-based network, where Siamese transformers are used to extract features of bi-temporal images, and the obtained multi-scale features are differenced and then aggregated in the MLP decoder for change detection.

These methods mentioned above include three purely CNN-based methods (FC-EF, FC-Siam-Conc, and FC-Siam-Diff), three attention-based methods (STANet, DTCDSCN, and IFNet), and two transformer-based methods (BIT and ChangeFormer).

4.3.1. Comparison on the LEVIR-CD Dataset

We compare the proposed model with eight different deep learning-based methods mentioned above on the LEVIR-CD dataset. Since the dataset used in the experiments is divided in the same way, the comparison results are mainly based on reference [28], as shown in Table 1. It is evident that our proposed method has delivered exceptional results in F1, IoU, and OA metrics, scoring 91.21, 83.85, and 99.11%, respectively. The three purely CNN-based methods perform the worst. Among them, FC-Siam-Diff shows relatively good results, with 4.90 and 7.93% lower F1 and IoU scores, respectively, compared to CTCANet. The three attention-based methods have improved effect but still fall short of the transformer-based methods. ChangeFormer achieves 90.40 and 82.48% in F1 and IoU, respectively, achieving suboptimal results. CTCANet outperforms ChangeFormer in all metrics, with F1 and IoU increasing by 0.81 and 1.37%, respectively, making it the best performing method on the LEVIR-CD dataset.

Table 1. Average quantitative results of various change detection methods on LEVIR-CD test set reported as percentages (%), colour-coded with red for highest and blue for second highest values.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>IoU</th>
<th>OA</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC-EF</td>
<td>86.91</td>
<td>80.17</td>
<td>83.40</td>
<td>73.61</td>
<td>92.99</td>
</tr>
<tr>
<td>FC-Siam-Conc</td>
<td>91.99</td>
<td>76.77</td>
<td>85.69</td>
<td>73.96</td>
<td>92.49</td>
</tr>
<tr>
<td>FC-Siam-Diff</td>
<td>89.53</td>
<td>83.31</td>
<td>86.31</td>
<td>75.92</td>
<td>92.67</td>
</tr>
<tr>
<td>STANet</td>
<td>83.81</td>
<td>81.00</td>
<td>85.26</td>
<td>77.40</td>
<td>92.66</td>
</tr>
<tr>
<td>DTCDSCN</td>
<td>88.53</td>
<td>86.83</td>
<td>87.67</td>
<td>78.05</td>
<td>92.77</td>
</tr>
<tr>
<td>IFNet</td>
<td>94.02</td>
<td>82.93</td>
<td>88.13</td>
<td>78.77</td>
<td>92.87</td>
</tr>
<tr>
<td>BIT</td>
<td>89.24</td>
<td>89.37</td>
<td>89.31</td>
<td>80.86</td>
<td>92.92</td>
</tr>
<tr>
<td>ChangeFormer</td>
<td>92.05</td>
<td>88.80</td>
<td>90.40</td>
<td>82.48</td>
<td>99.04</td>
</tr>
<tr>
<td>CTCANet (Ours)</td>
<td>92.19</td>
<td>90.26</td>
<td>91.21</td>
<td>83.85</td>
<td>99.11</td>
</tr>
</tbody>
</table>

Figure 6 illustrates the change detection outcomes of CTCANet on the LEVIR-CD test set, with the first three rows depicting the bi-temporal images ($I^{(1)}$, $I^{(2)}$) and the corresponding ground truth (GT). The last row is the detection results of our proposed model, where different colours denote different meanings. The white part denotes TP,
indicating that the real changes have been detected. The red part denotes FP, which indicates that the regions unchanged are misidentified as actual changes. The green part denotes FN, which means the real changes that are not observed. Despite the significant changes in illumination present in the raw images of the first two columns, the detection results of CTCANet closely resemble the real labels. In addition to changes in lighting conditions, the two images in the third column were taken during different seasons, and the growth patterns of the grass plants are also altered. Nevertheless, our model satisfactorily predicts the change map even for a very small changed area. In the fourth, fifth, and sixth columns, vegetation and road changes are irrelevant changes affecting building change detection. CTCANet can accurately identify changes in large buildings, ensuring regular boundaries and internal structural integrity. These observations suggest that our model is effective in distinguishing between actual and pseudo changes. Despite the intricate scene and abundant irrelevant changes contained in the final column, our model can still provide a reasonable prediction of the location and boundary of the real changes, with few identification errors and missed detections.

![Image](image_url)

**Figure 6.** LEVIR-CD test image results. Red indicates incorrectly identified pixels, while green means missed pixels.

Meanwhile, reference [28] provided access to their source code and predicted test image results to conduct comparative analysis. We evaluate our superiority by comparing the test images, as shown in Figure 7. In addition to real changes in buildings, the original image pair contains irrelevant changes, such as road changes, which interfere with change detection. The visualization outcomes demonstrate that our proposed method is more effective in preventing FP and FN compared to other methods, as evidenced by the lower percentage of red and green colours. This indicates that the transformer module we introduced has a promising impact. The changes identified by the other models are somewhat inaccurate. The green region in the ChangeFormer predicted map is the missed detection that resulted from not employing convolution for feature extraction, reflecting the necessity of combining convolution with the transformer.
4.3.2. Comparison on the SYSU-CD Dataset

Unlike the compared methods used in the LEVIR-CD dataset, the predicted results of DTCDSCN, IFNet, and ChangeFormer on the SYSU-CD dataset are not found. We choose another two methods to replace them, which are:

- Deeply Supervised Attention Metric-Based Network (DSAMNet) [16]: This is a deeply supervised attention-based method, incorporating CBAM to provide more discriminative features for metric learning, and deep supervision to improve the feature extraction ability of hidden layers.
- Hybrid-TransCD [29]: This is a hybrid multi-scale transformer-based framework that effectively captures image features at multiple levels of granularity by employing detailed self-attention mechanisms.

Table 2 presents a quantitative evaluation of various methods on the SYSU-CD dataset. These comparison results are primarily based on reference [29]. Compared with all the other methods, CTCANet achieves the highest scores in F1, IoU, and OA, which are 81.23 and 68.40, and 91.40%, respectively. The method with the highest precision is FC-Siam-Diff, but its recall is the lowest among all methods, which is 20.77% worse than our proposed model, resulting in the FC-Siam-Diff with the lowest F1. Contrary to the results on the LEVIR-CD dataset, FC-Siam-Diff is the least effective of the three purely CNN-based methods. The reason for the poor results obtained by FC-Siam-Diff can be attributed to two factors. Firstly, the dataset contains multiple change types and complex scenes, which pose a challenge to the model to accurately detect changes. Secondly, the application of difference fusion in FC-Siam-Diff results in the filtration of useful information from the extracted features, further exacerbating the prediction performance. The two attention-based methods achieve relatively good results, with DSAMNet even slightly better than the transformer-based method BIT. Hybrid-TransCD is the second highest scoring model due to the hybrid transformer structure with 80.13 and 66.84% on F1 and IoU, respectively. Our proposed model enhances F1 and IoU by 1.10 and 1.56%, respectively, over Hybrid-TransCD.
Table 2. Average quantitative results of various change detection methods on SYSU-CD test set reported as percentages (%), colour-coded with red for highest and blue for second highest values.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
<th>IoU</th>
<th>OA</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC-EF</td>
<td>74.32</td>
<td>75.84</td>
<td>75.07</td>
<td>60.09</td>
<td>86.02</td>
</tr>
<tr>
<td>FC-Siam-Conc</td>
<td>82.54</td>
<td>71.03</td>
<td>76.35</td>
<td>61.75</td>
<td>86.17</td>
</tr>
<tr>
<td>FC-Siam-Diff</td>
<td>89.13</td>
<td>61.21</td>
<td>72.57</td>
<td>59.96</td>
<td>82.11</td>
</tr>
<tr>
<td>STANet</td>
<td>70.76</td>
<td>85.33</td>
<td>77.37</td>
<td>63.09</td>
<td>87.96</td>
</tr>
<tr>
<td>DSAMNet</td>
<td>74.81</td>
<td>81.86</td>
<td>78.18</td>
<td>64.18</td>
<td>-</td>
</tr>
<tr>
<td>BIT</td>
<td>82.18</td>
<td>74.49</td>
<td>78.15</td>
<td>64.13</td>
<td>90.18</td>
</tr>
<tr>
<td>Hybrid-TransCD</td>
<td>83.05</td>
<td>77.40</td>
<td>80.13</td>
<td>66.84</td>
<td>90.95</td>
</tr>
<tr>
<td>CTCANet (Ours)</td>
<td>80.50</td>
<td>81.98</td>
<td>81.23</td>
<td>68.40</td>
<td>91.40</td>
</tr>
</tbody>
</table>

Similarly, the outcomes of CTCANet on SYSU-CD test set are graphically illustrated in Figure 8. Since the SYSU-CD dataset contains multiple change types, we list the visual results corresponding to each type below. The first column shows the change detection of new urban buildings. Our model adeptly discerns the changed region within the intricate scene, exhibiting a strong agreement with the ground truth. The second column reflects vegetation changes, and CTCANet identifies vegetation growth effectively. The third column displays the detection of ship changes. The proposed model accurately detects changes in both an increase and a reduction in the number of ships. The groundwork before construction is shown in the fourth column. Despite the comparatively small change between the images, our model locates the modified area. Moreover, CTCANet correctly detects road expansion with complete boundaries, as shown in the fifth column. The raw images in the last two columns contain not only changes in vegetation but also changes in buildings and roads. Hearteningly, CTCANet maintains the boundary information and internal integrity within the changed regions despite a small number of omissions.

![Figure 8. SYSU-CD test image results. Red indicates incorrectly identified pixels, while green means missed pixels.](image)

5. Discussion

5.1. Discussion of the Fusion Strategy

To explore the most appropriate way to fuse bi-temporal semantic tokens in the transformer module, we design three strategies, which are:

- Early-concatenation: As shown in Figure 9, the bi-temporal semantic tokens are first concatenated and provided as input to the transformer encoder to facilitate global modelling. Subsequently, the encoded tokens are split and fed to the Siamese transformer...
decoder, which generates enriched tokens containing contextual information for each temporal. The projection of these decoded tokens back to the pixel space results in the generation of refined features, which exhibit enhanced concept representation compared to the original ones. Finally, the differential feature maps that are further passed into the cascaded decoder are obtained by performing absolute differences on the two refined features. Since the concatenation takes place at the front of the transformer module, we call the fusion strategy early-concatenation.

Middle-difference: As shown in Figure 10, the bi-temporal semantic tokens are first input into the Siamese transformer encoder to establish global relations. The encoded differential tokens are then forwarded into the transformer decoder together with the original differential tokens, and the change relations between them are explored to directly obtain the refined differential tokens. Finally, the differential tokens are converted back into pixel space, resulting in the creation of discriminative feature maps. As the difference fusion operation is in the interior of the transformer module, we call it middle-difference.

Late-difference: As shown in Figure 11, the Siamese transformer module takes in bi-temporal semantic tokens, which consist of both past and present temporal information, and uses its Siamese encoder and decoder components to capture extensive relationships between the tokens, producing highly contextualized semantic tokens as output. The two sets of context-rich tokens are then projected separately to pixel space, producing refined feature maps. Bi-temporal information is fused by absolute difference operation on the two feature maps. Since the fusion operation appears at the end of the transformer module, we call it late-difference.
Table 3 displays the quantitative outcomes of the three fusion strategies on the two datasets. The hyper-parameters used in the experiments are the same. Here, we only compare the two main evaluation metrics, F1 and IoU. The three fusion strategies perform similarly on the LEVIR-CD dataset, with middle-difference having a slight advantage. For the SYSU-CD dataset, middle difference is 1.88 and 2% higher than early-concatenation and late-difference on F1, and 2.63 and 2.80% higher on IoU, respectively, which proves the leading role of the middle-difference strategy. Meanwhile, we plot the qualitative results of the three strategies on the SYSU-CD dataset in Figure 12. In agreement with the quantitative outcomes, middle-difference has optimal performance, while the early-concatenation and late-difference approaches tend to have higher rates of both false positives and false negatives. This is reflected in the proportion of red and green parts, which are higher for the latter two methods. Therefore, we adopt middle-difference as the bi-temporal information fusion strategy of our proposed model.

Table 3. Quantitative results for various fusion strategies on LEVIR-CD and SYSU-CD, reported in percentage (%).

<table>
<thead>
<tr>
<th>Methods</th>
<th>LEVIR-CD</th>
<th></th>
<th>SYUS-CD</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1</td>
<td>IoU</td>
<td>F1</td>
<td>IoU</td>
</tr>
<tr>
<td>early-concatenation</td>
<td>91.15</td>
<td>83.74</td>
<td>79.35</td>
<td>65.77</td>
</tr>
<tr>
<td>middle-difference</td>
<td>91.21</td>
<td>83.85</td>
<td>81.23</td>
<td>68.40</td>
</tr>
<tr>
<td>late-difference</td>
<td>91.08</td>
<td>83.62</td>
<td>79.23</td>
<td>65.60</td>
</tr>
</tbody>
</table>

Figure 12. Qualitative results of different fusion strategies on the SYSU-CD dataset. Red indicates incorrectly identified pixels, while green means missed pixels. (a) $I^{1}$. (b) $I^{2}$. (c) Ground truth. (d) Early-concatenation. (e) Middle-difference. (f) Late-difference.

5.2. Effect of the Proposed Modules

The proposed CTCANet integrates the transformer module, cascaded decoder, and CBAM to improve the accuracy of change detection. To assess the contribution of each module to the overall network structure, the following ablation experiments are designed:

- **Base**: Only the Siamese backbone is employed. The deepest features of the two branches are upsampled to the original size after computing the absolute differences between them. The change map is obtained by the classifier.
- **Proposal1**: Compared with the "Base" method, the transformer module is combined to verify its effect on change detection. Notably, middle-difference is adopted in the transformer module for information interaction of bi-temporal tokens.
• Proposal2: Compared with the “Base” method, the cascaded decoder is used instead of global upsampling to gradually recover the image information, so as to verify the role of the cascaded decoder in the network.

• Proposal3: In addition to the Siamese backbone, both the transformer module and cascaded decoder are employed.

• Proposal4: Compared with CTCANet, CBAM is added to each upsampling block of the cascaded decoder instead of only the last one, so as to verify the impact of the CBAM incorporation method on the detection.

Table 4 displays the quantitative outcomes on two datasets. It indicates that the performance of CTCANet is improved through the integration of the transformer module, cascaded decoder, and CBAM, achieving the most favourable results on both datasets. After adding the transformer module, the “Proposal1” method increases the F1 and IoU by 0.71 and 1.17% on LEVIR-CD and by 0.34 and 0.48% on SYSU-CD, compared to the “Base” method, respectively. It shows that the transformer module possessing the capability to capture long-range dependencies does enhance the power of the model. Furthermore, the “Proposal2” method achieves improvements of 0.74 and 1.22% in F1 and IoU on LEVIR-CD, and 1.29 and 1.80% on SYSU-CD, respectively. These results suggest that the cascaded decoder contributes significantly to increasing the effectiveness of the model. Furthermore, the “Proposal3” method, which combines the transformer module and cascaded decoder, outperforms the “Base” method. Specifically, the F1 and IoU of the “Proposal3” method on LEVIR-CD improve by 0.98 and 1.62%, respectively, while the corresponding improvements on SYSU-CD are 1.47 and 2.06%. The superior performance of the “Proposal3” method not only demonstrates the effect and robustness of the transformer module and cascaded decoder, but also the gaining effectiveness of their incorporation.

The results of adding CBAM to each upsampling block of the cascaded decoder are not ideal. Compared to the model without CBAM, the “Proposal4” method increases F1 and IoU on the LEVIR-CD dataset by 0.13 and 0.22%, respectively, with a small effect improvement; nevertheless, those on the SYSU-CD dataset decline by 0.57 and 0.81%, respectively. This can be attributed to the fact that the SYSU-CD dataset contains complex scenes and multiple types of changes, making it more challenging for the model to accurately identify changes. These findings suggest that while CBAM may enhance the model to detect changes in simpler scenes, it may not always be effective in more complex scenarios. Integrating CBAM in each upsampling block does not smooth the semantic gaps, but increases the training difficulty, leading to poor model performance. Therefore, the CBAM is selectively used in the last upsampling block of the cascaded decoder, where the semantic gaps are large, and one CBAM does not increase the training load of the model. Eventually, CTCANet outperforms the “Proposal3” method (the method without CBAM) in terms of F1 and IoU by 0.39 and 0.67% on the LEVIR-CD dataset, by 0.13 and 0.19% on the SYSU-CD dataset, respectively.

Table 4. Percentage-based quantitative findings for module ablation experiments on LEVIR-CD and SYSU-CD, with red and blue denoting the maximum and second maximum outcomes, respectively. The values in parentheses indicate the accuracy difference from baseline metrics.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Transformer</th>
<th>Cas_Decoder</th>
<th>CBAM</th>
<th>LEVIR-CD F1</th>
<th>IoU</th>
<th>SYSU-CD F1</th>
<th>IoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>89.84</td>
<td>81.56</td>
<td>79.63</td>
<td>66.15</td>
</tr>
<tr>
<td>Proposal1</td>
<td>√</td>
<td>×</td>
<td>×</td>
<td>90.55 (0.71)</td>
<td>82.73 (1.17)</td>
<td>79.97 (0.34)</td>
<td>66.63 (0.48)</td>
</tr>
<tr>
<td>Proposal2</td>
<td>×</td>
<td>√</td>
<td>×</td>
<td>90.58 (0.74)</td>
<td>82.78 (1.22)</td>
<td>80.92 (1.29)</td>
<td>67.95 (1.80)</td>
</tr>
<tr>
<td>Proposal3</td>
<td>√</td>
<td>√</td>
<td>×</td>
<td>90.82 (0.98)</td>
<td>83.18 (1.62)</td>
<td>81.10 (1.47)</td>
<td>68.21 (2.06)</td>
</tr>
<tr>
<td>Proposal4</td>
<td>√</td>
<td>√</td>
<td>√*</td>
<td>90.95 (1.11)</td>
<td>83.40 (1.84)</td>
<td>80.53 (0.90)</td>
<td>67.40 (1.25)</td>
</tr>
<tr>
<td>CTCANet (Ours)</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>91.21 (1.37)</td>
<td>83.85 (2.29)</td>
<td>81.23 (1.60)</td>
<td>68.40 (2.25)</td>
</tr>
</tbody>
</table>

* The “Proposal4” method incorporates CBAM into every upsampling block of the cascaded decoder.
We further corroborate the role of each module by comparing visual results on the two datasets. As shown in Figure 13, the first three rows are the predicted results from the LEVIR-CD dataset, and the last three are from the SYSU-CD dataset. The comparison between columns (d) and (e) reveals that the inclusion of the transformer module is helpful to reduce pseudo changes and detect large-area changed regions, ascribed to the reality that the transformer is not limited by the receptive field and can globally model spatio-temporal context. In addition, the comparison of columns (d) and (f) in the second and third rows proves the impact of the cascaded decoder. Visualization outcomes show that integrating the cascaded decoder can lead to more complete boundaries and higher internal compactness while enhancing the detection of small change targets. The results in column (g) show that the model integrating the transformer and cascaded decoder performs better than the model integrating only one of the modules. The results of the last three columns demonstrate the effect of CBAM. Compared with column (g), the red area in column (i) is reduced, that is, there are fewer false detections, which proves that CBAM plays a positive role in increasing attention to real changes and suppressing irrelevant changes. On the other hand, the comparison of columns (i) and (h) indicates that the incorporation method of CBAM has a significant influence on the detection. Most importantly, CTCANet, which combines the transformer module, cascaded decoder, and CBAM, considerably improves the completeness and accuracy of detection results (with the least missed and false alarms), further proving the effectiveness of our modules.
Besides conducting a comparative analysis of the quantitative and qualitative outcomes, we additionally present a graphical representation of the accuracy curves for the “Base” and CTCANet models on the LEVIR dataset concerning training stages (see Figure 14). These curves capture the mean F1-score of the training and validation sets across a span of 200 epochs. Our examination of the results reveals that while the two methods exhibit comparable performance on the training set, CTCANet displays higher accuracy values and greater stability on the validation set. These findings provide compelling evidence for the efficacy of the proposed modules in enhancing model performance and augmenting generalization.

Figure 14. Visual comparison of learning curves for “Base” methods and CTCANet on LEVIR-CD. (a) Learning curves on the training set. (b) Learning curves on the validation set.

5.3. Discussion of Backbone

Our model uses the modified ResNet18 as the backbone to extract features from images. In order to analyse the effect of the backbone on detection, we delete the last one or two basic blocks of ResNet18 for comparative analysis. We name the backbone with the last one/two basic blocks removed as “Base_S4”/“Base_S3”. All hyper-parameter settings are the same as the “Base” method. On the other hand, we select VGG16 [68] as the backbone to verify the effect of our proposed modules on different backbone networks. The VGG16 structure used in our experiments is the layers before pool5 that have been pre-trained on ImageNet [69]. Table 5 shows the results of the experiments.

Table 5. Quantitative results for backbone ablation experiments on LEVIR-CD and SYSU-CD, reported in percentage (%).

<table>
<thead>
<tr>
<th>Methods</th>
<th>LEVIR-CD</th>
<th>SYSU-CD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F1</td>
<td>IoU</td>
</tr>
<tr>
<td>Base_S3</td>
<td>88.27</td>
<td>79.01</td>
</tr>
<tr>
<td>Base_S4</td>
<td>89.76</td>
<td>81.42</td>
</tr>
<tr>
<td>Base</td>
<td>89.84</td>
<td>81.56</td>
</tr>
<tr>
<td>Base_VGG16</td>
<td>83.19</td>
<td>71.23</td>
</tr>
<tr>
<td>CTCANet (VGG16)</td>
<td>89.88</td>
<td>81.62</td>
</tr>
<tr>
<td>CTCANet (ResNet18)</td>
<td>91.21</td>
<td>83.85</td>
</tr>
</tbody>
</table>

The data presented in Table 5 suggests that ResNet18 outperforms VGG16 as the backbone network on both LEVIR-CD and SYSU-CD datasets. When solely the Siamese backbone is employed, ResNet18 exhibits superior performance relative to VGG16, with the LEVIR-CD dataset demonstrating a particular sensitivity to this effect. The robustness of
ResNet18 is evident, as removing a single basic block only marginally impacts accuracy outcomes for both datasets. In contrast, removing two basic blocks leads to a reduction in F1 and IoU by 1.57 and 2.55% on LEVIR-CD, and 2.36 and 3.19% on SYSU-CD, respectively. These results indicate that the number of convolutional layers significantly affects the performance of ResNet18. The “CTCANet (VGG16)” model, which employs VGG16 as the backbone, exhibits substantial enhancements in F1 and IoU on both datasets compared to the “Base_VGG16” method, which only utilizes the Siamese backbone. Specifically, the “CTCANet (VGG16)” method yields improvements of 6.69 and 10.39% in F1 and IoU on LEVIR-CD, and 2.29% and 3.03% on SYSU-CD, respectively. These findings suggest that the proposed modules are effective and have different degrees of favourable impact across different backbones.

5.4. Discussion of the Number of Transformer Layers

The number of encoder and decoder layers in the transformer module is the important hyper-parameter. Here, we conduct a series of experiments to explore the optimal configuration. Our findings, presented in Table 6, demonstrate that increasing the number of decoder layers leads to a gradual improvement in model performance across the two datasets. However, when only the number of encoder layers is increased while keeping the number of decoder layers constant, the performance of the model does not show an upward trend. This suggests that the transformer encoder plays an auxiliary role in guiding the decoder to generate semantic features with strongly discriminative information. Ultimately, our analysis indicates that the most favourable arrangement for our model entails the implementation of a solitary encoder layer in conjunction with eight decoder layers.

Table 6. Ablation experiments for encoder and decoder layers in the transformer module: quantitative results reported in percentage (%).

<table>
<thead>
<tr>
<th>Encoders</th>
<th>Decoders</th>
<th>LEVIR-CD</th>
<th>SYSU-CD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>F1</td>
<td>IoU</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>91.03</td>
<td>83.54</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>91.14</td>
<td>83.73</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>91.20</td>
<td>83.83</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
<td>91.21</td>
<td>83.85</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>91.22</td>
<td>83.86</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>90.75</td>
<td>83.07</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>91.01</td>
<td>83.51</td>
</tr>
</tbody>
</table>

6. Conclusions

This article proposes a novel CNN-transformer network for high-resolution remote sensing image change detection. Initially, the proposed model utilizes the Siamese backbone to extract hierarchical features from input images. Following this, our tokenizer converts the deepest features of the two branches into semantic tokens, which are subsequently propagated into the transformer module to enable global spatio-temporal context modelling. Here, we design experiments to explore the most appropriate bi-temporal information fusion strategy. After reshaping the context-rich semantic tokens into pixel-level features, the refined high-level features are incorporated with the low-level features from individual raw images using skip connections to reduce the loss of details and better locate the changed regions. At the same time, CBAM is integrated into the last upsampling block of the cascaded decoder to smooth semantic gaps between heterogeneous features. Furthermore, it promotes change detection by highlighting the change of interest and suppressing irrelevant information across the channel and spatial domains. The effectiveness of CTCANet is confirmed by comparing it with some advanced approaches on two open accessible datasets, LEVIR-CD and SYSU-CD. The findings suggest that the presented approach holds greater potential compared to other methods.
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**Abbreviations**
The following abbreviations are used in this manuscript:

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>Convolutional Neural Networks</td>
</tr>
<tr>
<td>CBAM</td>
<td>Convolutional Block Attention Module</td>
</tr>
<tr>
<td>GAN</td>
<td>Generative Adversarial Network</td>
</tr>
<tr>
<td>RNN</td>
<td>Recurrent Neural Network</td>
</tr>
<tr>
<td>NLP</td>
<td>Natural Language Processing</td>
</tr>
<tr>
<td>ViT</td>
<td>Vision Transformer</td>
</tr>
<tr>
<td>MLP</td>
<td>Multi-Layer Perception</td>
</tr>
<tr>
<td>PVT</td>
<td>Pyramid Vision Transformer</td>
</tr>
<tr>
<td>CAM</td>
<td>Channel Attention Module</td>
</tr>
<tr>
<td>SAM</td>
<td>Spatial Attention Module</td>
</tr>
<tr>
<td>BN</td>
<td>Batch Normalization</td>
</tr>
<tr>
<td>ReLU</td>
<td>Rectified Linear Unit</td>
</tr>
<tr>
<td>MSA</td>
<td>Multi-Head Self-Attention</td>
</tr>
<tr>
<td>GELU</td>
<td>Gaussian Error Linear Unit</td>
</tr>
<tr>
<td>MA</td>
<td>Multi-Head Attention</td>
</tr>
<tr>
<td>SGD</td>
<td>Stochastic Gradient Descent</td>
</tr>
<tr>
<td>IoU</td>
<td>Intersection-Over-Union</td>
</tr>
<tr>
<td>OA</td>
<td>Overall Accuracy</td>
</tr>
<tr>
<td>GT</td>
<td>Ground Truth</td>
</tr>
<tr>
<td>Params</td>
<td>Parameters</td>
</tr>
<tr>
<td>FLOPs</td>
<td>Floating-Point Operations Per Second</td>
</tr>
<tr>
<td>FCN</td>
<td>Fully Convolutional Network</td>
</tr>
<tr>
<td>FC-EF</td>
<td>Fully Convolutional Early Fusion</td>
</tr>
<tr>
<td>FC-Siam-Conc</td>
<td>Fully Convolutional Siamese-Concatenation</td>
</tr>
<tr>
<td>FC-Siam-Diff</td>
<td>Fully Convolutional Siamese-Difference</td>
</tr>
<tr>
<td>STANet</td>
<td>Spatial–Temporal Attention Neural Network</td>
</tr>
<tr>
<td>DTCDSCN</td>
<td>Dual Task Constrained Deep Siamese Convolutional Network</td>
</tr>
<tr>
<td>IFNet</td>
<td>Image Fusion Network</td>
</tr>
<tr>
<td>BIT</td>
<td>Bitemporal Image Transformer</td>
</tr>
<tr>
<td>DSAMNet</td>
<td>Deeply Supervised Attention Metric-Based Network</td>
</tr>
</tbody>
</table>
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