Automated VIIRS Boat Detection Based on Machine Learning and Its Application to Monitoring Fisheries in the East China Sea
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Abstract: Remote sensing is essential for monitoring fisheries. Optical sensors such as the day–night band (DNB) of the Visible Infrared Imaging Radiometer Suite (VIIRS) have been a crucial tool for detecting vessels fishing at night. It remains challenging to ensure stable detections under various conditions affected by the clouds and the moon. Here, we develop a machine learning based algorithm to generate automatic and consistent vessel detection. As DNB data are large and highly imbalanced, we design a two-step approach to train our model. We evaluate its performance using independent vessel position data acquired from on-ship radar. We find that our algorithm demonstrates comparable performance to the existing VIIRS boat detection algorithms, suggesting its possible application to greater temporal and spatial scales. By applying our algorithm to the East China Sea as a case study, we reveal a recent increase in fishing activity by vessels using bright lights. Our VIIRS boat detection results aim to provide objective information for better stock assessment and management of fisheries.
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1. Introduction

Remote sensing is important for monitoring fishing in offshore areas, where information sharing among fishery authorities is lacking, and unreported fishing is common [1]. Satellite-based technologies such as the Automatic Identification System (AIS) and the Synthetic Aperture Radar (SAR) have increasingly been used for monitoring fisheries [2–6], but challenges remain. For example, there is no global mandate for fishing vessels to broadcast their positions via AIS. Even for vessels broadcasting, their AIS signals are not fully received by satellites in areas with high vessel density, such as East Asia. Likely intentional AIS disabling events have also been reported [7]. While SAR fills in this gap by providing high-resolution, weather-independent vessel detection, its spatial and temporal coverage is generally sparse [6,8].

The Visible Infrared Imaging Radiometer Suite (VIIRS) sensor mounted on the Suomi National Polar-Orbiting Partnership (Suomi NPP) satellites captures nighttime vessel lights globally at least once a day [9], complementing the other monitoring technologies. The Suomi NPP satellite was launched in 2012, and a series of satellites are scheduled to be launched by the 2030s, allowing for long-term monitoring of the spatiotemporal patterns of light-luring fishing [10–12]. This vessel monitoring technology enables the monitoring of light-luring fishing [13,14], a popular fishing practice in East Asia. It has also enabled monitoring fishery closures [15], identifying fishing grounds [16,17], and estimating the capacity of illegal, unreported, and unregulated fisheries [14].

Despite the development of algorithms to identify vessels from VIIRS data [13,14,18,19], reliable vessel detection is still challenging due to cloud and moon interference. One VIIRS boat detection (VBD) algorithm was published by the Earth Observation Group (EOG) and the National Oceanic and Atmospheric Administration (NOAA) [13]; however, the initial
algorithm was optimized for low moon conditions and produced high numbers of false detections from moonlit reflection by clouds [12]. Although this problem was addressed by screening moonlit areas found in the VIIRS image that are missing from the corresponding longwave infrared image on the basis of a cross-correlation analysis [12], the algorithm details are kept proprietary. Another VBD algorithm was developed by the Japan Fisheries Research and Educational Agency (FRA) to reduce the influence of moon and cloud [14]. This algorithm requires daily manual adjustments in the detection threshold to exclude noise under different cloud/moon conditions, but heavy human interference is not suitable for continuous, frequent monitoring. To address this challenge, we adopt machine learning to automatically reproduce human-inspected VBD to ensure scalability and consistency in monitoring fisheries.

Applying machine learning models to large-scale VIIRS images is challenging due to the imbalanced nature of nighttime boat detection, i.e., only a limited number of positive pixels (i.e., vessels) are available compared to a larger number of negative pixels (i.e., non-vessels). While sampling of data is essential for training models with a large dataset, an improper undersampling of the negative data likely causes the trained model to generate a large number of false positives. We address this issue by adopting a two-step approach for training the machine learning model, which, to our knowledge, has yet to be applied in nighttime vessel detection.

We applied our model to the East China Sea (ECS) as a case study, representing a semi-enclosed sea surrounded by the People’s Republic of China (hereafter China), Japan, and the Republic of Korea under strong fishing pressure. Some efforts to manage the fishery resources in this region have been made through bilateral fishery agreements between China and Japan in 2000 [1], between Japan and the Republic of Korea in 1999 [1], and between China and the Republic of Korea in 2000 [20]. Nevertheless, the claims of the territorial sea of each country often overlap, making resource management difficult [1]. A recent decline in the catch of several species in the region calls for greater transparency in fishing. For instance, the Japanese catch of chub mackerel (Scomber japonicus), one of the most important fishery resources in this region, once reached 300,000 metric tons in the 1970s, but it dropped to around 80,000–120,000 metric tons after 2000 [21,22]. The catches of blue mackerel (Scomber australasicus) and swordtip squid (Uroteuthis edulis) dropped by about 64% and 99% from their largest catch in 1999 and 1988, respectively, both setting a record low in 2020 [23,24]. Previous research suggested that fishing activity by light purse seiners from China and light lift netters from Chinese Taipei may have had a significant impact on these species [25–27]. However, the lack of shared catch data among countries makes it difficult to conduct comprehensive stock assessments and address these resource declines [28].

Here, we use machine learning to automatically and consistently reproduce human-inspected VBD and demonstrate its ability through a case study in the East China Sea. Our approach can supplement gaps in information on fishing activity and contribute to balanced fishery management. With this ability, our study supports the quantitative estimate of fishing activities and, ultimately, the assessment and management of important fish species.

2. Materials and Methods

2.1. Overview of the Machine Learning Model

The present VBD algorithm uses a machine learning model as a key component. Figure 1 demonstrates the flowchart of the machine learning-based VBD algorithm, and Figure 2 shows the schematic process of model development. For generating VBD output, our algorithm uses two kinds of VIIRS data, i.e., VIIRS day–night band (DNB) and the cloud mask (CM), as input. After processing the raw VIIRS data, a machine learning model (i.e., the production model in Figure 1) is applied to each pixel of the processed VIIRS data. This determines whether each pixel corresponds to a vessel or a non-vessel pixel. For training the machine learning model, we used the existing VBD output of FRA [14] as an objective of the training. The details of the data and its processing are described below.
our algorithm uses two kinds of VIIRS data, i.e., VIIRS day–night band (DNB) and the cloud mask (CM), as input. After processing the raw VIIRS data, a machine learning model (i.e., the production model in Figure 1) is applied to each pixel of the processed VIIRS data. This determines whether each pixel corresponds to a vessel or a non-vessel pixel. For training the machine learning model, we used the existing VBD output of FRA [14] as an objective of the training. The details of the data and its processing are described below.

**Figure 1.** Flowchart of our machine learning-based VBD algorithm. (A) Overall flowchart of the VIIRS boat detection algorithm. DNB and CM denote VIIRS day–night band data and cloud mask data, respectively. The detailed process enclosed by the dashed box is shown in panel (B). The “production model” in the flowchart is created in Figure 2. (B) Flowchart of the VIIRS data processing enclosed by the dashed boxes in (A) and Figure 2.

**Figure 2.** Flowchart of machine learning model development. A detailed view of the data processing enclosed in the dashed box is shown in Figure 1B.
2.2. Data
2.2.1. Raw VIIRS Data

Historical VIIRS data of the Suomi NPP satellite were obtained from the Comprehensive Large Array-Data Stewardship System (CLASS) of NOAA (https://www.avl.class.noaa.gov/, accessed on 20 May 2022). Specifically, the VIIRS day–night band SDR (DNB) data and the VIIRS cloud mask EDR (CM) data from 1 January 2014 to 10 May 2022 were used as source data for our algorithm.

2.2.2. VIIRS Boat Detection Data

Two different VBD data were used in this study. One VBD dataset was developed by FRA [14], covering major light luring fishing around Japan, which was also the primary monitoring target of present study (Figure 3). We used this dataset as training data for our algorithm. Another VBD dataset was developed by EOG [13], and we used it to compare detection outputs.

![Spatial range of the FRA’s VBD data](image)

**Figure 3.** Spatial range of the FRA’s VBD data. The white line indicates the boundary of the entire observation range of FRA’s VBD, which was used to train our machine learning model. The total VBD count in 2020 is also shown here as a heatmap.
2.2.3. On-Ship Radar Data

To evaluate the performance of our VBD algorithm, we used independent vessel detection data collected by an FRA research vessel, Yoko-maru. The research vessel collected the positions of the other vessels around it using its on-ship radar device. The on-ship radar data were acquired with a time difference of less than 8 min compared to the VIIRS observations. A total of 41 days of radar data from 22 February 2017 to 20 October 2019 were used to evaluate our algorithm.

2.3. Development of the Machine Learning Model

2.3.1. Preprocessing

Following Elvidge et al. (2015) [13], we applied three steps of preprocessing to DNB data including (1) converting the DNB radiance unit from watts/cm$^2$/sr to nanowatts/cm$^2$/sr for readability, (2) taking the logarithm of the radiance to enhance the contrast, and (3) applying the adaptive Wiener filter to reduce the noise observed at the edges of the scan [29].

2.3.2. Creating Features for Detection

Our algorithm determines whether each DNB pixel is a vessel or not on the basis of the following features. The following features are used as explanatory variables when training the machine learning model.

- $\log_{10}(\text{DNB radiance})$
- Spike median index (using $3 \times 3$, $5 \times 5$, $7 \times 7$, $9 \times 9$ surrounding pixels)
- Spike height index (using $3 \times 3$ surrounding pixels)
- Maximum integer cloud mask (using $3 \times 3$, $5 \times 5$, $7 \times 7$, $9 \times 9$ surrounding pixels)
- Moon illumination
- Zenith angle of the satellite
- Zenith angle of the moon
- Zenith angle of the sun

Spike Median Index

We adopt the spike median index ($SMI$) and spike height index (SHI) proposed by Elvidge et al. (2015) while using broader surrounding pixels for $SMI$ (from $3 \times 3$ to $9 \times 9$ pixels) as defined in the following equation to take a blurred spike of vessel light into account:

$$SMI_{s \times s} = \log_{10}(R_{\text{center}}) - \log_{10}(\text{Median}(R_{s \times s})),$$

where $SMI_{s \times s}$ indicates the $SMI$ value calculated from the surrounding pixels of size $s$, $R_{\text{center}}$ indicates the radiance value of the subject DNB pixel, and $R_{s \times s}$ indicates the set of radiance values of DNB pixels of the surrounding range of $s$ (Figure S1).

The value of SMI indicates how much brighter the target pixel is than the surrounding pixels. The threshold of SMI values for $3 \times 3$ surrounding pixels is a key part of the EOG algorithm, but this threshold is effective only for clear sky conditions. The appearance of a vessel’s light and moonlight reflection from the clouds varies greatly depending on the moon/cloud conditions. Thus, a single threshold from a single variable is insufficient to distinguish a vessel’s light from varying background light. Using SMI values of various ranges of surrounding pixels as explanatory variables can address this limitation.

Maximum Integer Cloud Mask

The integer cloud mask value of CM data is used to incorporate cloudiness information into our algorithm (0: confident clear, 1: probably clear, 2: probably cloudy, 3: confident cloudy). As the CM data have a higher spatial resolution (375 m) than DNB images (750 m), the information from the nearest cloud mask pixel is assigned to each DNB pixel. Then, a maximum cloud mask value from the surrounding DNB pixels (in window sizes ranging from $3 \times 3$ to $9 \times 9$ pixels) is calculated. As the range of surrounding pixels becomes broader, the subject pixel is more likely to be judged as cloudy. The maximum cloud mask
value indicates the presence of clouds around the subject pixels and is used to train the machine learning model to reduce false detection due to clouds.

Moon Illumination

Moon glint is one of the major possible causes of false detections and needs to be taken into account. The value of moon illumination is retrieved from the geolocation file of the DNB data. It ranges from 0 to 100, where 0 indicates a new moon, and 100 represents a full moon.

Zenith Angles of Satellite, Moon, and Sun

The zenith angles of the satellite can influence the level of light reflection from the moon and the sun. As the satellite’s zenith angle becomes greater (i.e., the edge region of the scan), the noise level of the DNB image increases [13]. For this study, the satellite’s zenith angles are retrieved from the DNB geolocation file.

Objective Variable

Our algorithm is developed on the basis of FRA’s VBD. We set DNB pixels corresponding to FRA’s VBD as positive pixels (vessel pixels) while the other pixels are marked as negative pixels (non-vessel pixels).

Extracting Local Maximum Pixels

With the features described above, only DNB pixels that have a local maximum radiance in the $3 \times 3$ surrounding area are extracted to reduce the number of pixels to be used in the machine learning model. The local maximum serves as the minimum requirement for the subject pixel to be determined as a vessel. Likewise, the FRA and EOG algorithms require that a pixel be a local maximum when determining vessel detection.

2.3.3. Modeling Design

After processing raw VIIRS data, the below-described procedures are applied before feeding the data into the machine learning algorithm.

Splitting Train/Test Set

A total of 905 days (from 5 January 2017 to 10 March 2020) of data were available for modeling. These are the dates on which we retained both FRA’s VBD data and the VIIRS raw data. We split the entire data into training and testing data according to the day (Figure S2A), randomly extracting 40 days per month over 3 years for training (total 480 days) and 15 days per month over 3 years for testing (total 180 days) (Figure S2B). We extracted the same number of days from each month to ensure that the training/testing data were seasonally unbiased. This unbiased sampling is required for testing the model’s performance because fishing activities and cloud conditions are affected by season.

The Machine Learning Algorithm

We adopted random forest for our machine learning model, using the ranger package [30] in R 4.0.3. We adopted the two-step approach described in Figure 2 for model training. We used fewer training data to train the first model (baseline model). After examining its detection output, we then used more training data to train the second model (production model) supplementing the baseline model to generate the final detection result.

To create training data for both the baseline and production models, we used the same 480 days for training. It consisted of roughly 1.5 million pixels per day and a maximum of 7000 vessel detections per day. As the number of pixels was high and the ratio of positive pixels to negative pixels as highly imbalanced, efficient sampling was essential.
Creating the Training Data for the Baseline Model

For the baseline model, we created training data by collecting all positive pixels (i.e., vessel pixels) and 20,000 negative pixels (i.e., non-vessel pixels) per day from the training dates. For the sampling of negative pixels, we took the following steps for each day to keep the radiance variation of the negative pixels in the training data:
1. Extract negative pixels whose \( \log_{10}(\text{radiance}) \) is greater than \( \min\{\log_{10}(\text{radiance of positive pixels})\} - 1 \).
2. Divide the range of radiance of the extracted negative pixels into 10 classes evenly on the log scale.
3. Randomly sample negative pixels without replacement evenly from these 10 radiance classes until the total number of sampled negative pixels reaches 20,000 pixels.

Creating the Training Data for the Production Model

We applied the trained baseline model to all the pixels in the training dates and obtained false-positive and false-negative pixels. Next, we added these pixels to the original training data of the baseline model to create the training data for the production model. This step allows the production model to reduce false positives compared to the baseline model. By including the false-positive pixels in the training data of the production model, the model could be trained to better classify these undesired pixels as negative pixels.

Hyperparameter Setting

We used the same hyperparameter settings when training random forest to create both baseline and production models (Table 1). The same hyperparameter value was independently determined as the optimal value for the baseline and production training data.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>N_tree</td>
<td>50</td>
<td>The number of trees in the ensemble</td>
</tr>
<tr>
<td>N_val</td>
<td>3</td>
<td>The number of variables randomly sampled at each split when creating the tree models</td>
</tr>
<tr>
<td>Min_n</td>
<td>316</td>
<td>The minimum number of data points in a node required for the node to be split further</td>
</tr>
</tbody>
</table>

The first and second hyperparameters in Table 1 were set empirically to restrict the size of the model (several values were tried but did not affect the results significantly), while the third hyperparameter was determined by fivefold cross-validation on the training data of the baseline/production model to control the model complexity. We used the area under the precision–recall curve (PR_AUC) to determine these hyperparameter values.

2.4. Evaluation of VBD with On-Ship Radar Data

We used vessel position data collected through on-ship radar aboard a Japanese research vessel (observer vessel) to evaluate the VBD’s performance. For this evaluation, we followed the steps described below.

2.4.1. Extracting VIIRS Detections within Radar Range

On-ship radar devices sometimes do not detect vessels that are far away from the radar even within its theoretical detection range. We, thus, considered the detection limit of the on-ship radar as the distance to the farthest vessel detection from the radar. Only VBD data within this distance from the observer vessel were included in the evaluation process.
2.4.2. Distance Threshold for Matching VBD and On-Ship Radar Data

The on-ship radar data were recorded at a time close to the VBD acquisition times (with a time gap between 1 and 8 min). As the maximum distance that a vessel can travel during this time gap is negligible, we simply considered the closest pairs of VIIRS detection and on-ship radar detection with a distance of less than 2000 m a match. To determine this distance threshold, we first unified three VBDs (i.e., present study, FRA, and EOG) into a single VBD by merging overlapping detections. Then, we plotted unified VBD and on-ship radar detections simultaneously for each night and visually examined the results to confirm that the threshold accurately determined the matching between VBD and on-ship radar detections.

2.4.3. Selection of On-Ship Radar Data Used for Evaluation

As on-ship radar devices can fail to detect some vessels present around the radar, we selected only nights when the on-ship radar detected all the obvious lit vessels present around the observer vessels by visually examining the unified VBD and DNB images together to ensure the consistency of the data used in the evaluation process. This step allowed us to choose scenes conservatively so that VIIRS detections unmatched to on-ship radar detections in these scenes were considered to be actual false detections of VBDs. Notably, this procedure was executed with unified (and anonymized) VBD data to avoid biases when comparing the detection performance between three VBD algorithms.

2.4.4. Metrics to Evaluate the Detection Performance of VBD Algorithms

We evaluated the performance of the three VBD algorithms for each night using the following metrics: Precision, Recall, and F1 score. Then, a nonparametric pairwise comparison test was conducted to evaluate the statistical significance of the difference in the performance metrics between the new algorithm and the existing algorithms. The metrics for each night and VBD algorithm were calculated as follows:

\[
\text{Precision} = \frac{N_{om}}{N_v}, \quad (1)
\]

\[
\text{Recall} = \frac{N_{om}}{N_r}, \quad (2)
\]

\[
F1 \text{ score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}, \quad (3)
\]

where \(N_{om}\) is the number of VIIRS detections matched to on-ship radar detections for a night for a VBD algorithm, \(N_v\) is the number of VIIRS detections of a VBD algorithm in the radar range for a night, and \(N_r\) is the number of on-ship radar detections for a night.

2.5. VBD Data Analysis in the East China Sea

2.5.1. Study Area

By applying our machine learning-based VBD algorithm to past VIIRS data, we can analyzed long-term historical activities of light-fishing vessels in the East China Sea in an automated and consistent manner. For this analysis, we set the study area shown in Figure 4 and compared the VBDs generated by our algorithm and other VBD algorithms. We excluded areas within 12 nautical miles from the shore in our study, as the VBD algorithms are likely to perform poorly in areas of high vessel densities due to the low resolution of the DNB images, particularly near the coasts, and produce more false detections due to lights from land.
2.5.2. Eliminating Overlapping Observations from VBD

As the Suomi NPP satellite can observe the same area multiple times per night, we eliminated the overlapping observations to better capture fishing activities from the VBD data. As each satellite’s overpass can be distinguished by orbit number, we selected the orbit number with the smallest satellite zenith angle for each gridded area (0.1°) for each day.

2.5.3. Inferring the Fishing Activities from VBD

When the moon is shining brightly, the brightness of the background ocean is increased from the perspective of the VIIRS sensor by the reflection of the moonlight from the sea surface, making it difficult to distinguish between the background ocean and the lights of vessels. This effect, in general, decreases the number of detections when the date comes closer to a full-moon night and increases the number of detections when the date comes closer to a new-moon night (Figure S4). To estimate the fishing activities from the VBD data more accurately than simple daily counting, we chose the dates when we observed the largest daily count of VIIRS detections in every half-month period as proposed by Park et al. (2020) [6]. This allowed us to minimize the influence of the cloud and moon. For the total annual vessel days, we assumed that the number of vessels operating in a given region would be the same as the maximum daily count for a given half-month period.

Figure 4. Study area in the East China Sea. The dark-gray area indicates the study area of the analysis, representing the ECS area more than 12 nautical miles from the land.
3. Results
3.1. Model Evaluation

3.1.1. Detection Performance against Training and Testing Data

We applied the production model to all pixels in the DNB images from the training and testing data to evaluate the model’s performance. The performance was evaluated using the precision–recall curve (PR curve) against FRA’s VBD and its area under curve value (PR-AUC) (Figure 5). According to the shape of the PR curve, we considered the score 0.4 as the threshold value for vessel detection (i.e., the pixels having a score greater than 0.4 were considered as vessel detection). The values of precision and recall against FRA’s detections at the score threshold of 0.4 were 0.67 and 0.83, respectively, in the testing data, which means that 83% of the vessels detected by FRA’s algorithm were also detected by the production model, and 67% of the vessels detected by the production model were also detected by FRA’s algorithm. Additionally, we visually examined the detections in all testing data along with the DNB images to ensure that the production model with the score threshold of 0.4 produced very few obvious false positives.

Figure 5. Precision–recall curve of the production model on training and testing data. The production model was applied to all the local max pixels in the TRAIN/TEST data. The points indicate the precision and recall values when the score threshold was set to the value above or below that point. The value of the area under the curve (PR-AUC) for the testing and training data is shown in the text box.

3.1.2. Comparison of the Model VBD with Existing VBDs

The daily counts of vessel detections were compared to examine the difference between the model VBD of this study and the existing VBDs including FRA and EOG (Figure 6). The overlapping VIIRS observations on the same night were removed before calculating the daily count of VBDs. The daily count of our algorithm was largely consistent with both FRA and EOG, but it generally detected slightly more than the FRA algorithm about lower than the EOG algorithm (Figure 6).
Figure 6. Comparison of the daily VBD count using the FRA, EOG, and our machine learning-based (NEW) algorithms. (A) The comparison of daily count between NEW and FRA. (B) The comparison of daily count between NEW and EOG. In both panels, the diagonal dashed line indicates equal counts.

Figure 7 shows the radiance distribution of these three VBDs. The most remarkable difference in radiance distribution among the three VBD algorithms is that the EOG algorithm produced far more detections with a lower radiance than our algorithm and the FRA algorithm, which led to very few detections with a radiance lower than 1 nW/sr/cm². The differences among the three algorithms generally became smaller when the radiance became greater.
When focusing on the difference in the total number of detections, or the height of the graphs in Figure 7, the differences were consistent with the difference in the number of daily counts among the three VBDs in Figure 6; thus, the larger daily count in EOG could be explained by the larger number of detections with a lower radiance.

3.1.3. Evaluation with On-Ship Radar Data

Figure 8 shows an example of the on-ship radar image we used for the evaluation of VBD algorithms.

![Figure 8](image_url)

**Figure 8.** Example images of on-ship radar detection and VBDs. The acquisition times of the image and their time difference are shown at the top (V for VIIRS detection and R for on-ship radar detection). Yellow diamonds indicate on-ship radar detection. The points in magenta, green, and blue represent VIIRS detection from the new model, FRA, and EOG algorithms, respectively. The performance metrics (precision, recall, and F1 score) for each VBD algorithm against on-ship radar data are shown at the bottom. The DNB radiance of the image in the background is averaged for each 0.01° grid cell. All three VBD algorithms had the same detection performance on this night (one false detection and four missing detections).

To analyze the differences in the detection performance of the VBD algorithms, the precision, recall, and F1 score are calculated for each night and VBD algorithm. Low precision indicates a high rate of false detections (i.e., noise), and low recall indicates that a VBD algorithm detects only a few radar detections (i.e., low sensitivity). The F1 score is defined as a harmonic mean of precision and recall to represent the overall performance of the models. The paired Wilcoxon rank sum test showed no statistically significant
differences among the three VBD algorithms (Figure 9). Despite no statistically significant differences in the results, the proposed model and FRA VBDs were more sensitive to detection when clouds were present, whereas the EOG algorithm was more sensitive when there were no clouds and moon (Figure S5).

![Comparison of detection metrics (precision, recall, and F1 score) against on-ship radar data among the three VBD algorithms. A single point indicates the metric score (precision, recall, and F1 score) of a VBD algorithm against on-ship radar data for a single night. The results for the same night from different VBD algorithms are connected by lines.](image)

3.2. Analysis of the East China Sea

To analyze the long-term change of light fishing vessel activities in the study area, we first partitioned VIIRS detection into three radiance classes (Figure 10). The three classes (<10, 10–400, and 400 < nW/sr/cm²) largely correspond to radiance ranges of fishing gear types and flag states revealed in the previous study [27]. Although the first class (<10 nW/sr/cm²) was not reported in the previous study, it likely corresponds to non-light-luring fishing vessels prominent in this region such as trawlers and non-fishing vessels. Vessels with a radiance between 10 and 60 nW/sr/cm² are believed to correspond to the Chinese Taipei light lift net and Japanese light vessels with reduced operational light levels. The radiance class of 60–400 nW/sr/cm² corresponds to major light-luring fishing vessels with normal operational light levels, notably the Chinese light falling net, Chinese lit lift net, Chinese “tra-ami”, Chinese Taipei light lift net, and Japanese light fishing vessels. The radiance levels of 10–60 and 60–400 correspond to typical light-luring fishing and showed the same spatiotemporal pattern; we treated these levels as a single, combined radiance class in the analysis. We separated detections with radiances greater than 400 nW/sr/cm² as Chinese lit-falling net vessels, which are reported to have far greater radiance than other types of light-luring vessels.

Examining the spatial distribution of the detections (Figure 11), the detections with radiance < 10 nW/sr/cm² were more evenly spread spatially within the continental shelf of the East China Sea compared to the detections with greater radiances. Focusing on the radiance classes presumably representing light-luring fishing (10–400 and >400 nW/sr/cm²), these detections were concentrated around the northeastern part of the study area (around 32°N, 127°E) and the southern part of the analysis area (around 27°N, 124°E). In particular, the detections with radiance greater than 400 nW/sr/cm² were more often observed in the northeastern part of the study area.
Figure 10. Radiance distribution of the present VBD in the East China Sea area shown in Figure 4. The vertical dashed lines indicate radiances equal to 10 and 400 nW/sr/cm². The VBD count was aggregated using the data within the study area from 1 January 2014 to 31 December 2021.

Examining the spatial distribution of the detections (Figure 11), the detections with radiance <10 nW/sr/cm² were more evenly spread spatially within the continental shelf of the East China Sea compared to the detections with greater radiances. Focusing on the radiance classes presumably representing light-luring fishing (10~400 and >400 nW/sr/cm²), these detections were concentrated around the northeastern part of the study area (around 32°N, 127°E) and the southern part of the analysis area (around 27°N, 124°E). In particular, the detections with radiance greater than 400 nW/sr/cm² were more often observed in the northeastern part of the study area.

Figure 11. Spatial distribution of the model VBDs for each radiance class. The colors of the cells indicate the aggregated VBD count from 2014 to 2021.

To analyze the temporal changes in fishing activities over the years, the daily count and the yearly aggregate of the detections in the study area were calculated from 2014 to 2021 (Figure 12). The result shows that the VBD with radiance lower than 10 nW/sr/cm² decreased over the analysis period, whereas the detections with radiance between 10 and 400 nW/sr/cm² were generally unchanged except for a temporal drop in the middle of the period. On the contrary, the VBD with radiance greater than 400 increased since 2018, especially in the northeast part of the study area (Figure S6).
To analyze the temporal changes in fishing activities over the years, the daily count of detections in the study area, the maximum daily count of detections in each year and month was determined (Figure 12). For radiance < 10 nW/sr/cm², a smaller number of detections were more often observed since 2017, especially in months when a relatively large number of detections were observed before 2017 (i.e., January, May, September, and October), while a slight increase in 2021 was observed in the winter season (i.e., January, February, and December), consistent with the result in the annual aggregation of the detection count (Figure 12). For radiance 10–400 nW/sr/cm², a large decrease in VBD count was observed in July since 2017. On the other hand, for radiance greater than 400 nW/sr/cm², the VBD count increased recently from August to December, consistent with the annual aggregated detection count (Figure 12).

![Figure 12](image12.png)

Figure 12. The annual aggregate of the VBD count in the ECS for each radiance class. The red bars indicate the annual summation of the maximum daily VBD count for each half-month period.

To evaluate the seasonal changes in the number of operating fishing vessels in the area, the maximum daily count of detections for each year and month was determined (Figure 13). For radiance < 10 nW/sr/cm², a smaller number of detections were more often observed since 2017, especially in months when a relatively large number of detections were observed before 2017 (i.e., January, May, September, and October), while a slight increase in 2021 was observed in the winter season (i.e., January, February, and December), consistent with the result in the annual aggregation of the detection count (Figure 12). For radiance 10–400 nW/sr/cm², a large decrease in VBD count was observed in July since 2017. On the other hand, for radiance greater than 400 nW/sr/cm², the VBD count increased recently from August to December, consistent with the annual aggregated detection count (Figure 12).
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Figure 13. The maximum daily count of VBDs for each year and month in the study area. Each panel indicates the different radiance classes, and colors indicate the different years; the horizontal axis indicates the months of the year, while the vertical axis indicates the maximum VBD count observed in each year and month.

While the goal of our study was to automate the FRA VBD, we also conducted the same ECS analysis using the EOG VBD (Figures S7 and S8); qualitatively similar results were obtained. However, as expected, EOG generally had more detections, especially in the low-radiance class, while the medium- and high-radiance classes did not differ significantly.
4. Discussion

4.1. Model Evaluation

Our machine learning-based VBD algorithm reproduced FRA’s human-inspected algorithm output in an automatic and consistent manner. The present new algorithm generated similar detection results to the FRA algorithm (83% of FRA detections were detected by our algorithm, and 67% of our detections were detected by FRA). With some exceptions, our model generally detected more vessels compared to the FRA model (Figure 6). In the FRA algorithm, the daily radiance thresholds were determined by analysts to distinguish vessel detections from the background noise under several conditions based on the presence of clouds and the moon [14]. Those thresholds are determined with a focus on suppressing noise, and true vessels are often excluded. On the contrary, our VBD algorithm keeps these vessels because it determines vessels on the basis of various features of local surrounding pixels. In addition, we visually inspected these vessels and confirmed that they were unlikely to be false positives.

Compared to the EOG algorithm, our algorithm tended to detect vessels more conservatively. A notable difference between the two algorithms is that the EOG algorithm produces more detections with low radiance. One possible reason is that the EOG algorithm relies mainly on the ratio of radiance between the target pixel and a small window (3 × 3) of surrounding pixels (i.e., SMI3×3), which leads the EOG algorithm to detect a target pixel as a vessel even when the pixel is too dim for a human analyst to determine it as such [13]. In comparison, our model uses both the absolute radiance value of a target pixel (inherited from the FRA algorithm) and a broader window of surrounding pixels in the DNB image (maximum 9 × 9 pixels) as important features. This difference allows our algorithm to identify pixels that are more discernible by the human eye.

We evaluated the performance of the three different VBD algorithms using independent vessel detection data collected by a research vessel (Figure 8). This evaluation showed that our algorithm performed consistently with the existing FRA human-inspected VBD, showing no statistically significant difference. Given that the primary goal of our algorithm was to produce long-term and region-specific detections in an automatic and consistent manner on the basis of the FRA VBD, it is reasonable that our algorithm performance was not statistically different from the FRA algorithm. Although the evaluation also demonstrated no statistically significant differences with the EOG algorithm, it is possible that our model performance could be different from the EOG algorithm considering the differences in the radiance distribution shown in Figure 7. The observed similar performance was likely due to the small sample size of the radar data available for evaluation and the possible absence of vessels with a small radiance in the sample data. In addition, as on-ship radar sometimes fails to detect some vessels within its range of observation, a further step in selecting scenes with no obvious non-detection of all lit vessels was required in this study. This step might have caused an upward bias in the precision value (i.e., underestimating the false-positive rate). While our evaluation with on-ship radar data was sufficient to demonstrate that our algorithm is comparable to existing algorithms, obtaining more on-ship radar data in various locations and conditions is necessary to perform a more comprehensive evaluation of the absolute performance of VBD algorithms.

4.2. East China Sea Analysis

In this study, we classified vessel detection into three classes (Figure 10), according to a previous study that identified fishing vessel classes in the East China Sea with their corresponding brightness [27]. Overall spatial and seasonal patterns of the detection generally correspond to common fishing and weather conditions in this region. For example, the low-radiance class (<10 nW/sr/cm²) corresponds to the reported fishing ground of trawlers [31], and medium- to high-radiance classes (10–400 nW/sr/cm² and >400 nW/sr/cm²) correspond to light luring fishing [32]. This region experiences occasional typhoons from July to September, which might be one of the reasons for the annual fluctuation in VBD.
counts across years from July to September, whereas windy rough weather in November to January may also explain the decrease in VBD counts in the winter season (Figure 13).

On the other hand, some temporal changes across years in the VBD count appear to correspond to recent policy changes. The summer fishing moratorium by the Chinese government started in 1998 covering the Bohai Sea, the Yellow Sea, the East China Sea, and the northern part of the South China Sea, running from May to September, while the exact periods and the areas differ depending on the years and types of fishing [33,34]. The monthly fishing activities sharply declined after 2017 for the low-radiance class in May and for the high-radiance class in July (Figure 13). This decline could be possibly explained by an extension of the moratorium period from 2017, although the exact details of the moratorium are unknown. While the activities of the medium-radiance class also decreased since 2017 in July, it rather increased in later years, particularly in April and from August to December (Figure 13). This change suggests that the medium-radiance class vessels might have shifted their fishing activity to the non-moratorium season.

Looking at the annual trend over the study period (Figure 13), fishing activities by vessels of the low-radiance class decreased significantly in 2017 and remained low since, whereas fishing activities by vessels of the medium-radiance class stayed at the same level except for a temporal drop in the middle of the study period. On the contrary, as for the vessels of the highest radiance class, which appeared to drastically increase in the last two years, it is possible that this increase may have been caused by an overall increase in the total number of bright vessels in the region or by a shift of fishing operations from other regions, given the reported sharp decrease in the number of vessels of the same brightness in North Korean water [6,35]; however, further research is needed to determine the origin of these vessels. A previous study based on AIS information claimed that overall fishing efforts have remained unchanged, but have shifted from the period of summer moratorium to the regular fishing season for coastal fisheries [36]. Our study showed that this trend is also applicable to offshore light-luring fishing, which cannot be monitored by AIS, with the exception of an increase in particularly bright vessels in recent years.

The application of the machine learning-based algorithm to the East China Sea enables us to analyze temporal trends of fishing in the region where other satellite monitoring techniques including AIS remain limited [37]. Additionally, using the machine learning-based VIIRS boat detection model more consistently and automatically offers public information on the fishing activity in the region. The information is, however, limited to the presence of light-luring vessels used as a proxy for their daily activity. For a better estimation of resource extraction and the management of the fisheries in the East China Sea, it is necessary to link fishing activities estimated from VIIRS data to catch information from relevant countries in the region.

### 4.3. Technical Implications

We developed a machine learning-based VIIRS boat detection algorithm based on an existing algorithm which requires manual inspection by analysts. Since it is generally difficult to guarantee the reliability of VIIRS detection through independent vessel detection technologies such as AIS and SAR due to limited effectiveness in East Asia, it is worthwhile to guarantee fishing activities by VIIRS through human inspection. However, relying on the experience of experts and manual work is unsustainable for continuous and extensive monitoring. It is, therefore, reasonable to build a machine learning-based algorithm to reproduce the existing VBD.

Applying machine learning to VIIRS night light data for vessel detection was challenging due to the large data size and imbalanced nature of vessel vs. non-vessel pixels, i.e., 1:3000 after extracting local maximum pixels. Since the absolute number of non-vessel pixels is large, a simple random sampling of non-vessel pixels is ineffective to learn the entire characteristics of non-vessel pixels. A model created by such a simple approach is prone to generate a large number of false positives when applied to testing data. The im-
balanced nature of VIIRS night light data in vessel detection requires a particular approach. An oversampling approach of a minor class such as SMOTE is popular when dealing with imbalanced data [38]; however, the approach was inapplicable in our case due to the large size of the major class (i.e., non-vessel pixels). Bagging of multiple models is an alternative option where multiple model outputs averaged from different sampling of the major class while sampling the entire minor class is used as final output [39]. However, the bagging of 10 models was insufficient to resolve the false positives in our case due to a large number of negative pixels. Since our model is intended to be used in actual monitoring operations, we wanted to avoid a bagging model that requires many sub-models. Ultimately, an efficient down-sampling design of the major class was key to building an appropriate machine learning model in our case. Our two-step approach for the efficient down-sampling of the major class proved to be effective for training on big and imbalanced datasets, offering other machine learning practitioners a useful application case.

Our methodology paves the way for evaluating the temporal variation of fishing activity by light-luring vessels; however, several caveats exist. First, light from vessels may not be detected by VIIRS because it is obscured by clouds or the moon. We minimized this limitation by using a window of 15 days when estimating the fishing activities in the region, following Park et al. (2020). This assumption reasonably captures the real number of lit vessels operating in these areas over that period because most of these offshore vessels fish in a given location for longer than 2 weeks. Second, VIIRS has a resolution of 750 m, which does not allow distinguishing multiple vessels in a single pixel. Vessels of mid- or high-radiance level are unlikely to operate within such a short distance. However, low-radiance trawlers in this region often operate in pairs, so-called pair trawlers [40], and the VIIRS cannot distinguish these pair vessels. Third, the number of detections with low radiance (<10 nW/cm²/sr) in our algorithm was much smaller compared to EOG; thus, it is possible that our algorithm may have missed vessels of this class. Given these considerations, it is important to recognize that quantitative analysis using our VIIRS detection tends to underestimate (especially for vessels with small radiance), whereas this effect is not significant for the vessels of a medium- and high-radiance level.

The methodological approach presented in this study might be useful for fishing monitoring in other regions where light-luring fishing is intense and comes with other technical challenges. For instance, in South America, monitoring of light fishing vessels by existing VBD is disrupted by a significant number of false detections because of the abundance of high-energy particles in the region, which affects the electronic systems on the satellite, known as the South America Anomaly [41]. The conditions for removing these noises are unknown; however, by visually labeling only true vessel detection to train a machine learning model, one may be able to obtain detection results without the noise.

The lack of data indicating the presence of true vessels and the high variability in the appearance of VIIRS images due to clouds and the moon are major challenges in vessel detection using VIIRS data. In this study, a two-step machine learning based on existing VBD outputs visually inspected by humans and artificial features (i.e., SMI) was used to tackle these issues. In other major satellite data, such as SAR, approaches using transition learning of deep learning models have been attempted for similar issues [42–44]. It may also be worthwhile to try approaches that use deep learning with limited true vessel presence data and no artificial features for VIIRS.

5. Conclusions

The algorithm and the machine learning approach applied in this study represent a step forward in monitoring the long-term temporal activity of light-luring fishing. This new approach also allows automatic detection, ensuring scalability and consistency when applied to large areas, as well as sheds light on fishing activities in areas where holistic fishery management is challenging for both political and technical reasons. For instance, a lack of shared fishery information hinders relevant nations from collaborating on regional fishery resource assessments [28]. From the technical perspective, other satellite monitoring
data such as SAR and AIS are scarce in the region for examining fishing activities due to the coverage issues [37]. Although each country has its own vessel monitoring systems or VMS, they are of private nature and contribute less to the transparent management of shared fisheries. This study on machine learning-based VBD is expected to fill in this gap, albeit partially, with respect to public information for fishery management. The two-step approach we adopted for training the machine learning model might also have general applicability for other large imbalanced data. This would provide a promising option for practitioners considering machine learning applications for satellite data.
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