Baseline Calibration of L-Band Spaceborne Bistatic SAR TwinSAR-L for DEM Generation
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Abstract: The Terrain Wide-swath Interferometric L-band Synthetic Aperture Radar (TwinSAR-L) mission is a spaceborne bistatic synthetic aperture radar (SAR) mission to derive a high-quality global digital elevation model (DEM). The prerequisite of the high-accuracy DEM is knowing the interferometric baseline with high precision. The challenging problem is that the baseline of the bistatic system is highly dynamic due to the fast relative motion between the two satellites. In this paper, a pixel-related baseline model based on the geometrical shift is proposed to accurately reflect the position change of satellites. The baseline error is then calibrated using height gradient information and a small number of point targets with a slight incidence angle difference, eliminating the need for low-frequency corner reflectors and avoiding the difficulty of selecting a calibration site. The proposed method has been successfully exploited during the initial Commissioning Phase of TwinSAR-L, demonstrating its effectiveness in evaluating the precise baseline and supporting the generation of high-precision DEM.
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1. Introduction

The bistatic SAR system, which operates with distinct transmit and receive antennas mounted on separate platforms, enables new radar imaging modes [1]. The spatial separation between the antennas enhances the system’s capability, flexibility, and performance, allowing for the acquisition of novel information products [2,3]. The Terrain Wide-swath Interferometric L-band Synthetic Aperture Radar (TwinSAR-L) mission is a spaceborne bistatic SAR mission based on two low-orbit L-band multi-channel fully polarized twin SAR satellites, also called LuTan-1 [4]. The TwinSAR-L mission consists of Satellites A and B, launched on 26 January 2022, and 27 February 2022, respectively. Currently, the bistatic system TwinSAR-L is in the in-orbit Commissioning Phase. The launch of TwinSAR-L marks a new milestone in the Chinese space program and effectively addresses the gaps in China’s SAR remote sensing capabilities, specifically in spaceborne L-band interferometry, differential interferometry, and full-polarization interferometry [5]. In addition, the TwinSAR-L mission is essential to the medium- and long-term development plan for China’s civil space infrastructure [6].

The TwinSAR-L has several operation modes that provide significant space technology support for global observation, such as geological disaster detection, deformation measurement, and forest survey with wide-swath and high-quality images [7]. The bistatic interferometry mode is one of the critical operation modes for generating consistent and global digital elevation models (DEMs) with a height accuracy of 5 m [8].
timely DEMs are crucial in various commercial and scientific applications [9]. The precise information on Earth’s surface and topography are essential components of numerous geoscience fields, including hydrology, glaciology, forestry, geology, oceanography, and land environment [10–12].

The accuracy of DEM generated by interferometric SAR (InSAR) is affected by various errors, such as the unwrapped phase error, systematic delay error, and interferometric baseline error [13]. Among them, the interferometric baseline significantly impacts the accuracy of DEM, and the inaccuracies in the baseline at the millimeter level can result in height errors at the meter level [14]. Therefore, the foundation of high-precision DEM is that the bistatic system has obtained the precise baseline, and the accuracy requirement of the baseline for TwinSAR-L is 6 mm (1σ) [15].

In the repeat-pass InSAR system, the interferometric baseline is generally described by a time-linear model [16–18], i.e., the baseline changes linearly over azimuth time. However, unlike the stable orbit of the repeat-pass satellite, the baseline of the bistatic system is highly dynamic due to the TwinSAR-L flying in a helix constellation [4]. The linear baseline model cannot reflect the factual baseline of the bistatic system, which is proved by the fact that the geometric shifts between the master satellite and slave satellite of TwinSAR-L are not linearly changing with time. Therefore, a new baseline model is demanded to accurately reflect the fast relative motion between the two satellites.

However, the baseline extraction is ultimately based on orbital state vectors of satellites determined by the integrated Global Positioning System (GPS) navigation receivers. The uncertainty in relative radio-frequency phase center positions can introduce biases in the relative satellite positions determined through GPS measurements and result in a residual baseline error [19], which needs to be detected and compensated before the generation of DEM. Various studies have been devoted to deriving the baseline error, which can be roughly classified into two categories.

The first category is based on fitting the residual phase interferogram [20–23]. A typical method is the first-order approximation linear plane model [24], which modifies the baseline to eliminate the residual phase and obtain the interferogram consistent with the reference interferogram. The InSAR DEM closely matches the reference DEM based on this method. However, the accuracy of the baseline error can be compromised, since this method attributes all residual phase errors to the baseline error, whereas the residual phase errors may also stem from the unwrapped phase error or reference DEM error.

The second category is intrinsically correcting the baseline error based on the baseline calibration model [25–27]. A typical calibration method of a high-accuracy baseline for bistatic SAR is proposed by German Aerospace for TanDEM-X [28]. The TanDEM-X utilizes the distributed target DEM of two consecutive interferometric images to calculate the height error and derive the baseline error. However, the calibration method based on the distributed target DEM is unsuitable for the TwinSAR-L system due to the L-band’s long wavelength and strong penetrability. The literature [29] points out that the penetration depth can lead to additional height error in the distributed target. The extra height error caused by penetration depth couples with the height error caused by the baseline error, thus reducing the baseline calibration accuracy. Therefore, the baseline calibration of the TwinSAR-L demands point targets, i.e., corner reflectors, to avoid the problem caused by penetration because the corner reflectors exhibit a high radar cross section (RCS) [30].

Nevertheless, the baseline calibration method operated in TanDEM-X with two consecutive interferometric images is challenging to achieve by point targets. The difficulties for TwinSAR-L to adopt this method are elaborated, as follows. First, the calibration site selection is a formidable task. The TanDEM-X method requires two calibration sites, which should be consecutive in the azimuth direction to minimize the baseline variation and be separated by at least 200 km in the range direction to meet the significant incidence angle difference conditions. Moreover, both sites require adequate transportation and installation facilities for the large corner reflectors. Finally, expanding the area of the calibration
site increases the demand for corner reflectors, leading to greater expenses, longer time requirements, and increased labor intensity.

This paper introduces a new pixel-related baseline model based on geometrical shifts and analyzes baseline error sources to construct a corresponding error model. A novel baseline calibration model based on height gradient information is then established, which only requires a few corner reflectors to solve baseline errors. The proposed methods accurately describe the baseline of the bistatic system despite significant dynamic satellite changes and have been successfully used to generate high-precision DEM during the initial Commissioning Phase of TwinSAR-L.

The rest of this paper is organized as follows. Section 2 presents the pixel-related baseline model, analyzes the sources of the baseline error to establish the error model of the bistatic TwinSAR-L interferometer, and proposes the method for solving the baseline error. Section 3 applies the proposed methods to TwinSAR-L data with a reference height of deployed corner reflectors to derive a high-accuracy baseline and generate DEM. Section 4 investigates the influence of baseline on height by the baseline-to-height sensitivity, discusses the impact of penetration depth, and addresses the discontinuity issue between adjacent DEMs. Finally, Section 5 summarizes the conclusions.

2. Materials and Methods

2.1. Baseline Model

The interferometric baseline is the difference between two SAR antennas centers when the satellites observe the same ground area. The baseline model is established based on the orbit parameters of satellites and the geometric shift, as shown in Figure 1. Assuming the master satellite observes the ground point \( P \) at an azimuth time \( t \) and orbit position \( \vec{P}_M \), while the slave one observes it for \( t + \Delta t_{\text{poly}} \) and \( \vec{P}_S \), the corresponding interferometric baseline is:

\[
\vec{B}(t) = \vec{P}_S(t + \Delta t_{\text{poly}}) - \vec{P}_M(t).
\]

The relationship between the orbit position and the azimuth time in the Earth-Centered Earth-Fixed (ECEF) coordinate system can be obtained by polynomial fitting:

\[
\begin{align*}
\vec{P}_S(t) &= \begin{bmatrix} X_S(t) \\ Y_S(t) \\ Z_S(t) \end{bmatrix} = \begin{bmatrix} \sum_{k=0}^{N_k} a_{St} t^k \\ \sum_{k=0}^{N_k} b_{St} t^k \\ \sum_{k=0}^{N_k} c_{St} t^k \end{bmatrix}, \\
\vec{P}_M(t) &= \begin{bmatrix} X_M(t) \\ Y_M(t) \\ Z_M(t) \end{bmatrix} = \begin{bmatrix} \sum_{k=0}^{N_k} a_{Mt} t^k \\ \sum_{k=0}^{N_k} b_{Mt} t^k \\ \sum_{k=0}^{N_k} c_{Mt} t^k \end{bmatrix}
\end{align*}
\]
where $N_k$ is the polynomial degree, and $N_k$ is set to 3 in the experiment. $a_{Sk}$, $b_{Sk}$, and $c_{Sk}$ are the polynomial coefficients of the master satellite and slave satellite.

The shift of azimuth time $\Delta t_{poly}$ is the polynomial function of the pixel position of the master image. A bivariate quadratic polynomial in Equation (3) is used to express $\Delta t_{poly}^{az}$ to characterize the rotation and stretching between the master and slave images.

$$
\Delta t_{poly}^{az}(x_{az}, x_{rg}) = \frac{\Delta x_{poly}^{az}(x_{az}, x_{rg})}{f_{az}^s}
$$

$$
= (a_0 + a_1 x_{az} + a_2 x_{rg} + a_3 x_{az} x_{rg} + a_4 x_{az}^2 + a_5 x_{rg}^2) / f_{az}^s
$$

where $\Delta x_{poly}^{az}(x_{az}, x_{rg})$ is the polynomial function of azimuth shift, $a_i$ is the fitting parameter of the polynomial function; $f_{az}^s$ is the azimuth sampling frequency; $x_{az}$ and $x_{rg}$ are the pixel positions in the azimuth and range directions of the master image, respectively.

The image coregistration obtains the fitting parameters of the polynomial function, and coregistration includes three main procedures [31]: (1) Match the identical points on the master image and slave image based on the correlation coefficient algorithm and derive the geometric shifts of the identical points. (2) The shifts of the identical points with the large coherence coefficient are used to fit the coefficients of the shift polynomial function, i.e., Equation (3). (3) Calculate the new pixel values in the slave image by geometrical transformation and resampling based on the shift polynomial function.

Then, the interferogram is generated by the master image and resampled slave image. Therefore, the coordinates of the interferogram are consistent with the coordinates of the master image. In addition, each interferogram’s baseline model varies because the coregistration and resampling processes are different.

Finally, the pixel-related baseline of the interferogram can be modeled as:

$$
\vec{B}(x_{az}, x_{rg})_{ECEF} = \left[ \sum_{k=0}^{N_k} a_{Sk} \left( t + \Delta t_{poly}^{az} \right)^{N_k} - a_{Mk} t^{N_k} \right]^{\hat{N}_k} \\
\sum_{k=0}^{N_k} b_{Sk} \left( t + \Delta t_{poly}^{az} \right)^{N_k} - b_{Mk} t^{N_k} \right]^{\hat{N}_k} \\
\sum_{k=0}^{N_k} c_{Sk} \left( t + \Delta t_{poly}^{az} \right)^{N_k} - c_{Mk} t^{N_k} \right]^{\hat{N}_k}
$$

2.2. Baseline Calibration Model

Based on the analysis of systematic errors, the baseline error depends on attitude determination, the SAR antenna phase center, the GPS antenna phase center, and the relative radio-frequency phase center positions [10,13,14].

The attitude of TwinSAR-L is determined by the Star Trackers onboard. The orientation accuracy of TwinSAR-L is 0.01° (3 $\delta$), and the attitude stability is $5^\circ \times 10^{-4}$/s. Based on the error transfer relationship introduced in paper [32], the baseline error caused by the error of attitude determination is less than 0.2 mm, which can be neglected. The phase center of the SAR antenna characterizes the displacement of the phase curve within the coverage region for the antenna coordinate system’s defined origin [13]. In the bistatic mode, the same beams are commanded for both SAR antennas, so the phase center deviations of the two SARs are equal [13]. Thus, the antenna phase center error is a common mode error that can be eliminated for the bistatic SAR. Additionally, the GPS antenna phase center variation can be disregarded because it similarly affects both satellites [13,14].

One crucial factor that cannot be overlooked is the uncertainty associated with the relative radio-frequency phase center positions [10,14], which can introduce biases in the relative satellite positions determined through GPS measurements and result in a tilt of the DEM. According to the engineering experience of GRACE [16] and TanDEM-X [19], the baseline bias is treated as a constant value. In addition, an obvious indication of a constant baseline error in TwinSAR-L is that the height error of TwinSAR-L DEM is not changing.
with azimuth time. Meanwhile, the height error of TwinSAR-L DEM is a tilt in the range direction due to the change of incidence angle.

The baseline error can be decomposed into one parallel to the line-of-sight (LOS) $B_{\parallel\text{err}}$ and one perpendicular to the LOS $B_{\perp\text{err}}$, as shown in Figure 2. $B_{\parallel\text{err}}$ has a critical impact on the height error of the DEM. It creates a differential slant range error that leads to an interferometric phase error, ultimately resulting in height error. Moreover, the baseline error is projected to different LOS directions when the local incidence angle $\eta$ varies, resulting in various height errors.

Figure 2. Schematic diagram of baseline error effect on DEM.

To calibrate the baseline, we decompose the baseline in an SAR platform-fixed coordinate system: cross-track ($X$), along-track ($Y$), and radial ($Z$). Mathematically, the unit vectors can be expressed by [14]:

$$\vec{X} = \vec{P}_M \times \vec{V}_M \parallel \vec{P}_M \times \vec{V}_M,$$
$$\vec{Y} = \vec{X} \times \vec{Z}, \vec{Z} = \frac{\vec{P}_M}{||\vec{P}_M||}$$  \hspace{1cm} (5)

where $\vec{V}_M$ is the velocity vector of the master satellite.

Since the registration can eliminate the along-track component of baseline error [28], this paper only focuses on the cross-track and radial components of the baseline error:

$$\vec{B}_{\text{err}} = [B_{X\text{err}}, 0, B_{Z\text{err}}]^T$$  \hspace{1cm} (6)

where $B_{X\text{err}}$ and $B_{Z\text{err}}$ are the cross-track and radial components of the baseline error, respectively; and the superscript $T$ indicates a transpose. Thus, the precise baseline is:

$$\vec{B}_{\text{pr}} = \vec{B} + \vec{B}_{\text{err}}.$$  \hspace{1cm} (7)

Then, we have to investigate the relationship between the height error and baseline error based on the satellite-earth geometry, as shown in Figure 3. The height of the ground point target $P$ is:

$$H = \sqrt{R_H^2 + R_A^2 - 2R_H R_A \cos \theta - R_e}$$  \hspace{1cm} (8)

where $R_A$ is the slant range of the master satellite to the ground point target $P$; $\theta$ is the look angle of the master SAR antenna; $R_H$ is the distance from the master satellite to the center of the earth $O$; and $R_e$ is the curvature radius of the earth.
Since the baseline vector $\vec{B}$ is a three-dimensional vector and is not in the same plane as the look angle, the position of the slave satellite $S_B$ needs to be projected onto the plane of the look angle to obtain the position $S'_B$. The azimuth angles of the baseline and slave satellite slant range are $\psi_1$ and $\psi_2$, respectively. According to the law of cosines, we can obtain the angle between the side $PS_A$ and the side $OS_A$:

\[
\theta = \frac{\pi}{2} - \alpha - \arccos\left(\frac{|\vec{B}'|^2 + R_A^2 - R_B'^2}{2|R_A^2|}\right) \tag{9}
\]

where $|\vec{B}'|$ is the baseline length on the projection plane, $|\vec{B}'| = |\vec{B}| \cos(\psi_1)$; $\alpha$ is the elevation angle of the baseline, $\alpha = \arccos\left(\frac{\vec{B}' \cdot \vec{X}}{|\vec{B}'||\vec{X}|}\right)$; and $R_B'$ is the slant range from the slave satellite to the ground point target on the projection plane:

\[
R_B' = \left(R_A + \frac{\lambda}{2\pi} \varphi\right) \cos(\psi_2) \tag{10}
\]

where $\varphi$ is the interferometric phase.

Combine Equations (8)–(10) to obtain Equation (11). Finally, the height of the point target can be inverted.

\[
H = \sqrt{R_H^2 + R_A^2 - 2R_HR_A \cos\left(\frac{\pi}{2} - \arccos\left(\frac{|\vec{B}' \cdot \vec{X}|}{|\vec{B}'||\vec{X}|}\right) - \arccos\left(\frac{|\vec{B}'|^2 + R_A^2 - R_B'^2}{2|R_A^2|}\right)\right) - R_e}. \tag{11}
\]
The baseline error can be calculated according to the reference height $H_{\text{ref}}$ of the ground point target:

$$0 = H_{\text{ref}} - H(\vec{B}_{pr}).$$  \hspace{1cm} (12)

Substituting the $H(\vec{B}_{pr})$ by its Taylor series expansion at the initial baseline $\vec{B}$, Equation (12) becomes:

$$0 = H_{\text{ref}} - \left[ H(\vec{B}) + \frac{\partial H}{\partial B_X} \bigg|_{\vec{B}} B_X + \frac{\partial H}{\partial B_Z} \bigg|_{\vec{B}} B_Z + o^n \right].$$

$$= \left[ H_{\text{ref}} - H(\vec{B}) \right] - \left[ \frac{\partial H}{\partial B_X} \bigg|_{\vec{B}} dB_X + \frac{\partial H}{\partial B_Z} \bigg|_{\vec{B}} dB_Z + o^n \right].$$

$$\frac{\partial H}{\partial B_X} = \left( \frac{1}{\sqrt{1 - B_X^2/|\vec{B}|^2}} - \frac{B_X/R_A}{\sqrt{1 - \cos^2\eta}} \right) \vec{B},$$

$$\frac{\partial H}{\partial B_Z} = \left( \frac{B_Z/R_A}{\sqrt{1 - \cos^2\eta}} + \frac{B_X B_Z}{\sqrt{1 - B_X^2/|\vec{B}|^2}} \right) \vec{B}.$$  \hspace{1cm} (13)

$$\vec{\xi} = \frac{R_H R_A \sin(\pi/2 - \alpha - \beta)}{\sqrt{R_H^2 + R_A^2 - 2 R_H R_A \cos(\pi/2 - \alpha - \beta)}},$$

$$\beta = \arccos \left( \frac{|\vec{B}|^2 + R_A^2 - R_B^2}{2 |\vec{B}| R_A} \right),$$

where $o^n$ is the high-order terms. The baseline error can be solved by Equation (13).

2.3. Baseline Calibration Method

After building the relationship between the height error and baseline error, we need to solve the equation based on the data of ground control point (GCP). The workflow of the proposed baseline calibration method is shown in Figure 4. Firstly, the baseline vector can be obtained in the ECEF coordinate system using the pixel coordinates of GCPs on the interferogram based on the proposed baseline model. The baseline is then converted from the ECEF coordinate system to the SAR platform-fixed coordinate system using the appropriate transformation matrix $R$:

$$\vec{B} = R \cdot \vec{B}(x_{az}^i, x_{rg}^i)_{ECEF} = \begin{bmatrix} X, Y, Z \end{bmatrix}^T \cdot \vec{B}(x_{az}^i, x_{rg}^i)_{ECEF}.$$  \hspace{1cm} (14)

where $x_{az}^i$ and $x_{rg}^i$ are pixel positions in the azimuth and range directions of the $i$-th GCP, respectively. The initial baseline matrix can be expressed as $\vec{B}^0 = [\vec{B}^1, \vec{B}^2, \ldots, \vec{B}^N]^T$, where superscript $N$ refers to the number of GCPs.

Then, the InSAR height of the GCP can be calculated by Equation (11), and we donate the initial height matrix as $H = [H^1, H^2, \ldots, H^N]^T$. Combining the inversed height matrix and reference height matrix of GCP, Equation (13) can be rewritten as the matrix form:

$$0 = (H_{\text{ref}} - H) - GB_{\text{err}}.$$  \hspace{1cm} (15)
where $H_{\text{ref}}$ is the reference height matrix and $H_{\text{ref}} = \begin{bmatrix} H_{\text{ref}}^1, H_{\text{ref}}^2, \ldots, H_{\text{ref}}^N \end{bmatrix}^T$, $G$ is the gradient of height at $B^0$. The solution of Equation (15) can be acquired by minimizing the 2-norm of residuals:

$$\hat{B}_{err} = \arg \min_{B_{err}} \| (H_{\text{ref}} - H) - GB_{err} \|.$$  

(16)

The above process should be iterated until the solution result converges to improve the accuracy of the baseline calibration. The termination condition of the iteration is $|\hat{B}_{err}| < \text{threshold}$, and the threshold is set to $10^{-9}$ mm, which will lead to the adjustment of the baseline error in the last iteration smaller than $10^{-9}$ mm. After iteration, the precise baseline can be acquired by the baseline error and the initial baseline. Finally, we can generate the high-accuracy DEM by the precise baseline.

In summary, the main steps of the proposed baseline calibration method can be summarized as follows:

Step 1: Derive the polynomial function of geometric shift, i.e., Equation (3), by the coregistration.

Step 2: Establish the pixel-related baseline model, i.e., Equation (4), based on the polynomial function of geometric shift.

Step 3: Acquire the initial baseline by the coordinate position of GCP based on the baseline model, i.e., Equation (14).
Step 4: Calculate the height of GCP by the initial baseline and interferometric phase based on Equation (11).

Step 5: Combine the reference height and InSAR height to establish the baseline calibration model based on Equation (15).

Step 6: Obtain the baseline error according to Equation (17).

Step 7: If $|\hat{B}_{err}| < \text{threshold}$, output the baseline error and compensate it for the initial baseline to obtain precise baseline by Equation (7); else, correct the baseline based on Equation (18), and repeat Steps 4–6 until the terminative condition $|\hat{B}_{err}| < \text{threshold}$ is met.

3. Results and Analysis

3.1. Study Area and Data

The study area is selected in the Hami South Gobi area in Xinjiang, as shown in Figure 5a. The site belongs to a typical temperate continental climate, with deficient annual rainfall and long-term low soil humidity. The topographic environment of this area hardly changes, and the backscattering coefficient is stable throughout the year. Moreover, the terrain in this area is relatively flat, with an average slope of about $2.3^\circ$. The selected data was acquired by TwinSAR-L in the HH configuration on 7 July 2022. The area and the reference DEM of the selected data are shown in Figure 5b, and the values of the TwinSAR-L system parameter are shown in Table 1.

![Figure 5. Study Area and point targets. (a) Xinjiang, China. (b) Reference DEM of TwinSAR-L data. (c,d) Deployment of point targets.](image)

The calibrator that serves TwinSAR-L is the trihedral corner reflector with a 3 m right-angle side length, as shown in Figure 5c,d. The locations of the deployed corner reflectors are shown as the black triangles in Figure 5b. The boresight of the calibrator points to the direction of the local incidence angle of the master SAR, and the pointing accuracy is $0.1^\circ$. The accuracy of the height and plane location of the corner reflector is 5 cm and 3 cm, respectively.
Table 1. Parameters of the selected TwinSAR-L data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central incidence angle</td>
<td>44.41°</td>
</tr>
<tr>
<td>Bistatic angle</td>
<td>0.16°</td>
</tr>
<tr>
<td>Orbit height</td>
<td>607 km</td>
</tr>
<tr>
<td>Height of ambiguity</td>
<td>78.48 m</td>
</tr>
<tr>
<td>Resolution (azimuth × range)</td>
<td>1.99 m × 1.66 m</td>
</tr>
<tr>
<td>Image pixel (azimuth × range)</td>
<td>23,248 × 22,914</td>
</tr>
<tr>
<td>Multi-look number (azimuth × range)</td>
<td>5 × 5</td>
</tr>
</tbody>
</table>

3.2. Baseline Estimation

The coregistration of master and slave image is firstly operated to obtain polynomial fitting parameters: $a_0 = -72.79198$, $a_1 = -1.5357 \times 10^{-4}$, $a_2 = 5.1914 \times 10^{-7}$, $a_3 = 7.4827 \times 10^{-11}$, $a_4 = 1.8401 \times 10^{-10}$, $a_5 = -5.7468 \times 10^{-10}$. Then the baseline is derived by Equation (4), and the results are shown in Figure 6a–c. We also obtain the baseline based on the conventional linear model [18] for comparison, and the results are shown in Figure 6d–f. Figure 6g–i shows the baseline difference between the proposed baseline model and the linear baseline model.

Figure 6. The baseline products. (a) X-axis components of the proposed baseline model. (b) Y-axis components of the proposed baseline model. (c) Z-axis components of the proposed baseline model. (d) X-axis components of the linear baseline model. (e) Y-axis components of the linear baseline model. (f) Z-axis components of the linear baseline model. (g) X-axis baseline difference. (h) Y-axis baseline difference. (i) Z-axis baseline difference.

As shown in Figure 6, the difference between the proposed baseline model and the linear model is a quadratic deviation in only the azimuth direction for X-axis components.
For Y-axis components, the difference between the proposed baseline model and the linear model is a linear deviation in both the azimuth and range direction. Meanwhile, for Z-axis components, the difference is a linear deviation in the range direction and a quadratic deviation in the azimuth direction. Therefore, the deviation of the proposed baseline and linear models is a quadratic deviation in the azimuth direction and a linear deviation in the range direction. The different components of baseline errors are coupled, resulting in a coupled height error.

Before generating the DEM, the interferometric phase must be acquired through a series of processes, including interferogram generation, flattened phase removal, phase unwrapping, and absolute phase estimation [33]. Moreover, the interferometric phase results are obtained by the interferometric processor of TwinSAR-L. Figure 7 displays the results of the unwrapped phase and the flattened phase, which are summed to yield the interferometric phase necessary for generating the DEM. Then, the height can be derived by the interferometric phase, the values of the system parameters, and the baseline model based on Equation (11).

Figure 7. Interferometric phase. (a) Unwrapped phase. (b) Flattened phase.

To evaluate the effectiveness of the proposed baseline model in generating DEM, we conducted a comparison with the linear model. The DEMs generated using the proposed baseline model and the linear model are shown in Figure 8a,d. The SRTM (Shuttle Radar Topography Mission) DEM is used as the reference DEM to check the height accuracy. As shown in Figure 8b,c,e,f, the height error of raw DEM with the linear model appears as a quadratic error of 4 m in the azimuthal direction, while this error disappears in the raw DEM generated with the proposed model. This difference in azimuth height error is consistent with the baseline deviation between the proposed baseline model and the linear model in the azimuthal direction. Conversely, the height errors in the raw DEM with both models are similar in the range direction, as the baseline deviation in the Y and Z directions (≈4~2 m and 3~7 mm, respectively) cancels out any effects on height. Although these values are substantially different, the same baseline errors can yield varying height errors in different directions. Additional details regarding baseline-to-height sensitivity will be presented in Section 4.

Although the proposed baseline model can improve the accuracy of the DEM, an average height error of 7.69 m still exists in the raw DEM, indicating the presence of baseline errors. Therefore, it is imperative to calibrate the baseline to enhance the DEM’s accuracy further.
Figure 8. Raw DEM products. (a) Raw DEM generated by the proposed baseline model. (b) The difference between (a) and SRTM DEM. (c) The average height error of (b) in different directions. (d) Raw DEM generated by the linear baseline model. (e) The difference between (d) and SRTM DEM. (f) The average height error of (e) in different directions.

3.3. Baseline Calibration

In this section, we solve the residual baseline error by the reference height of corner reflectors. First, we calculate the corner reflectors’ baseline by their image pixel coordinates. Then, we use Equation (11) to derive the height of the corner reflectors and compare it with the reference height to obtain the height error. The result of the height error of corner reflectors is shown in Figure 9a.

Figure 9. Height error of corner reflectors. (a) Before baseline calibration. (b) After baseline calibration.

We observe that the height error of the corner reflectors has the same trend as the height error of the raw DEM in the range direction. However, the average height error of the corner reflectors is 7.13 m and is smaller than that of the raw DEM because the baseline error and penetration depth both cause the height error of the raw DEM. In contrast, the height error of corner reflectors is only caused by the baseline error.

Then, the baseline error derived by the proposed baseline calibration method is $\vec{B}_{err} = [B_{Xerr}, 0, B_{Zerr}] = [13.58, 0, 12.31]$ mm. After calibration, the height error of corner reflectors.
reflectors is from $-0.25$ m to $0.25$ m, as shown in Figure 9b. We also calibrate the baseline using the TanDEM-X method to compare it with the proposed method. Since the TanDEM-X method requires two pairs of interferometric images, we divide the image into two segments to obtain the baseline error, and the result is $\vec{B}_{\text{err}} = [B_{\text{err}, X}, B_{\text{err}, Z}] = [6.60, 0, 23.90]$ mm.

To check the accuracy of the baseline error derived by different methods, we use these two baseline errors to compensate for the initial baseline and generate the DEM products based on these two compensated baselines. The results of the InSAR DEM are shown in Figure 10a,d. Then, we compare the InSAR DEM products with the SRTM DEM, and the results of the height error are shown in Figure 10b,c,e,f.

From Figure 10b,c,e,f, we can observe that the height error with the TanDEM-X baseline is even more significant than the original height error. In contrast, the average height error of the InSAR DEM with a precise baseline calculated by the proposed method is decreased to $0.64$ m and the standard deviation of the height error is $1.05$ m. Therefore, the TanDEM-X baseline calibration method is hardly achieved by one interferogram because the incidence angle difference in one interferogram is too small. Although the proposed method in this paper is more complex than the TanDEM-X method, it makes a breakthrough in baseline calibration with one interferogram with a slight incidence angle difference.

Figure 11 summarizes the height errors of InSAR DEM products. A comparison between the linear model and the proposed baseline model reveals that the DEM obtained by the latter has a lower height error and standard deviation. The improved accuracy is attributed to the fact that the baseline of one interferogram is a function of both the azimuth and range pixel. Consequently, the proposed pixel-related baseline model can effectively describe the interferometric baseline. After baseline calibration using the proposed method, the average height error is reduced to $0.64$ m, and the standard deviation is reduced to $1.05$ m, which meets the height accuracy requirement of $5$ m. These findings validate the feasibility of the proposed baseline calibration method.
4. Discussion

4.1. Error Transfer Analysis

4.1.1. First-Order Terms

In Section 2.2, we highlighted the significant impact of the baseline error on height accuracy. This section aims to determine which baseline component significantly affects height through the baseline-to-height sensitivity analysis. Using the parameters of the TwinSAR-L system, we calculate the sensitivity of the X, Y, and Z components of the baseline to height using Equation (13). Figure 12a presents the results of sensitivity values.

As shown in Figure 12a, when the incidence angle is 44.33°, \( \frac{\partial H}{\partial B_x} = 277.38 \text{ m/m}, \) \( \frac{\partial H}{\partial B_y} = 0.052 \text{ m/m}, \) \( \frac{\partial H}{\partial B_z} = 270.04 \text{ m/m}, \) i.e., a 1 m baseline error in an X, Y, and Z direction can cause a misestimation of 277.38 m, 0.052 m, and 270.04 m height error, respectively. Our analysis reveals that the along-track baseline error has little impact on DEM generation and can be neglected. Therefore, we only consider the influence of the cross-track baseline error in the baseline calibration process and do not include the along-track baseline error. By reducing the number of calibration parameters, we avoid the potential coupling between the parameters and improve the calibration accuracy.

Figure 6 shows that the proposed baseline model and the linear model have a quadratic deviation of \(-6\sim6\) mm in the azimuth direction, resulting in a quadratic height error of \(-1.67\sim1.67\) m based on the baseline-to-height sensitivity. Figure 8c,f further confirms that the InSAR DEM generated by the linear baseline model has a 4 m quadratic height error in the azimuth direction, while the InSAR DEM generated by the proposed baseline model exhibits a random error of 1 m. This additional 3 m height error in the InSAR DEM with the linear model corresponds to the height error induced by baseline deviation. Consequently,
the proposed baseline model is more accurate in describing the baseline of the bistatic system than the conventional model.

In addition, the baseline error can also be decomposed into one parallel to the LOS and one perpendicular to the LOS, as mentioned in Section 2.2. The height sensitivity to $B_{||}$ and $B_{\perp}$ is:

$$\begin{align*}
\frac{\partial H}{\partial B_{||}} &= \frac{\partial H}{\partial X} \cos \theta + \frac{\partial H}{\partial Z} \sin \theta \\
\frac{\partial H}{\partial B_{\perp}} &= \frac{\partial H}{\partial X} \sin \theta + \frac{\partial H}{\partial Z} \cos \theta
\end{align*}$$

The sensitivity results of the height to the changes in $B_{||}$ and $B_{\perp}$ are illustrated in Figure 12b. The findings reveal that the height error is primarily caused by the baseline error, while it is hardly influenced by the baseline error perpendicular to the LOS.

4.1.2. High-Order Terms

In Equation (13), $H\left(\vec{B}_{\text{pr}}\right)$ is approximated by a first-order Taylor expansion, and in Section 4.1.1, higher-order terms are neglected. However, it is unclear whether these higher-order terms could affect the accuracy of Equation (13) and lead to nonlinear height errors. To address this, we investigate the impact of higher-order terms. Specifically, we expand $H\left(\vec{B}_{\text{pr}}\right)$ using a second-order Taylor expansion centered at $\vec{B}$:

$$0 = -(H\left(\vec{B}\right) + \frac{\partial H}{\partial X} \Delta B_{Xerr} + \frac{\partial H}{\partial Z} \Delta B_{Zerr} + \frac{1}{2!} \frac{\partial^2 H}{\partial X^2} \Delta B_{Xerr}^2 + \frac{1}{2!} \frac{\partial^2 H}{\partial Z^2} \Delta B_{Zerr}^2$$

$$+ \frac{1}{2!} \frac{\partial^2 H}{\partial X \partial Z} \Delta B_{Xerr} \Delta B_{Zerr} + 1^n \frac{\partial^2 H}{\partial X^n \partial Z^n} \Delta B_{Xerr}^n \Delta B_{Zerr}^n + o^n) + H_{\text{ref}},$$

where $o^n (n > 2)$ is the higher-order terms.

The coefficients of the first-order are shown in Equation (13), and the coefficients of the second-order terms are expressed in Appendix A. Taking the parameter values of the TwinSAR-L system into the expression of coefficients, we obtain: $\frac{\partial^2 H}{\partial X^2} = 0.34$, $\frac{\partial^2 H}{\partial Z^2} = 0.03$, $\frac{\partial^2 H}{\partial X \partial Z} = 0.23$. The values of the second-order terms are 0.1% of the value of the first-order terms. Therefore, the higher-order terms are so trivial that the first-order expansion can accurately express $H\left(\vec{B}_{\text{pr}}\right)$.

4.2. Penetration Depth

Based on the analysis of Figures 8 and 9, we observe that the average height error of the InSAR DEM is greater than the height error of the point targets. This difference in height error is caused by the penetration depth effect. The penetration depth is defined as the depth at which the SAR signal attenuates to $1/e$, and $e$ represents the base of the natural logarithm [34]. The penetration depth depends on the frequency of the electromagnetic wave and the dielectric properties of the media. Based on the Bir Safsaf sand samples, the C-band penetration depth is $0.2\sim0.5$ m, while the L-band is $1\sim2$ m [35], which is consistent with the residual height error of the calibrated DEM in Figure 10. In contrast, the penetration depth effect is less significant in areas with high backscattering, such as the area where the corner reflector is located.

The height error in the InSAR DEM is caused by the coupling of the baseline error and penetration depth, which makes distributed targets unsuitable for the baseline calibration of TwinSAR-L. However, when the penetration depth is accurately estimated and compensated, distributed targets can perform baseline calibration in areas without corner reflectors. This approach can solve the costly, time-consuming, and laborious problem of deploying corner reflectors. Therefore, the estimation of penetration depth needs to be further investigated. In addition, the proposed method can be extended to short-wavelength bistatic SAR systems with no penetration.

The estimation of penetration depth is commonly based on the dielectric constant of the soil, which can be estimated through field measurement [36] or empirical models [37,38].
However, field measurement is often laborious and time-consuming, and empirical models may not accurately represent the edaphic conditions of the calibration site, leading to uncertain accuracy in penetration depth estimation. As a result, we plan to investigate more accurate methods for estimating penetration depth to improve the baseline calibration accuracy using distributed targets.

4.3. DEM Adjustment

As mentioned in Section 2.1, the baseline model for each interferogram varies due to differences in coregistration and resampling processes. Consequently, we must address the potential for discontinuity between adjacent scenes resulting from differences in the baseline model.

While the images of the overlapping parts of adjacent scenes are the same, the polynomial fitting of the shift is independently performed in two images, and differences in the polynomial fitting may lead to baseline error. To address this, we fit the polynomial function of shift using the shifts of identical points with the large coherence coefficient and find that the root mean squared error of polynomial prediction shifts and original shifts is 0.06 pixels. In the worst case, the shift difference in the overlapping part of the two adjacent images is 0.12 pixels, and the corresponding azimuth time difference is $3.14 \times 10^{-5}$ s. According to the changing trend of the baseline over the azimuth direction in Figure 6 and Equation (4), the baseline error introduced by the shift difference does not exceed 0.1 mm, which is within the tolerable range and can be ignored.

Although the baseline model does not introduce discontinuity between adjacent scenes, residual errors may still exist and cause height tilts in neighboring DEMs’ azimuth (time) direction and range direction [13]. The main sources of residual errors are the remaining instrument phase drifts and unwrapping inconsistency since the baseline calibration cannot reduce these errors.

The TanDEM-X system applies a least-squares adjustment of adjacent DEM acquisitions to correct these remaining systematic height errors [39]. This adjustment is based on the connecting tie-points in an overlap of at least 3 km of neighboring DEMs to remove DEM discontinuity between adjacent scenes. Global positioning data from the Ice, Cloud, and land Elevation Satellite (ICESat) can serve as GCPs in this process. Additionally, the DEM adjustment is part of the operationally implemented “DEM Mosaicking and Calibration Processor” in the TanDEM-X system [40].

In the TwinSAR-L system, the discontinuity between adjacent DEMs has to be further investigated based on more neighboring image data to construct a suitable DEM adjustment model for achieving the desired height accuracy goals.

5. Conclusions

This paper aims to accurately obtain the baseline for generating the high-precision DEM. A pixel-related baseline model based on the geometrical shift is proposed first. Then, the baseline error sources are analyzed to construct the baseline error model, and a novel baseline calibration model that solves the baseline error based on height gradient information is proposed. The method is verified by a pair of interferometric images acquired by TwinSAR-L and the data from corner reflectors deployed in Xinjiang, China. The calibrated baseline successfully generated the DEM that meets the height accuracy requirement of 5 m. This paper discusses the first-order and higher-order derivatives of the height to different baseline components, concluding that the cross-track baseline error, radial baseline error, and baseline LOS error seriously impact height accuracy. Then, this paper discusses the role of the penetration depth and points out that if the penetration depth can be accurately estimated and compensated for, the proposed baseline calibration method can be achieved using distributed targets without relying on point targets. In the end, this paper addresses the discontinuity issue between adjacent DEMs and emphasizes the need for further investigation of the DEM adjustment. In conclusion, the proposed baseline
model and calibration method have been successfully exploited for DEM generation during the initial Commissioning Phase of TwinSAR-L.
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### Appendix A. Second-Order Terms

The coefficients of the second-order terms in Equation (20) are:

\[
\frac{\partial^2 H}{\partial B'_X} = \frac{R_H R_A \cos \eta}{\sqrt{R_H^2 + R_A^2 - 2R_H R_A \cos \eta}} \left( \frac{1}{|\vec{B}'|} - \frac{B_X}{|\vec{B}'|^3} \right) - \frac{B_X / R_A |\vec{B}'| - B_X \cos \eta / |\vec{B}'|^2}{\sqrt{1 - \cos^2 \eta}} + \frac{1}{1 - B_X^2 / |\vec{B}'|^2} \\
- \frac{R_H^2 R_A^2 \sin \eta^2}{3 \sqrt{R_H^2 + R_A^2 - 2R_H R_A \cos \eta}} \left( \frac{1}{|\vec{B}'|} - \frac{B_X}{|\vec{B}'|^3} \right) - \frac{B_X / R_A |\vec{B}'| - B_X \cos \eta / |\vec{B}'|^2}{\sqrt{1 - \cos^2 \eta}} \\
- \frac{R_H R_A \sin \eta}{\sqrt{R_H^2 + R_A^2 - 2R_H R_A \cos \eta}} \left( \frac{3B_X^2 / |\vec{B}'|^5/2 - 3B_X / |\vec{B}'|^3}{\sqrt{1 - B_X^2 / |\vec{B}'|^2}} \right) - \frac{B_X \cos \eta}{|\vec{B}'|^2 \sqrt{1 - B_X^2 / |\vec{B}'|^2}} \\
\left( \frac{B_X^2 / |\vec{B}'|^4 - B_X / |\vec{B}'|^4}{2 \sqrt{1 - B_X^2 / |\vec{B}'|^2}} \right) + \frac{2B_X^2 \cos^2 \eta - 2B_X^2 \cos \eta / R_A |\vec{B}'|}{R_A |\vec{B}'|} + \frac{3B_X^2 / |\vec{B}'|^4 \cos \eta}{\sqrt{1 - \cos^2 \eta}}, \tag{A1}
\]
\[
\frac{\partial^2 H}{\partial B_Z^2} = \frac{R_H R_A \cos \eta}{\sqrt{R_H^2 + R_A^2 - 2R_H R_A \cos \eta}} \left( \frac{B_Z / R_A |\vec{B}| - B_Z \cos \eta / |\vec{B}|}{\sqrt{1 - \cos^2 \eta}} \right)^2 + \frac{B_X B_Z}{\sqrt{1 - B_X^2 / |\vec{B}|^2 |\vec{B}|^3}} \left( \frac{B_Z / R_A |\vec{B}| - B_Z \cos \eta / |\vec{B}|}{\sqrt{1 - \cos^2 \eta}} \right)^2
\]

\[
- \frac{R_H R_A \sin \eta}{\sqrt{R_H^2 + R_A^2 - 2R_H R_A \cos \eta}} \left( \frac{3B_X B_Z^2}{\sqrt{1 - B_X^2 / |\vec{B}|^2 |\vec{B}|^3}} - \frac{B_Z}{\sqrt{1 - B_X^2 / |\vec{B}|^2}} \right)
\]

\[
- \frac{1 / R_A |\vec{B}| - \cos \eta / |\vec{B}|^2 - 2 |\vec{B}|^2 / R_A |\vec{B}| + 3B_Z^2 \cos \eta / |\vec{B}|^4}{\sqrt{1 - \cos^2 \eta}}
\]

\[
+ \frac{B_X B_Z}{\sqrt{1 - B_X^2 / |\vec{B}|^2}} \left( \frac{2B_Z \cos^2 \eta - 2B_Z \cos \eta \left( \frac{B_Z / R_A |\vec{B}| - B_Z \cos \eta / |\vec{B}|}{\sqrt{1 - \cos^2 \eta}} \right) \left( \frac{B_Z / R_A |\vec{B}| - B_Z \cos \eta / |\vec{B}|}{\sqrt{1 - \cos^2 \eta}} \right) \right)
\]

\[
\frac{\partial^2 H}{\partial B_X \partial B_Z} = \frac{\partial^2 H}{\partial B_Z \partial B_X}
\]

\[
= \frac{R_H R_A \sin \eta}{\sqrt{R_H^2 + R_A^2 - 2R_H R_A \cos \eta}} \left( \frac{B_Z / R_A |\vec{B}|^3 - 3B_X B_Z / |\vec{B}|}{\sqrt{1 - B_X^2 / |\vec{B}|^2 |\vec{B}|^3}} - \frac{2B_X B_Z / R_A |\vec{B}|^3 - 3B_X B_Z \cos \eta / |\vec{B}|^4}{\sqrt{1 - \cos^2 \eta}} \right)
\]

\[
- \left( B_Z \cos^2 \eta - B_Z \cos \eta / R_A |\vec{B}|^2 \right) \left( \frac{B_X / R_A |\vec{B}| - B_X \cos \eta / |\vec{B}|}{\sqrt{1 - \cos^2 \eta}} \right)^2 + \frac{B_X B_Z}{\sqrt{1 - B_X^2 / |\vec{B}|^2}} \left( \frac{B_X / R_A |\vec{B}| - B_X \cos \eta / |\vec{B}|}{\sqrt{1 - \cos^2 \eta}} \right)^2 \left( \frac{B_X / R_A |\vec{B}| - B_X \cos \eta / |\vec{B}|}{\sqrt{1 - \cos^2 \eta}} \right)
\]

\[
\left( \frac{1 / |\vec{B}| - B_X^2 / |\vec{B}|}{\sqrt{1 - B_X^2 / |\vec{B}|^2}} \right) - \frac{B_X / R_A |\vec{B}| - B_X \cos \eta / |\vec{B}|}{\sqrt{1 - \cos^2 \eta}} \right) \left( \frac{B_X / R_A |\vec{B}| - B_X \cos \eta / |\vec{B}|}{\sqrt{1 - \cos^2 \eta}} \right)
\]

\[
\left( \frac{B_Z / R_A |\vec{B}| - B_Z \cos \eta / |\vec{B}|}{\sqrt{1 - \cos^2 \eta}} \right)^2 \left( \frac{B_Z / R_A |\vec{B}| - B_Z \cos \eta / |\vec{B}|}{\sqrt{1 - \cos^2 \eta}} \right)^2 \left( \frac{B_Z / R_A |\vec{B}| - B_Z \cos \eta / |\vec{B}|}{\sqrt{1 - \cos^2 \eta}} \right)
\]

\[
\left( \frac{B_X B_Z}{\sqrt{1 - B_X^2 / |\vec{B}|^2}} \right)^2 \left( \frac{B_X B_Z}{\sqrt{1 - B_X^2 / |\vec{B}|^2}} \right)^2 \left( \frac{B_X B_Z}{\sqrt{1 - B_X^2 / |\vec{B}|^2}} \right)^2
\]
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