Monitoring Individual Tree Phenology in a Multi-Species Forest Using High Resolution UAV Images
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Abstract: Monitoring tree phenology is important for understanding ecosystem functioning and for assessing ecosystem responses to climate change. Satellite imagery offers open-access global coverage but is restricted to forest-level analyses, due to its coarse spatial resolution. Unmanned aerial vehicle (UAV) imagery can monitor phenology at the individual tree level by utilizing a centimeter-scale resolution. Two research objectives were identified for this study: (1) to derive phenological metrics at the individual tree level, using various vegetation indices (VIs); and (2) to assess the accuracy of automatic crown delineation in a diverse ecosystem. To achieve this, fourteen multi-spectral UAV flights were performed, and the ability of the normalized difference vegetation index (NDVI), enhanced vegetation index 2 (EVI2), optimized soil-adjusted vegetation index (OSAVI), and chlorophyll index red-edge (CIre) to model seasonal phenology was assessed. A double logistic model was fitted on the VI observations for each individual tree, to derive the start of season (SOS) and end of season (EOS). Individual tree crowns were delineated automatically using marker-controlled watershed segmentation (MCWS), and the treetops were identified using a local maximum filter (LMF). Overall, the automatic segmentation performed well (F-score: 0.79, IoU: 0.58), with higher accuracies in single-species areas, while it underperformed in complex mixed forest structures. All VIs captured a strong seasonal signal for the deciduous trees and derived SOS and EOS estimates consistent with literature and ground observations. General phenological patterns included an early silver birch SOS, a quick beech budburst, and large within-species phenology variations for oak trees. Seasonal VI variation for coniferous evergreen trees was limited, and the resulting phenology estimates proved unreliable. In conclusion, these findings emphasize the capabilities of UAV imagery for individual tree crown phenology monitoring. However, they also show the difficulty of monitoring evergreen phenology with the commonly-used VIs and stress the need for further investigations.
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1. Introduction

Forest phenology relates to the continuous annual growth cycles of trees and is largely in sync with the seasons [1]. In temperate regions, this process is predominantly driven by temperature but also by photoperiod and water availability [2]. Hence, climate change affects ecosystem phenology through changing temperatures and precipitation [3,4]. Many studies have demonstrated an earlier start of season (SOS) as a result of global warming, and, to a lesser extent, this has been coupled with a delayed occurrence of autumn leaf senescence (end of season-EOS) [5]. The Intergovernmental Panel for Climate Change (IPCC) found an advanced onset of 2.3–5.2 days per decade globally since the 1970s [6]. In temperate and boreal forests, this rate may lie even higher, with 1.8–7.8 days per decade according to some studies [7]. This makes forest phenology a relevant indicator of climate...
change and is believed by some to be one of the most effective approaches to tracking climate change-induced changes in ecology [6].

Satellite-based phenology monitoring studies have been applied at forest [8–11], continental [12,13], and global scales [14,15]. However, satellites are subject to inherent limitations from weather conditions and coarse spatial and temporal resolutions [16,17]. Especially in mixed species environments, satellite-derived phenology tracking is challenging, as the satellite pixel generally exceeds the size of individual tree crowns [18]. Therefore, satellite-based phenology research is restricted to the ecosystem scale, as it is typically considered unsuitable for individual tree or species level phenology monitoring [19]. Various satellite-based studies have investigated species-level phenology, although they relied on large mono-species areas, where homogeneity could be assumed [12,13,20,21]. Nevertheless, tree-level phenology monitoring is necessary to better understand phenological variations at the species level in diverse ecosystems. This was illustrated by studies that found strongly varying species-specific responses to climate change, such as a considerably earlier onset for early-season tree species compared to late-season species [22,23]. In particular, phenological variation within tree species is under-researched [24], while the within-species variation for deciduous trees is considerable, with an average difference of 19 days in the SOS and 26 days in the EOS [25].

Unmanned aerial vehicles (UAVs) equipped with RGB or multi-spectral sensors can provide reliable data at the centimeter scale. Hence, UAV imagery can accurately monitor forests using their fundamental biological unit, at individual tree level. UAV imagery has been extensively applied to single-species environments [26–28]. Especially for agricultural and plant-breeding purposes, UAV monitoring promises significant time, labor and cost benefits [29,30]. The homogeneous character of single-species environments is particularly well-suited for plant detection, as there is less occlusion and a high similarity in shape, texture, and relative distance of vegetation. However, monocultures have a limited resemblance to the natural environment, which brings new challenges for UAV monitoring.

Fawcett (2020) [31] studied spring phenology in a mixed-species temperate forest in the United Kingdom using a high-resolution multi-spectral sensor. Based on a subset of 206 manually delineated tree crowns and using the normalized difference vegetation index (NDVI), SOS estimates for individual trees were extracted. A more automated approach was applied by Berra (2019) [21], who automatically delineated 4354 tree crowns and determined the spring phenology (SOS) based on the NDVI and the green chromatic coordinate (GCC). These studies demonstrated the capability of using UAV imagery for individual tree phenology monitoring in diverse forests. Berra (2019) [21] showcased successful integration with automated tree crown delineation. Another study used UAV imagery to monitor individual tree phenology throughout the entire season and estimated the SOS and EOS in a mixed-species forest in Japan [32]. Nevertheless, tree phenology studies covering the entire season are rare, especially in diverse mixed-species forests.

Automated individual tree crown delineation (ITCD) expands the coverage of monitoring, as it reduces the manual component of the analysis. However, in diverse environments, this is complicated, especially for traditional pixel-based methods. Object-based image analysis (OBIA) has been widely adopted in the field of remote sensing, as it achieves higher accuracies compared to pixel-based studies and reduces salt and pepper effects [33–36]. OBIA generally consists of two parts: (1) image segmentation, and (2) object classification [37]. Generally, there are three categories of image segmentation: (1) valley following, (2) watershed, and (3) region growing [38,39]. For tree crown segmentation, the watershed approach is most widely used, due to its computational efficiency and intuitive approach [40]. However, this approach is prone to over-segmentation, as it is sensitive to slight topographical differences. An enhanced marker-controlled watershed (MCWS) method was developed to account for the over-segmentation issue [41,42]. Various studies consistently observed the highest accuracies with the marker-controlled method [43–45].

Phenology monitoring studies using UAVs have been conducted with both RGB [46,47] and multi-spectral sensors [21,26,31]. In particular, near-infrared (NIR) reflection contains
useful information for assessing photosynthetic capacity, due to the high reflection of healthy green vegetation in the NIR spectrum [48]. Consequently, NIR-based vegetation indices (VIs) have been found to outperform RGB-based indices in estimating vegetation fraction [49].

Vegetation indices can be divided into structural and physiological indices. Structural indices are sensitive to visible changes in greenness, while physiological indices measure plant physiology through the biochemical variation in vegetation [50]. Structural indices perform well in tracking photosynthetic phenology in deciduous forests; however, they tend to struggle to monitor evergreen vegetation, due to the limited seasonal variation in greenness [51]. Nevertheless, most UAV phenology monitoring studies have used structural indices as a phenology indicator [21,46,47]. Some recent studies compared the performance of various structural VIs for monitoring phenology [21,52]. Only a few have included physiological indices [26,50,51] of which, only one [26] derived indices from UAV images. These three studies used carotenoid-sensitive VIs, which have proven to be suitable for monitoring evergreen phenology, but they rely on specific wavelengths and thus require custom adjustments to the sensor, limiting their applicability for this study. However, our understanding of the performance of different UAV-derived VIs at a species level is limited, especially regarding physiological indices. Therefore, this study proposed to use and compare a combination of structural and physiological VIs.

The NDVI has been used in many UAV forest phenology monitoring studies, due to its insensitivity to noise and illumination conditions and its general robustness [21,31,48,52]. However, it is prone to early saturation, meaning that at a high vegetation level, it is less sensitive to changes in vegetation [53]. Additionally, the NDVI is sensitive to background interference from the soil or from the understory [50]. Soil-adjusted indices, such as the enhanced vegetation index 2 (EVI2) and optimized soil-adjusted vegetation index (OSAVI), tend to be less susceptible to this background interference issue. The chlorophyll index red-edge (CI_{re}) is a physiological index that is sensitive to actual chlorophyll variations and might be a more appropriate indicator of evergreen phenology [54]. The robustness of the NDVI, the background-reducing properties of the OSAVI and EVI2, and the chlorophyll sensitivity of the CI_{re} made these VIs the preferred indices for this study.

This study aimed to monitor the seasonal phenology at the individual tree crown level using UAV imagery in a diverse temperate forest near Wageningen. This main aim was divided into two research objectives: (1) to assess the automatic tree crown delineation performance of high-resolution UAV imagery in various forest structures and, (2) to derive the SOS and EOS from a UAV observed time series for deciduous and evergreen trees using the NDVI, EVI2, OSAVI, and CI_{re}.

2. Materials and Methods

2.1. Study Area

A six-hectare forest northeast of Wageningen (51.993725°N, 5.718241°E) served as the area of interest. It lies between 40–51 m above sea level and can be considered largely flat. The area is subject to a maritime climate, with an average annual temperature of 10.6 °C and 848 mm of rainfall [55]. The area was selected due to its easy accessibility, clear visibility for UAV flights, and, most importantly, its variety of tree species. Comprised of both deciduous and evergreen tree species, as well as seedlings and mature vegetation, it represents a diverse ecosystem. The area can be divided into six areas: (1) the western part is a tree-dense mixture of deciduous and coniferous trees of varying heights (dense mixed); (2) the northwestern area contains predominantly conifer trees, mixed with some deciduous trees (coniferous mixed); (3) the mid-northern area only consists of deciduous trees (deciduous); (4) the northeastern part only has coniferous trees (coniferous); (5) the center area is covered with low-growing heath, shrubs, and some isolated deciduous and coniferous trees (sparse mixed); and (6) the southern part consists of small seedling coniferous and deciduous trees (small) (Figure 1). The dominant species in the area are the Scots pine.
(Pinus sylvestris), Douglas fir (Pseudotsuga menziesii), silver birch (Betula pendula), and American oak (Quercus rubra).

![Composite orthomosaic of 4 October 2021 from the MicaSense camera of the study area near Wageningen. The area is divided into six areas (blue lines): dense mixed (west), coniferous mixed (northwest), deciduous (mid-north), coniferous (northeast), sparse mixed (center), and small (south). The white crosses show the locations of the RTK-measured GCPs. The red crosses indicate the natural static objects used as GCPs (1: tree stump, 2: bench, 3: stem on ground, 4: small pointy tree, 5: woodblock, 6: circular ground vegetation, and 7: stem on ground). The green star indicates the landing and take-off location.]

2.2. UAV Data Acquisition and Processing

In the period from 4 March to 12 December 2021, a total of fourteen flights were performed (Figure A1). At the beginning of the spring season, the flight frequency was roughly once every two weeks and increased to once per week during the peak spring season, decreasing to once a month during the summer and autumn. A DJI Matrice 210 quadcopter with real-time kinematic (RTK) GPS, in combination with a multi-spectral MicaSense Altum sensor was used. The Altum measures in five narrowband spectral regions: blue (475 nm, bandwidth = 20 nm), green (560 nm, bandwidth = 20 nm), red (668 nm, bandwidth = 10 nm), red-edge (717 nm, bandwidth = 10 nm), and NIR (840 nm, bandwidth = 40 nm).

Initially, the flights were performed in a preprogrammed grid at 60 m above ground level and with 80% frontal and lateral overlap, as recommended [56]. A sufficient overlap is required to ensure enough recognition points between the photos, to transform them into a single orthomosaic. However, the overlap between the images decreased during the spring season, as a result of the closing of tree canopies during budburst. Therefore, the last three flights were flown at 120 m altitude and in a dual grid.

Before and after each flight, a multi-spectral image was taken from a MicaSense calibration panel. UAV images capture the radiant flux at the sensor, which is dependent on weather and illumination conditions and, thus, hinders analysis over time and space [57]. With a calibration panel with a known reflectance, it is possible to account for the weather-induced differences in radiance between observations. Additionally, a sun sensor on top of the UAV measured the changes in radiance during the flight. The pre- and post-flight radiance values from the calibration panel combined with the in-flight sun-sensor values were used to convert the raw UAV images into surface reflectances. Taking into account the above-mentioned capabilities for accounting for fluctuating weather conditions, flights were conducted regardless of the illumination conditions.

During one flight on 26 July, six ground control points (GCPs) were placed, and their exact locations were measured using a Topcon RTK GPS pole. This flight functioned as the geometric reference and was used to geometrically correct all other flights.
2.2.1. Preprocessing

Radiometric calibration and structure from motion (SfM) procedures were performed within Agisoft Metashape software (v1.5.5) [58]. SfM uses recognition points in overlapping images and multi-view stereo (MVS) to stitch images together and estimate heights, enabling it to transform 2D images into 3D objects. SfM-MVS was used to create a dense 3D point cloud and a digital surface model (DSM), which were used as input to generate the orthomosaic (Figure 2). The key point limit (max number of points extracted per image) was set at 40,000, and the tie point limit (max number of alignment points per image) was set to 4000 (see full SfM settings: Figure A2). The 3D point cloud served as source data for the DSM, which represents the surface elevation. The orthomosaics from flights at 60 m had a ground sampling distance (GSD) of \( \sim 2.5 \) cm/pixel compared to \( \sim 5 \) cm/pixel for the flights at 120 m. Geometric correction was performed in ArcGIS Pro (v2.8.0) [59]. Achieving a high geometric accuracy is crucial for a spatial time series, to prevent shifting between the orthomosaics. A geometric correction based on the Topcon GPS measurements was performed on the geometric reference orthomosaic (on 26 July), to ensure an accurate global geometry. Relative to the corrected reference orthomosaic, the other orthomosaics were geometrically corrected using a first-order polynomial. Seven static objects in the study area served as GCPs, to ensure geometric accuracy between the orthomosaics (Figure 1). Due to the occasional occlusion of the GCPs, only five were selected for each correction. An average Euclidean error comparable to one GSD was obtained for all orthomosaics, corresponding to about \( \sim 2 \) cm error for the low-altitude (60 m) flights and \( \sim 4.5 \) cm at high-altitude (120 m) (Table A1).

![Figure 2. General workflow of the study. The grey boxes indicate the input data.](image)

2.2.2. Automatic Tree Detection and Crown Delineation

Watershed segmentation is often performed with a canopy height model (CHM) [38,60,61]. CHMs emphasize the forest crown structure by subtracting the ground elevation, captured using a digital terrain model (DTM), from the surface elevation (DSM), making it appropriate for tree crown analyses. A clear UAV DSM with fully grown tree crowns is preferred for creating a CHM. The flight on 4 October best met these standards and was selected for the automated delineation. The DTM was acquired from the “Actueel Hoogtebestand Nederland” (AHN) (translated: “Current Height inventory the Netherlands”) [62]. This dataset uses light detection and ranging (LiDAR) to derive a DTM for the entirety of the Netherlands with a 0.5 m point density. Gaps in the DTM were interpolated with a focal mean filter with a 15 m window size. The interpolated LiDAR DTM was subtracted from the UAV DSM, to obtain the CHM (GSD \( \sim 4.8 \) cm) of the study area. Due to discrepancies in the DTM and DSM, small negative values were present in the CHM, which
were removed by coding them as 0. Lastly, a mean smoothing filter was applied to the CHM (window = 9 m), to alleviate noise in the raster and to make the height differences more distinct (Figure 3) [38,63]. Using the CHM, the tree crowns were automatically delineated, according to the following steps (see Figure A3 for schematic workflow):

**Figure 3.** Canopy height model after smoothing (w = 9) from the UAV DSM and the AHN LiDAR DTM.

**Step 1:** A local maximum filter (LMF) from the "lidR" package (v3.2.3) [64] was applied to the CHM, to detect the local peaks in the CHM raster. This technique creates a moving window around each pixel and codes a pixel as a treetop if it has the highest value in the window. A circular window was applied, as this is deemed more appropriate for detecting trees [65,66]. The window size is a crucial parameter, as a too-large window leads to errors of omission, due to unidentified trees, while a too-small window causes commission errors, where trees are counted multiple times. Traditional fixed window approaches struggle in diverse forests, due to largely varying crown sizes [38]. In response, Popescu (2004) developed a variable window that adjusts the window size based on the CHM value [66]. This method assumes a positive linear relation between tree height and crown size. In the case of multiple distinctively different homogeneous areas, multiple fixed window sizes can be appropriate. This study experimented with (1) a fixed window, (2) multiple fixed window sizes, and (3) a variable window size. For the multiple window approach, the area was split up into two strata, where one comprised the seedlings in the south (Figure 1), and the remaining area formed the other stratum. Different window parameter variations were examined, to find the optimal combination. This window optimization was performed iteratively by validating the results using various accuracy metrics, as described in Section 2.6. A mixed window size approach yielded the highest detection accuracy, which included a fixed window of $W = 4$ in the coniferous area and a variable window of $W = 0.5 \times (x^2 + 0.025)$, where $x$ denotes the tree height, in the rest of the study area. The $h_{min}$ parameter, the minimum height at which a tree top is counted as such, was set to 8 m, based on a visual inspection of the CHM, in order to limit the number of detected trees. A total of 1371 treetops were identified.

**Step 2:** The delineation of the tree crowns was performed using the marker-controlled watershed segmentation (MCWS) within the "ForestTools" package (v0.2.5) [67]. The MCWS requires two input datasets, namely a raster representing the topography (CHM) and a point dataset with so-called “markers” representing the treetops. First, the CHM was inverted, to convert local maxima into local minima and vice versa. The inverted raster was then virtually filled, creating catchment basins. Where one basin touches another, a watershed line is drawn, representing the tree crown [38,45]. The markers prevent oversegmentation, as they only allow the creation of a basin when there is a marker, resulting in a one-to-one relationship between the predicted number of markers and tree crowns [68]. Additionally, the MCWS algorithm has a minimum tree height (MTH) parameter that sets the threshold, which must be lower than the minimum treetop height for a pixel to be considered part of...
a crown segment [67]. Setting this parameter high creates smaller segments and prevents non-tree-shaped segments but does lead to a lower overlap between the tree segment and the actual tree crown. Therefore, the segmentation accuracy was calculated for a range of MTH values, and the highest MTH value that retained an acceptable accuracy was selected. The segmentation accuracy assessment is explained in Section 2.6. Consequently, an MTH value of 7 m was found most appropriate, which resulted in 1944 segments. The number of segments exceeded the number of markers because the MTH value (7 m) was lower than the minimum treetop height (8 m).

Step 3: The resulting tree crown segments were cleaned, to make them better suited for further analysis. First, the segments without a corresponding marker were excluded from the dataset. Second, holes in the segments, due to foliage gaps or distortions in the CHM, were filled if smaller than 1 m² using the filter in the “Smoothr2” package (v0.2.2) [69]. Subsequently, the crown edges were eroded, first, to account for geometric discrepancies between the orthomosaics and, second, to limit segments from covering multiple trees. A large erosion of 40 cm was applied. Last, crown segments smaller than 1 m² were excluded. After cleaning, 876 segments remained.

2.3. Vegetation Indices

For each delineated crown segment, the multi-spectral pixel reflectances were extracted from each orthomosaic. Following Berra’s (2019) [21] approach, only the 20% brightest pixels in each crown in the green band were selected and used to compute the vegetation indices. This method limited the influence of both the understory and shading, as the brighter pixels prioritize sunlit pixels, which are more likely to be in the crown [21]. Furthermore, during leaf-off conditions, the brighter pixels tend to interact more with the tree branches and stems, which diminishes the influence of the understory and amplifies the seasonal signal. From the 20% brightest pixels, the mean reflectance for each spectral band was computed. The following vegetation indices were derived:

\[ NDVI = \frac{NIR - R}{NIR + R} \]  
\[ EVI2 = 2.5 \ast \left( \frac{NIR - R}{NIR + 2.4 \ast R + 1} \right) \]  
\[ OSAVI = (1 + 0.16) \ast \frac{NIR - R}{NIR + R + 0.16} \]  
\[ CI_re = \frac{NIR}{RE} - 1 \]

2.4. Field Reference Data and Manual Tree Classification

A field survey with a forestry expert was conducted in the study area, to collect ground truth tree species information. Various tree species were identified and geo-referenced. Based on the ground truth samples and a visual assessment of the orthomosaic time series, the 876 tree segments were classified manually. Some general tree characteristics were derived and used as a framework to classify the tree segments (Figure A5). Visual changes in vegetation over time were additionally used for the tree classification. Segments were excluded when the identification was not definitive, when a tree segment spanned over multiple crowns of different species, or when the segment included soil outside the tree crown. In case multiple segments covered one tree crown, their geometries were merged, to avoid an overestimation of the number of trees and to prevent a disproportional emphasis on smaller segments. Four deciduous and three coniferous species were identified in the study area (Figure A6). After the classification process, 273 segments were excluded, leaving 603 classified segments for the final analysis (Figure A7).
2.5. Fit Statistical Model

A statistical model was fitted to the vegetation index time series, to derive the phenological metrics [70]. Beck (2006) [71] proposed an improved logistic model capable of capturing both the green-up and senescence phase, by adding two parameters to the traditional logistic model. It was found that a double logistic model captures the seasonal phenology better compared to other models, such as a Fourier series or an asymmetric Gaussian function [71]. Mathematically, the double logistic model is described as follows [71]:

\[
VI(t) = VI_w + (VI_m - VI_w) \times \left( \frac{1}{1 + e^{-mS(t-S)}} + \frac{1}{1 + e^{mA(t-A)}} - 1 \right)
\]  

(5)

where VI is modeled as a function of time (t). This function estimates six parameters, namely the VI during winter (\(VI_w\)), the maximum VI value (\(VI_m\)), the two inflexion points where the curve rises (S) and declines (A), and the rate of change at the two inflexion points (\(mS\) and \(mA\)). The estimated inflexion points, S and A, represent the SOS and EOS dates, respectively. The "greenbrown" package (v2.5.0) in R was utilized to fit Beck’s double logistic model to the VI time series [72].

Estimation of the logistic parameters is based on the maximum likelihood and is thus an iterative process [73]. The number of iterations determines the goodness of fit of the ultimate convergent curve. The root mean squared error (RMSE) (Equation (6)) was computed under various iterations for ten randomly selected trees (Figure A8). Based on these results, the iteration parameter was set to 300.

Evaluate Model Performance

The root mean squared error (RMSE) is not an ideal metric for a double logistic fit. A curve with small residuals does not automatically describe the tree phenology well, since the shape of the curve and the accuracy of the inflexion points are not captured in the RMSE. Nevertheless, the RMSE does give some indication of the goodness of the fit and was therefore used as one of the metrics to assess the model quality. A normalized RMSE was used, which controls for the VI unit by dividing by the mean. This was determined with the following equations:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y})^2}
\]  

(6)

\[
nRMSE = \frac{RMSE}{\hat{y}}
\]  

(7)

2.6. Validation of the Crown Delineation

A treetop and crown validation dataset was created, to assess the quality of the automatic crown delineation and to optimize the ultimate tree segmentation. From a subset of trees, the tops were manually identified and their crowns were manually delineated based on the orthomosaic of 4 October (Figure A4). Due to the diversity in tree type, species, height, and distribution in the study area, a stratified sampling design was selected. Stratification divides the study area into distinct homogeneous areas and allows assessing the segmentation performance in different types of vegetation structures. A validation dataset was created in ArcGIS Pro (v2.8.0) [59]. First, the area was divided into six sections (Figure 1) and a random point was generated in each section. Subsequently, a 25 m square buffer was created around each point, except for the southern area, where a 15 m buffer was deemed sufficient. Tree crowns that fell within these validation plots for more than 50% were included in the validation dataset. Similar to the automatic delineation, only treetops above 8 m and tree crowns above 7 m were included. A total of 134 treetops and crowns were manually digitized.
Tree identification

The true positives (TP), false positives (FP), and false negatives (FN) of the LMF tree identification were determined based on the validation data. In case multiple treetops were identified in one reference crown, the highest treetop was coded as TP and the others as FP. The LMF treetop was also coded as FP when predicted to be outside of a tree crown but inside the validation plot. A reference crown without a corresponding treetop was counted as FN. Consequently, the LMF performance was expressed using the following metrics:

\[
\text{Recall} = \frac{TP}{TP + FN} 
\]

\[
\text{Precision} = \frac{TP}{TP + FP} 
\]

\[
F\text{score} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} 
\]

Tree crown segmentation

The automatic delineation performance was assessed by comparing the segmented tree crowns (S) with the reference tree crowns (R). Tree crown segmentation strives to represent an individual crown using a single segment. Accordingly, the quality of the segmentation is not only based on the size and location of the segment but also on its shape, making the accuracy assessment different to traditional binary classification assessment [38]. As we are interested in the one-to-one accuracy of the predicted segment, only the true positives were used. In case multiple segments were delineated in one reference crown, the segment with the highest treetop was selected.

The oversegmentation (OS) and undersegmentation index (US) indicate the proportion of overlap between S and R in relation to the total area of either S (US) or R (OS) [74]. They are defined using the following equations:

\[
\text{OS} = 1 - \frac{|R_i \cap S_i|}{|R_i|} 
\]

\[
\text{US} = 1 - \frac{|R_i \cap S_i|}{|S_i|} 
\]

where \( |R_i \cap S_i| \) is the intersection of the reference (R) and segmented (S) and denotes the overlapping area between the two. When OS > US, this indicates oversegmentation, whereas there is undersegmentation when OS < US. An OS and US of 0 indicate a perfect match between the reference and segmented tree crown, whereas a value close to 1 indicates almost complete dissimilarity. The intersection over union index (IoU), also called the Jaccard index, provides the ratio between the area of overlap of two segments and their combined area [75]. Mathematically, the equation is written as follows:

\[
\text{IoU} = \frac{|R_i \cap S_i|}{|R_i \cup S_i|} 
\]

where \( |R_i \cup S_i| \) denotes the area of the unionized geometries of R and S. This ranges from 0 to 1, with 0 indicating no overlap at all and 1 representing perfect similarity. The advantage of the IoU index is that the overlap is a function of the total combined area and thus provides an appropriate picture of the similarity of R and S relative to their size.

3. Results

3.1. Automatic Crown Delineation

The LMF tree detection produced an average recall and precision of 0.78 and 0.81, respectively (Table 1). These results indicated that the LMF detected 78% of the actual
reference trees and that 81% of the trees detected were correct. However, there were substantial variations in performance related to the different types of vegetation in the area. Coniferous trees appeared to be easily detectable, based on high F-scores (coniferous: 1, coniferous mixed: 0.95) (Table 1). Additionally, the LMF tree detection performed well on deciduous trees, with an F-score of 0.92. Lower accuracies were observed for small trees (F-score: 0.73) and in areas with more heterogeneity (dense mixed: 0.66, sparse mixed: 0.65).

In the small and dense mixed area, the primary source of error came from omission errors, as the precision exceeded the recall. Errors of commission were most prominent in the sparse mixed area.

The tree crown segmentation result can be found in Figure 4. The overall accuracy was indicated by the IoU and implied an overlap of 58% between the segmented crown (S) and the reference crown (R) in relation to their combined area (Table 1). The MCWS tended to undersegment, as indicated by the US (0.34) exceeding the OS (0.15). This shows that, on average, the area outside the overlap was larger for S than for R. Additionally, the low OS indicated that a large part of a reference crown was covered by a single segmented crown. The segmentation performance was highest in areas dominated by coniferous vegetation, with an IoU of 0.71 and 0.65 in the coniferous mixed and coniferous areas, respectively. In particular, the OS was low in these coniferous areas (0.08 and 0.13). Oversegmentation was dominant in the sparse mixed area (OS: 0.34 > US: 0.16). The lowest segmentation accuracy was achieved in the small and dense mixed areas, with an average IoU of 0.45 and 0.41, respectively. In both these areas, the US was particularly high, implying that large parts of S fell outside R.

![Figure 4. Result of the marker-controlled watershed segmentation (MCWS) using the optimal LMF tree detection (W = 4 in coniferous area and W = 0.5 * (x^2) * 0.025 in other areas). Here, x denotes the pixel’s CHM value. The segmentation before cleaning resulted in 1944 crown segments.](image)

**Table 1.** Tree detection and crown delineation accuracy of the MCWS and LMF per stratum. The spatial extent of the strata can be found in Figure 1. The number of reference trees per stratum is indicated in brackets.

<table>
<thead>
<tr>
<th>Stratum</th>
<th>Recall</th>
<th>Precision</th>
<th>F-score</th>
<th>Omission</th>
<th>US</th>
<th>IoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dense mixed (29)</td>
<td>0.55</td>
<td>0.84</td>
<td>0.66</td>
<td>0.15</td>
<td>0.54</td>
<td>0.41</td>
</tr>
<tr>
<td>Coniferous mixed (21)</td>
<td>0.95</td>
<td>0.95</td>
<td>0.95</td>
<td>0.08</td>
<td>0.24</td>
<td>0.71</td>
</tr>
<tr>
<td>Deciduous (12)</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>0.11</td>
<td>0.29</td>
<td>0.64</td>
</tr>
<tr>
<td>Coniferous (15)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.13</td>
<td>0.29</td>
<td>0.65</td>
</tr>
<tr>
<td>Sparse mixed (11)</td>
<td>1</td>
<td>0.48</td>
<td>0.65</td>
<td>0.34</td>
<td>0.16</td>
<td>0.58</td>
</tr>
<tr>
<td>Small (45)</td>
<td>0.67</td>
<td>0.79</td>
<td>0.73</td>
<td>0.19</td>
<td>0.44</td>
<td>0.45</td>
</tr>
<tr>
<td>Overall (134)</td>
<td>0.78</td>
<td>0.81</td>
<td>0.79</td>
<td>0.15</td>
<td>0.34</td>
<td>0.58</td>
</tr>
</tbody>
</table>
3.2. Phenology Monitoring

For the deciduous tree species (American oak, common beech, common oak, and silver birch), the average VI values over time, based on the 20% brightest pixels, showed clear variation and portrayed a phenological trend consistent with the expected budburst and senescence (Figure 5). The left side of the double logistic curve represents the average species VI value during wintertime, followed by an increase during spring onset, a maximum during summer and, lastly, a decrease in the VI indicating the tree senescence. Some of the VI time series contain outliers, as is the case for silver birch and common beech (Figure 5). However, these distortions seem to affect the ratio-based NDVI, and to a lesser extent the CI\textsubscript{re}, less than the EVI2 and OSAVI. Overall, the NDVI appears robust, with few outliers, resulting in a low nRMSE ranging between 0.006 and 0.049. On the contrary, the model fitted on the EVI2 showcased the highest nRMSE (0.13–0.148).

![Figure 5. Double logistic curve (red line) fitted on the average VI values for each tree species. VI values were calculated using the 20% brightest pixels in the green band in each crown. The grey ribbon indicates the standard deviation. The normalized root mean squared error (nRMSE) is provided as a measure of goodness of fit.](image)

The NDVI displays a clear plateauing effect due to saturation, which is less the case for the EVI2. This indicates that the EVI2 captured more variance over time and may include phenology characteristics missed by the NDVI. Similarly, the CI\textsubscript{re} also captured much of the seasonal variation and has a lower nRMSE than the EVI2 (Figure 5). For the CI\textsubscript{re}, EVI2, and OSAVI, the spread in observations tended to be lower during the spring and autumn,
and higher during summer (Figure 5). The NDVI displayed generally less spread during the summer, which was likely due to saturation. On a species level, the lowest spread was observed for the common beech, followed by silver birch, with the highest for the common oak. Beech trees had a steep VI increase in spring, indicating a uniform species-wide green-up period (Figure 5). The common oak displayed more within-species variation, which is represented in the large spread in the phenology estimates (Figure 6). Moreover, the common oak had a late budburst and senescence. Of the deciduous trees, the silver birch showed the earliest spring onset (DOY 118-122), as well as the earliest EOS (DOY 271-295), excluding the CI_re-derived estimates (Table 2). Notably, the CI_re consistently modeled a later onset and earlier senescence compared to the other VIs (Figure 6). Spatially, trees with similar SOS estimates tended to cluster together, while there was more spatial heterogeneity in the EOS estimates (Figure 7). In the western area, many trees > 7 m were missed, as the crown polygons were deemed too poor and excluded during the classification process (Figure A7). The spatial display of the SOS and EOS estimates, derived from the EVI2, OSAVI, and CI_re can be found in Figures A10–A12.

Figure 6. Boxplot showing the SOS and EOS estimates for the deciduous tree species. The bold line highlights the median, the box represents the 25th and 75th percentiles, the whiskers stretch to 1.5 times the interquartile range from the median in both directions, and the points are identified as outliers. The orange dot indicates the mean. Some outliers are not visible, due to truncation for visualization purposes (see Figure A9 for the estimates without truncation).

Limited phenological variation was observed for the coniferous tree species (Douglas fir, hemlock and Scots pine). This is exemplified by the almost linear double logistic fit of the ratio-based indices (NDVI and CI_re) (Figure 5). The EVI2 and OSAVI captured a slight coniferous seasonality. However, these two VIs displayed a different pattern for the Douglas fir; moreover, for the Scots pine, their curves seemed to be pulled by a single observation at DOY 277. Correspondingly, the average SOS and EOS for the coniferous species are accompanied by large standard deviations (Table 2). Due to this lack of seasonal variation in coniferous phenology captured by the VIs, and the subsequent unreliable SOS and EOS estimates, the coniferous SOS and EOS estimates have been left out of Figures 6 and 7.
Table 2. Average SOS and EOS estimates (in DOY) per tree species for each VI. The standard deviation is written between brackets after the estimate, and the number of observations for each species is written in brackets after the species name.

<table>
<thead>
<tr>
<th>Start of Season</th>
<th>End of Season</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NDVI</td>
</tr>
<tr>
<td>American oak (56)</td>
<td>135 (4)</td>
</tr>
<tr>
<td>Beech (18)</td>
<td>127 (5)</td>
</tr>
<tr>
<td>Common oak (89)</td>
<td>132 (16)</td>
</tr>
<tr>
<td>Silver birch (151)</td>
<td>118 (18)</td>
</tr>
<tr>
<td>Douglas fir (189)</td>
<td>161 (28)</td>
</tr>
<tr>
<td>Hemlock (2)</td>
<td>150 (2)</td>
</tr>
<tr>
<td>Scots pine (98)</td>
<td>143 (24)</td>
</tr>
</tbody>
</table>

Figure 7. NDVI–derived spatial variation in SOS and EOS estimates (in DOY) for the deciduous trees. The spatial depiction of the phenology estimates derived from the EVI2, OSAVI and CI<sub>re</sub> can be found in Figures A10–A12.

4. Discussion

4.1. Explaining the Vegetation Index Trends

The VIs captured a clear seasonal signal for the deciduous tree species over time. However, for the coniferous species, marginal VI variation was observed. Consequently, the phenological meaning of the metrics for the coniferous trees is questionable, as seasonal variation is required to fit a meaningful double logistic curve. This is in line with previous studies that found structural VIs captured almost no variation for evergreen species [21,26,31,50,51]. Structural greenness indicators rely on visible changes in greenness as a vegetation proxy [76] and, therefore, function well for deciduous trees whose phenological transitions rely on morphological changes [19,77]. Physiological indices cap-
ture biochemical changes better and have been found to outperform structural indices when monitoring evergreen phenology [50]. Nevertheless, in this study, the physiological chlorophyll-sensitive CI\text{re} [78–80] also detected no seasonal variation for coniferous species. This is likely due to evergreen conifers retaining most of their chlorophyll in their needles throughout the year, hence showing little seasonal variation in chlorophyll [81]. Carotenoid-sensitive VIs, such as the photochemical reflectance index (PRI) or the chlorophyll/carotenoid index (CCI), were found to better capture seasonal variation in evergreen species [51].

Previous studies found consistent early SOS predictions for structural VIs linked to the early greening of the understory [82,83]. Soil-sensitive indices such as the NDVI were found to be more susceptible to this understory effect compared to soil-adjusting indices such as the EVI2 and OSAVI [50,84]. In this study, the NDVI-derived SOS for the deciduous trees was predicted earlier (DOY 118–135) than the EVI2-derived estimates (122–150), but the NDVI-derived SOS was comparable to the OSAVI-derived predictions (120–135). The similar NDVI and OSAVI SOS estimates seem to contradict the influence of the understory on the soil-sensitive NDVI. However, in this study, a considerable part of the background influence was mitigated by only using the brightest 20% of pixels [21]. This background mitigation might have especially benefited a soil-sensitive index such as the NDVI. Furthermore, the late SOS estimates for the EVI2 are noteworthy, especially for the American and common oak (Figure 6). While the exact reason for this is unknown, the late saturation of the EVI2 compared to the NDVI and OSAVI [85,86] could provide an explanation. For a quick-growing species such as beech or birch, the higher EVI2 saturation would not cause a large SOS difference, but for species that grow more slowly, such as the oak, this could explain the significantly later SOS. The high saturation level might also explain the EVI2’s relatively high standard deviation during summer (Figure 5), as it captures a wider range of vegetation levels relative to the other VIs. Accordingly, this study detected minimal NDVI variation in summer, in line with existing literature reports [31,51].

Another remarkable result was the consistently late SOS estimates derived from the CI\text{re} (Figure 6). Deciduous trees display a morphological change of leaf growth in spring, prior to the accumulation of pigments (e.g., chlorophyll) in summer [19,77]. As the increase in greenness occurs prior to the increase in chlorophyll, a later increase in the chlorophyll-sensitive CI\text{re}, and the corresponding SOS date, is expected. This is also in line with previous observations from Kikuzawa (2003) [87] and Dong (2015) [78]. Furthermore, EOS dates were estimated consistently later by structural indices compared to ground truth observations [50,83,88]. Late EOS estimates are often observed, as photosynthesis in deciduous trees is governed by photoperiod, whereas autumn leaf-fall is a function of temperature, causing the photosynthesis to end prior to the structural recession [83,89]. Since temperatures in the autumn of 2021 were above average [55], late EOS estimates from structural indices were expected. Hence, significant differences between the structural VI EOS estimates (DOY 305–330) and the CI\text{re} EOS estimates (DOY 227–284) were found.

4.2. Tree Phenology Estimates in Context

The ongoing citizen science project called “The Nature Calendar” (Dutch: “de Natuurkalender”) contains information on the date of first leaf development (comparable to SOS) and leaf-off dates (comparable to EOS) [90]. Yet, the phenology observations from the nature calendar, used as reference, are based on structural changes of trees and will therefore inherently deviate from physiological CI\text{re} estimates. Therefore, for the sake of providing a meaningful comparison, the CI\text{re} was excluded when comparing absolute SOS and EOS dates.

The silver birch displayed the earliest average SOS between DOY 118 and 122 (Table 2). Its estimates showed little spread, and the marginal within-species variation indicates a uniform budburst. A similar uniform budburst was observed for the common beech, but with a later average SOS (DOY 124–127). Correspondingly, ground observations in the area of Wageningen confirmed the earlier development of leaves for the silver
birch [90]. Similarly, other UAV-based phenology studies observed minimal within-species SOS variation for beech, consistent with this study’s findings [31,32]. Moreover, while there is not much information on the EOS of the birch in the nature calendar, it does give an earlier autumn foliage condition for the birch compared to other deciduous species [90], which was also found in another study performed in Japan [32]. Furthermore, previous analyses consistently modeled large phenological within-species variations for oaks [21,31,51,91], which correspond with this study, particularly for the common oak. Some NDVI-based studies estimated oak SOS around DOY 130–132 [21,31,51] and oak EOS between DOY 274 and 300 [51,91]. This corresponds well with the NDVI-derived SOS estimates of DOY 130–135 found in this study but less well with the EOS estimates of 317–329 (Table 2). High temperatures during the autumn of 2021 could account for the late oak EOS. Lastly, the ground observations from the nature calendar, as well as various satellite-based phenology studies, support the findings of a generally late budburst and late senescence for oak trees [90,92–94].

4.3. Evaluating the Automatic Tree Crown Delineation

This study found an overall recall, precision, and F-score of 0.78, 0.81, and 0.79, respectively, with considerable performance differences between the various forest types. Tree detection accuracies were highest for areas with coniferous (F-score: 0.95–1.00) and deciduous trees (F-score: 0.92), and lowest for mixed tree patches (F-score: 0.65–0.73) (Table 1). These results exceeded the detection accuracies of some UAV-derived tree segmentation studies, which achieved an overall accuracy of 67% [95] and 63% [21]. This is comparable to more recent studies from Xu (2020) [96] (overall F-score: 0.83%) and Belcore (2020) [97], who realized an F-score of 0.73 in coniferous Alpine tree detection using a Hölder exponent. Forest structure is detrimental to the quality of the tree detection result. For instance, very high accuracies, exceeding 95%, were achieved when considering coniferous monocultures [98], while complex mixed forests are far more challenging for automatic tree detection [99]. This was reiterated by Berra (2019) [21], who achieved a significantly higher detection accuracy for coniferous trees (recall: 0.73–0.80, precision: 0.78–0.82) compared to for deciduous species (recall: 0.43–0.57, precision: 0.43–0.63). The conical shape of coniferous trees allows for an accurate detection, due to the distinct height difference and the relatively large distance to other treetops, as is visible in Figure 8B,D. Mixed deciduous forests, on the contrary, are characterized by overlapping crowns and less distinct treetops (Figure 8A,C).

The issue of varying crown sizes was partially addressed in this study by using a variable window size for the LMF. Other factors such as the segmentation method, illumination conditions, and quality of reference data influence the tree detection accuracy as well, stressing the need for careful interpretation when comparing results [97]. Nevertheless, the detection accuracy achieved in this study appears to be on the high end compared to the existing literature. The window size optimization might have been an important factor in the high detection accuracy achieved.

Generally, the average US (0.34) exceeded the average OS (0.15), indicating that the segmented crowns were typically larger than the reference crowns, called undersegmentation. MCWS tends to undersegment, as the watershed ridges inherently grow until they encounter another ridge, making the method prone to including areas outside of the actual crown. Actual tree crowns are not always connected as seamlessly as is assumed by the MCWS, leading to this discrepancy. In the sparse dense stratum, however, the OS (0.34) was larger than the US (0.16). Here, due to the low tree detection precision (0.48), there were many false positives, resulting in segmented crowns that were too small, causing the high OS (see example in Figure 8C,E). Furthermore, the IoU of the deciduous trees (0.64) was comparable to the coniferous result, which is striking given the more complex crown structure of deciduous foliage. Belcore (2020) [97] performed a multi-resolution tree segmentation in a coniferous Alpine forest and achieved an average IoU of 0.72. Although this is higher than the average IoU achieved in this study (0.58), it is only slightly higher than the IoU scores found in this study’s coniferous tree strata (0.65 and 0.71).
Figure 8. The tree detection and segmentation results in the coniferous (B,D,F) and sparse mixed (A,C,E) stratum. Figures (A,B) show the manually detected reference tree tops and the reference tree crowns, (C,D) display the automatically detected and delineated crowns and the reference tree-tops, and Figures (E,F) are zoomed-in examples of oversegmentation (E) and undersegmentation (F).

4.4. Considerations for Future Research

After geometric corrections, this study achieved a relative Euclidean error of around one GSD, comparable to other studies [31]. This shows that dedicated GCP placement is not necessarily required when only relative geometric alignment is needed. Nevertheless, placing in situ RTK-measured GCPs is still the norm in UAV multi-temporal analyses [21,31,100]. Additionally, it is worth noting that the geometric error is measured at ground level and is likely to increase higher up in the canopy, due to the flexible nature of trees. This was addressed in this study by eroding the segmented crowns by 40 cm, to minimize the influence of the neighboring crowns, even when some geometric variation over time occurs. However, due to the occasional poor alignment of the images during the structure from motion process, there were sporadic geometric distortions at the edge of the orthomosaics, which compromised the geometric accuracy. During the manual classification, these distortions were identified, and the affected crown segments were excluded if too severe. Notably, this warping at the edges only occurred for the flights performed at 60 m altitude and not when flying at 120 m. Due to the closing up of the foliage during spring, the overlap between the images decreased over time. Consequently, for the flights at 60 m, the SFM could not align all images, which, ultimately, resulted in a smaller orthomosaic area size, with some geometric distortions at the edges. Therefore, in
future studies, higher-altitude flights, at the expense of spatial detail, would be preferred, to prevent such geometric distortions and allow for a larger UAV coverage.

Furthermore, the frequency of the observations is important for the double logistic fit, as sufficient data points are needed to determine a well-characterized winter baseline. In this study, the first flight was performed on 20 April (DOY 110), at which point some early-growing silver birches were already developing leaves. Hence, in some cases, the time series did not capture the complete leaf-off situation, which may have caused the inflexion point to shift and led to occasional erroneous fits. Another consideration is the uneven distribution of the flights (Figure A1). While flights were performed frequently during spring, only a limited number were executed in the autumn. While a higher number of observations is generally preferred, previous studies indicated that accurate phenology estimates can also be achieved with limited observations [52,101].

For the tree classification, this study was dependent on manual identification. Recent studies have applied convolution neural networks (CNNs) to tree segmentation and classification and achieved promising results [102,103]. Semantic CNN segmentation promises the advantage of simultaneous classification and segmentation, reducing the processing steps. If UAV monitoring coverage is to be expanded, the manual component should be minimized, and automatic tree detection, delineation, and classification must be researched further. That being noted, UAV monitoring is inherently small-scale and constrained by operational costs. While UAV observations provide detailed insights into tree-level phenology, they lack generalizability. Inter-annual satellite monitoring, on the other hand, can distinguish temporal phenological trends at a global scale, without the operational constraints of UAV acquisition. The role of detailed UAV phenology analyses should be to function as benchmarks to compare and improve satellite monitoring. While some recent studies have made the connection between UAV and satellite-derived analyses [21,52,101], further exploration is needed, to stimulate a more accurate global understanding of tree phenology. Furthermore, the use of meter-resolution satellite imagery is still very limited [91] and has great potential for performing global and continuous phenology monitoring at an individual tree level.

This study adds to the growing body of literature on UAV-based phenology monitoring and showcases the ability of the NDVI, EVI2, OSAVI, and CI to capture deciduous seasonal phenology, to derive SOS and EOS estimates at the crown level. The analysis exposed distinct phenological differences between tree species but also revealed significant variations within species, particularly for oak trees. Even though the four VIs were sensitive to slightly different vegetation properties, generally, their deciduous phenology estimates were in line with existing knowledge. Nevertheless, ground truth measurements are necessary for assessing the VI performance quantitatively. The considered VIs proved unsuitable for coniferous evergreen phenology monitoring. Furthermore, the MCWS crown delineation performed comparably to recent literature, with a higher accuracy in more homogeneous forest structures. Consequently, this study shows the potential of UAV time series for crown-level phenology monitoring in mixed-species forests.
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Abbreviations

The following abbreviations are used in this manuscript:

- **AHN** Actueel Hoogtebestand Nederland (english: Current Height inventory the Netherlands)
- **CCI** Chlorophyll/Carotenoid Index
- **CHM** Canopy Height Model
- **CI_re** Chlorophyll Index Red Edge
- **CNN** Convolutional Neural Network
- **DSM** Digital Surface Model
- **DTM** Digital Terrain Model
- **DOY** Day Of the Year
- **EOS** End Of Season
- **EVI2** Enhanced Vegetation Index 2
- **FP** False Positive
- **FN** False Negative
- **GCP** Ground Control Point
- **GGC** Green Chromatic Coordinate
- **GSD** Ground Sampling Distance
- **IoU** Intersection over Union
- **IPCC** International Panel for Climate Change
- **ITCD** Individual Tree Crown Delineation
- **LiDAR** Light Detection And Ranging
- **LMF** Local Maximum Filter
- **MCWS** Marker-Controlled WaterShed
- **MTH** Minimum Tree Height
- **MVS** Multi-View Stereo
- **NDVI** Normalised Difference Vegetation Index
- **NIR** Near-Infrared
- **nRMSE** normalised Root Mean Squared Error
- **OBIA** Object-Based Image Analysis
- **OS** Over Segmentation index
- **OSAVI** Optimised Soil-Adjusted Vegetation Index
- **PRI** Photochemical Reflectance Index
- **RMSE** Root Mean Squared Error
- **RTK** Real-Time Kinematic
- **SE** Standard Error
- **SOS** Start Of Season
- **TP** True Positive
- **UAV** Unmanned Aerial Vehicle
- **VI** Vegetation Index
- **US** Under Segmentation index
Appendix A. UAV Data Acquisition

Appendix A.1. Frequency of Data Collection

Figure A1. Overview of the UAV flights (black dots) given in DOY. The y-axis shows the altitude at which the flight was performed.

Appendix A.2. Geometric Accuracy (Error) of Each Flight

Table A1. The Euclidian errors (in cm) after 1st order polynomial geometric correction. The lower the error, the more the orthomosaic is geometrically similar to the reference. Correction was performed relative to the reference orthomosaic (26/July). The reference orthomosaic error (italics) is relative to the RTK-measured GCPs.

<table>
<thead>
<tr>
<th>GCPs</th>
<th>20/Apr 03/May 10/May 18/May 25/May 31/May 07/June 21/June 28/June 26/July 16/Aug 04/Oct 05/Nov 13/Dec</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.2 2.7 1.8 2.5 2.9 3.0 7.1 2.4 2.1 46.3 2.7 3.9 0.6 6.4</td>
</tr>
<tr>
<td>2</td>
<td>2.2 2.5 2.1 1.7 1.6 0.6 3.0 2.9 3.4 12.6 2.0 5.7 2.8 3.0</td>
</tr>
<tr>
<td>3</td>
<td>3.3 2.5 0.8 2.3 0.7 2.6 5.9 2.8 2.4 28.5 3.0 4.3 5.6 3.3</td>
</tr>
<tr>
<td>4</td>
<td>1.4 0.3 1.3 0.9 2.2 0.6 4.7 2.8 1.4 39.1 1.5 2.5 9.8 0.1</td>
</tr>
<tr>
<td>5</td>
<td>1.7 2.5 2.1 0.6 1.6 1.6 3.3 0.4 1.8 30.2 1.8 0.0 6.5 6.1</td>
</tr>
<tr>
<td>6</td>
<td>61.7</td>
</tr>
<tr>
<td>Average</td>
<td>2.4 2.1 1.6 1.6 1.8 1.7 4.8 2.2 2.2 36.4 2.2 4.1 5.1 3.8</td>
</tr>
</tbody>
</table>

Appendix B. UAV Data Processing

Appendix B.1. Metashape Structure from Motion Steps and Settings

Figure A2. The steps and settings in Agisoft Metashape version 1.5.5 used to transform the raw multispectral UAV images into a DEM and orthomosaic. The bold title of each step is similar to the name of the process within Metashape.
Appendix B.2. Workflow of Validation Data Creation and Automatic Crown Segmentation

Figure A3. Schematic representation of the automatic tree crown delineation. The validation process of the segmentation is also schematically included.

Appendix B.3. Manually Digitised Validation Data

Figure A4. Reference orthomosaic, with regions lower than 7 m (based on CHM) excluded. All tree tops and crowns falling within a validation plot were manually identified and digitized.
Appendix C. Classification

Appendix C.1. Decision Tree for Tree Species Classification

![Decision tree](image)

Figure A5. Decision tree for classifying the trees in the study area.
Appendix C.2. Classification Map

Figure A6. Manually classified tree crown segments \( (n = 603) \) used for the statistical analysis.

Appendix C.3. Segments Included and Excluded after Manual Classification

Figure A7. Representation of the cleaned segments \( (n = 876) \) that were included \( (n = 603) \) and excluded \( (n = 273) \) after the manual classification. Exclusion was based on segments overlapping multiple species, indefinite classification, or segments that include the ground.
Appendix D. Fit Model

RMSE under Various Iterations

Figure A8. The average RMSE values (black dots) of the double logistic fit for ten randomly selected trees under various iterations. The trend is indicated by a loess curve (blue line) fitted on the average RMSE values.

Appendix E. Results

Appendix E.1. Phenology SOS and EOS Estimates

Figure A9. Boxplot showing the SOS and EOS estimates for the deciduous trees, including the outliers. The bold line highlights the median, the box represents the 25th and 75th percentile, the whiskers stretch to 1.5 times the interquartile range from the mean in both directions and the points are identified as outliers. The orange dot indicates the mean.
Appendix E.2. EVI2–Derived Spatial Variation SOS and EOS Estimates of the Deciduous Trees

![Image showing EVI2-derived spatial variation SOS and EOS estimates of the deciduous trees. The SOS and EOS are given in DOY.](image-url)

**Figure A10.** EVI2–derived spatial variation SOS and EOS estimates of the deciduous trees. The SOS and EOS are given in DOY.
Appendix E.3. OSAVI–Derived Spatial Variation SOS and EOS Estimates of the Deciduous Trees

Figure A11. OSAVI–derived spatial variation SOS and EOS estimates of the deciduous trees. The SOS and EOS are given in DOY.
Appendix E.4. C_{ir}-Derived Spatial Variation SOS and EOS Estimates of the Deciduous Trees

Figure A12. C_{ir}-derived spatial variation SOS and EOS estimates of the deciduous trees. The SOS and EOS are given in DOY.
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