Enhancing Wheat Above-Ground Biomass Estimation Using UAV RGB Images and Machine Learning: Multi-Feature Combinations, Flight Height, and Algorithm Implications
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Abstract: Above-ground biomass (AGB) serves as an indicator of crop growth status, and acquiring timely AGB information is crucial for estimating crop yield and determining appropriate water and fertilizer inputs. Unmanned Aerial Vehicles (UAVs) equipped with RGB cameras offer an affordable and practical solution for efficiently obtaining crop AGB. However, traditional vegetation indices (VIs) alone are insufficient in capturing crop canopy structure, leading to poor estimation accuracy. Moreover, different flight heights and machine learning algorithms can impact estimation accuracy. Therefore, this study aims to enhance wheat AGB estimation accuracy by combining VIs, crop height, and texture features while investigating the influence of flight height and machine learning algorithms on estimation. During the heading and grain-filling stages of wheat, wheat AGB data and UAV RGB images were collected at flight heights of 30 m, 60 m, and 90 m. Machine learning algorithms, including Random Forest Regression (RFR), Gradient Boosting Regression Trees (GBRT), Ridge Regression (RR), Least Absolute Shrinkage and Selection Operator (Lasso) and Support Vector Regression (SVR), were utilized to construct wheat AGB estimation models. The research findings are as follows: (1) Estimation accuracy using VIs alone is relatively low, with $R^2$ values ranging from 0.519 to 0.695. However, combining VIs with crop height and texture features improves estimation accuracy, with $R^2$ values reaching 0.845 to 0.852. (2) Estimation accuracy gradually decreases with increasing flight height, resulting in $R^2$ values of 0.519–0.852, 0.438–0.837, and 0.445–0.827 for flight heights of 30 m, 60 m, and 90 m, respectively. (3) The choice of machine learning algorithm significantly influences estimation accuracy, with RFR outperforming other machine learnings. In conclusion, UAV RGB images contain valuable crop canopy information, and effectively utilizing this information in conjunction with machine learning algorithms enables accurate wheat AGB estimation, providing a new approach for precision agriculture management using UAV remote sensing technology.
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1. Introduction

Crop above-ground biomass (AGB) refers to the organic matter fixed in crops during their growth process, which is closely influenced by factors such as photosynthesis, nutrient absorption, and climate [1]. Measuring crop AGB plays a crucial role in assessing crop growth status, determining fertilization requirements, promptly detecting pests and diseases, and predicting crop yield [2]. However, traditional manual sampling methods for measuring crop AGB are reliable but expensive, destructive, and limited in terms of the
number of sampling points. Consequently, they are only suitable for small-scale agricultural areas and fail to meet the demand for quantitative monitoring of crop AGB over larger regions [3]. Hence, there is a need to explore more efficient, cost-effective, and dependable methods for acquiring timely crop AGB information.

Remote sensing technology enables the collection of crop canopy reflectance information from a distance, without direct contact. Analyzing and processing this reflectance information allows for non-destructive monitoring of crop growth [4]. In comparison to ground surveys, remote sensing technology offers real-time, non-destructive, and large-scale estimation of crop AGB [5]. Unmanned Aerial Vehicles (UAVs) remote sensing technology has proven effective in crop growth monitoring due to its affordability, ease of use, and high temporal and spatial resolution [6]. The primary sensors used in UAVs include RGB digital cameras, multispectral sensors, hyperspectral sensors, and LiDAR sensors [7,8]. Although multispectral, hyperspectral, and LiDAR sensors provide superior accuracy and versatility, their high cost and complexity limit their widespread application [9]. In contrast, RGB digital cameras are preferred for crop growth monitoring due to their cost-effectiveness, lightweight nature, high spatial resolution, and simplified data processing [10,11].

Numerous studies have demonstrated the effectiveness of estimating the AGB of wheat, maize, and rice by calculating vegetation indices (VIs) from UAV RGB images [12–14]. However, VIs alone are limited in capturing internal information of vertically growing crop organs, leading to lower accuracy in estimation [15]. To address this limitation, some studies have explored the combination of VIs with crop height (CH) [16]. CH provides insights into the vertical structure of crops and its variations reflect the health and nutritional status of crops, thereby aiding in AGB estimation [17]. UAV RGB images can be stitched together to generate a digital surface model (DSM), which, in turn, enables the derivation of crop height models for obtaining CH information [18]. Crop height models based on UAV remote sensing technology can provide accurate CH. When combined with VIs, they provide a novel approach for in-field estimation of crop AGB.

While VIs are commonly used indicators for estimating crop AGB, their accuracy can be influenced by various factors such as soil background, lighting conditions, and weather [19]. Moreover, VIs tend to lose sensitivity during the reproductive growth stage, limiting their effectiveness as standalone estimators of crop AGB. On the other hand, texture features are less susceptible to these factors and can provide valuable high-frequency information about crop growth status, including leaf morphology, distribution density, and leaf arrangement [20]. Texture features refer to the variations in grayscale distribution of pixels within their neighboring area, enabling them to reflect the spatial distribution of vegetation in the image and its relationship with the surrounding environment [21]. Therefore, combining VIs with texture features shows great potential in enhancing the accuracy of crop AGB estimation.

In UAV remote sensing, flight height is a crucial factor that influences image resolution and quality [22]. Currently, in studies aimed at estimating crop growth parameters, flight heights typically range from 30 to 100 m, corresponding to image resolutions of 1 to 10 cm [5,23]. However, the selection of flight heights and corresponding image resolutions in current research is subjective and arbitrary, lacking unified standards and guidelines. This lack of standardization poses challenges for the application and dissemination of crop growth parameter inversion models based on UAV remote sensing technology. Therefore, evaluating the impact of different flight height images on crop AGB estimation holds significant importance in formulating standardized guidelines for UAV image acquisition.

The continuous progress in artificial intelligence and computer science has propelled the development of machine learning algorithms, leading to their widespread application in agricultural remote sensing data analysis [24]. As a branch of machine learning, deep learning has experienced rapid growth. For instance, artificial neural networks (ANN) and convolutional neural networks (CNN) are two renowned deep learning algorithms that possess unique advantages and have been successfully applied in various fields. ANN
excels in capturing complex nonlinear relationships within data and can generalize well to unseen samples with appropriate training [25]. It is effective in handling high-dimensional datasets, making it suitable for tasks such as image recognition and natural language processing. On the other hand, CNN is specifically designed for image processing tasks and is highly efficient in extracting spatial features from images [26]. It utilizes convolutional layers to automatically detect patterns and structures, exhibiting remarkable performance in object detection and image classification tasks. However, it is important to note that while ANN and CNN demonstrate promise in many applications, they also have limitations. Compared to traditional machine learning algorithms, deep learning algorithms typically require a large amount of labeled training data and longer training times. Additionally, the complex network architecture and hyperparameter tuning in deep learning models can pose challenges in terms of interpretability and computational resources [7]. Traditional machine learning algorithms, on the other hand, have certain advantages in interpretability, training speed, handling small-sample data, data requirements, and parameter optimization. Currently, traditional machine learning algorithms such as Random Forest Regression (RFR), Gradient Boosting Regression Trees (GBRT), and Support Vector Regression (SVR) are widely used for estimating various crop growth parameters, including monitoring corn leaf area index, estimating soybean yield, and assessing wheat nitrogen nutrition status [7,27,28]. It is worth noting that each machine learning algorithm operates based on its unique principles; therefore, when applied to the same dataset, they may yield different results. By understanding their distinct working principles, researchers can significantly improve the accuracy and reliability of crop growth parameter estimation. In addition to selecting suitable machine learning algorithms, feature importance analysis and hyperparameter tuning are of significant importance in the field of machine learning. Feature importance analysis helps us understand the essence of the data and enhance the model’s interpretability by determining the contribution of input features to the model’s prediction results [29]. On the other hand, reasonable selection of hyperparameters can enhance the accuracy and stability of the model, avoiding overfitting or underfitting and optimizing the utilization of computational resources [18]. Both of these processes are critical steps in optimizing the performance and interpretability of machine learning models, playing crucial roles in improving model performance and facilitating the practical application of machine learning.

In summary, previous studies on wheat AGB estimation have solely relied on simple indicators such as VIs, making it difficult to accurately capture crop canopy structure and resulting in low estimation accuracy. Additionally, different flight altitudes and machine learning algorithms can also influence the estimation results. To address these issues, this study adopted the following approaches. Firstly, a comprehensive feature-based estimation method was proposed, integrating traditional VIs with CH and texture features to more accurately reflect wheat AGB. Secondly, the study explored the impact of different flight altitudes and multiple machine learning algorithms on estimation accuracy, thereby broadening the choice of UAV flight altitudes and methods for wheat AGB estimation. Therefore, the study puts forward the following hypotheses: (1) integrating VIs, CH, and texture features can more accurately reflect the growth status of wheat, hypothesizing that combining multiple features can improve estimation accuracy; (2) different flight altitudes may lead to variations in observing wheat canopy structure, hypothesizing that estimation accuracy decreases with increasing flight altitude; (3) different machine learning algorithms have different implementation principles, hypothesizing that the choice of different machine learning algorithms significantly affects wheat yield estimation accuracy. By validating these innovative methods and hypotheses, this study aims to provide new approaches and insights for accurately estimating wheat AGB and to offer new avenues for precision agricultural management based on unmanned aerial vehicle remote sensing technology.
2. Materials and Methods
2.1. Study Area and Experimental Design

The experiment was conducted at the Xinxiang Comprehensive Experimental Base of the Chinese Academy of Agricultural Sciences (Figure 1). Ten commonly cultivated wheat varieties were selected and planted on 25 October 2022. Six nitrogen fertilizer gradient treatments were applied (N1: 300 kg·hm\(^{-2}\), N2: 240 kg·hm\(^{-2}\), N3: 180 kg·hm\(^{-2}\), N4: 120 kg·hm\(^{-2}\), N5: 60 kg·hm\(^{-2}\), N6: 0 kg·hm\(^{-2}\)), with each treatment consisting of 30 plots, resulting in a total of 180 plots. Each plot had dimensions of 4 × 1.2 m. Field irrigation management and pest control were carried out following the recommended local practices. To facilitate the subsequent processing of UAV images, 21 ground control points were established within the study area, and their accurate coordinates were obtained using Global Navigation Satellite System technology.

2.2. Field Data Acquisition

Wheat AGB data were collected at the heading and grain filling stages of wheat. The collection method was as follows: 10 uniformly growing wheat plants were randomly selected in each plot, sampled, and placed in sealed bags. The samples were then dried in a blast drying oven until the sample weight was stable and weighed. The AGB per unit area was calculated based on the planting density, and the AGB data for the heading (19 April) and grain filling (12 May) stages are shown in Table 1.

![Figure 1](image-url)
Table 1. Wheat AGB statistics at heading and grain filling stages.

<table>
<thead>
<tr>
<th>Growth Stages</th>
<th>Sample Size</th>
<th>Max (kg·hm(^{-2}))</th>
<th>Min (kg·hm(^{-2}))</th>
<th>Mean (kg·hm(^{-2}))</th>
<th>SD (kg·hm(^{-2}))</th>
<th>CV (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heading</td>
<td>180</td>
<td>7012.0</td>
<td>2180.0</td>
<td>4958.7</td>
<td>1071.8</td>
<td>21.61</td>
</tr>
<tr>
<td>Grain filling</td>
<td>180</td>
<td>10,800.0</td>
<td>4480.0</td>
<td>8254.2</td>
<td>1280.3</td>
<td>15.51</td>
</tr>
</tbody>
</table>

SD: standard deviation; CV: coefficient of variation.

2.3. UAV Data Acquisition and Preprocessing

The UAV data acquisition part of this study used a DJI MAVIC 3M (SZ DJI Technology Co., Shenzhen, China) equipped with a high-definition digital camera including red, green, and blue colors with 5472 × 3468 pixels (Figure 2). The data collection was carried out on the same day as the wheat AGB collection. DJI Pilot 2 software version 6.1.1 (SZ DJI Technology Co., Shenzhen, China) was employed for flight route planning, with a flight height set at 30 m and both frontal and side overlap set at 80% to ensure data accuracy and reliability. To minimize variations in crop reflectance caused by uneven lighting conditions, the flights were conducted under clear and calm weather conditions, with consistent takeoff locations and flight routes for each flight. Furthermore, to investigate the impact of different flight heights on AGB estimation, UAV RGB image acquisition was also performed at 60 m and 90 m. Finally, the acquired RGB images were processed and stitched using Pix4D software version 4.4.12 (Pix4D, Lausanne, Switzerland). This involved tasks such as image import, ground control point tagging, image matching, point cloud generation, and the generation of digital orthophoto model and DSM.

![UAV system: (a) DJI MAVIC 3M; (b,c) wheat growth status at heading and grain filling stages.](image)

Figure 2. UAV system: (a) DJI MAVIC 3M; (b,c) wheat growth status at heading and grain filling stages.

2.4. Feature Extraction

2.4.1. Spectral Feature Extraction

The digital number (DN) values of the R, G, and B channels quantitatively reflect the radiation characteristics of the crop canopy in the visible spectrum. To minimize the impact of external environmental factors on crop reflectance, a normalization method was applied to normalize the DN values of the R, G, and B channels for each pixel. This normalization was conducted by dividing the DN values by the total DN values of the R, G, and B bands. In ArcMap software version 10.8 (Environmental Systems Research Institute, Inc., Redlands, CA, USA), a .shp file was created to delineate the boundaries of each plot, and the zonal statistics tool was utilized to extract the normalized DN values of the R, G, and B channels for each plot. These normalized DN values from the three channels were used to calculate VIs. Ten VIs closely associated with crop growth status were selected based on previous studies, as presented in Table 2 [10].
Table 2. Ten selected VIs in the study.

<table>
<thead>
<tr>
<th>VI</th>
<th>Formulation</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Excess Green Index (EXG)</td>
<td>$2G - R - B$</td>
<td>[30]</td>
</tr>
<tr>
<td>Excess Blue Index (EXB)</td>
<td>$1.4B - G$</td>
<td>[15]</td>
</tr>
<tr>
<td>Green Leaf Index (GLI)</td>
<td>$(2G - R - B)/(2G + R + B)$</td>
<td>[15]</td>
</tr>
<tr>
<td>Visible Atmospherically Resistant Index (VARI)</td>
<td>$(G - R)/(G + R - B)$</td>
<td>[15]</td>
</tr>
<tr>
<td>Excess Green minus Red Index (EXGR)</td>
<td>$3G - 2.4R - B$</td>
<td>[31]</td>
</tr>
<tr>
<td>Red Green Blue Vegetation Index (RGBVI)</td>
<td>$(G^2 - BR)/(G^2 + BR)$</td>
<td>[31]</td>
</tr>
<tr>
<td>Modified Green Red Vegetation Index (MGRVI)</td>
<td>$(G^2 - R^2)/(G^2 + R^2)$</td>
<td>[32]</td>
</tr>
<tr>
<td>Normalized Green Red Difference Index (NGRDI)</td>
<td>$(G - R)/(G + R)$</td>
<td>[15]</td>
</tr>
<tr>
<td>Green Red Ratio Index (GRRI)</td>
<td>$R/G$</td>
<td>[15]</td>
</tr>
<tr>
<td>Normalized Difference Index (NDI)</td>
<td>$(R - G)/(R + G + 0.01)$</td>
<td>[31]</td>
</tr>
</tbody>
</table>

*p represents the DN value of the red color band, “G” represents the DN value of the green color band, and “B” represents the DN value of the blue color band.

VIIs are influenced by collinearity, and Principal Component Analysis (PCA) can extract the most representative principal components, reducing redundancy and mitigating the effects of multicollinearity among indices. PCA calculates the variance explained ratio of each feature, which indicates the contribution of each principal component to the total variance. Table 3 presents the variance explained ratio of the selected VIIs in this study. From the results, it can be observed that EXG explains approximately 91.13% of the total variance, VARI explains approximately 8.38% of the total variance, and so on. In our results, the cumulative variance explained ratio of EXG, VARI, and EXGR has already exceeded 99.9%. This means that by retaining EXG, VARI, and EXGR, we can capture almost all of the variance information of the VIIs, while the additional VIIs provide relatively little information. Therefore, in this study, EXG, VARI, and EXGR were selected as inputs, as these VIIs can effectively estimate wheat AGB.

Table 3. Variance explained ratio of the ten VIIs.

<table>
<thead>
<tr>
<th>VI</th>
<th>EXG</th>
<th>VARI</th>
<th>EXGR</th>
<th>NGRDI</th>
<th>EXB</th>
<th>RGBVI</th>
<th>MGRVI</th>
<th>GLI</th>
<th>NGRDI</th>
<th>EXB</th>
</tr>
</thead>
<tbody>
<tr>
<td>variance explained ratio</td>
<td>91.13%</td>
<td>8.38%</td>
<td>0.49%</td>
<td>$3.46 \times 10^{-5}%$</td>
<td>$3.46 \times 10^{-3}%$</td>
<td>$2.25 \times 10^{-5}%$</td>
<td>$4.19 \times 10^{-7}%$</td>
<td>$1.85 \times 10^{-3}%$</td>
<td>$3.81 \times 10^{-10}%$</td>
<td>$8.87 \times 10^{-19}%$</td>
</tr>
</tbody>
</table>

2.4.2. CH Extraction

The RGB images of the bare soil period before wheat emergence, the heading stage, and the grain filling stage of wheat were used to create Digital Surface Models (DSMs) using Pix4D software. Next, the raster calculation tool in ArcMap software was employed to determine the difference between the DSMs at the heading and grain filling stages of wheat and the DSM at the bare soil period [18]. This calculation enabled the derivation of the corresponding CH at the heading stage, and the grain filling stage. Subsequently, the average CH for each plot was obtained using the mean method. This approach, based on DSMs, facilitated the acquisition of CH information, which formed a robust basis for subsequent wheat AGB estimation.

2.4.3. Texture Feature Extraction

In this study, the ENVI software version 5.3 (Harris Geospatial Solutions, Inc., Boulder, CO, USA) utilized used to compute gray-level co-occurrence matrix (GLCM), and the GLCM was utilized to extract texture features from the R, G, and B bands of the original images [27]. A total of seven texture features, including variance (Var), homogeneity (Hom), contrast (Con), dissimilarity (Dis), entropy (Ent), second moment (Sec), and correlation (Cor), were extracted [28]. Consequently, a total of 21 texture features were obtained from the R, G, and B channels for each growth stage. These extracted texture features provide valuable insights into the crop canopy information within the images and serve as a foundational component for subsequent wheat AGB estimation.
2.5. Machine Learning Algorithms

2.5.1. SVR

The objective of SVR is to construct a regression model that fits the data distribution by finding the solution to an optimization problem [18,28]. In SVR, data are mapped to a high-dimensional feature space, and an optimal hyperplane is found in that space to accommodate the target values to the maximum extent and minimize the gap between predicted and actual values. The parameters that need to be adjusted in SVR include the kernel function, which can be a linear, polynomial (poly), or radial basis function (rbf). The choice of an appropriate kernel function depends on the data’s characteristics and the nature of non-linear relationships. The C parameter is the regularization parameter that controls the model’s complexity and tolerance. Smaller C values result in a smoother model, while larger C values allow more training errors. In this study, the adjustment range for C is from 0.1 to 1, with a step size of 0.01. The gamma parameter is the width parameter for the rbf kernel. A smaller gamma value represents a broader basis function, while a larger gamma value makes the basis function narrower. In this study, the adjustment range for gamma is from 0.1 to 1, with a step size of 0.01. All machine learning algorithms in this study use grid search to try out different combinations of parameters and select the best performing ones.

2.5.2. Ridge Regression

Ridge Regression (RR) is a classical linear regression method used for handling regression data with collinearity [18]. It controls the complexity of the model by introducing an L2 regularization term, thereby reducing the risk of overfitting. The objective of Ridge Regression is to minimize the loss function, which is composed of the sum of squared residuals and the regularization term. The regularization term is the product of the sum of squared coefficients and a tuning parameter, alpha. When performing Ridge Regression, the parameter that needs to be adjusted is alpha. A smaller alpha value indicates weaker regularization, which may result in overfitting. On the other hand, a larger alpha value increases the strength of regularization, which may lead to underfitting. In this study, the range for adjusting alpha is from 0 to 0.03, with a step size of 0.001.

2.5.3. Least Absolute Shrinkage and Selection Operator

Least Absolute Shrinkage and Selection Operator (Lasso) is a linear regression method used for handling regression data with collinearity (i.e., high correlation among features) [33]. Compared to traditional linear regression methods, Lasso regression introduces an L1 regularization term that sets some feature coefficients to zero, effectively reducing the complexity of the model and the influence of features. When performing Lasso regression, the parameter that needs to be adjusted is alpha. In this study, the range for adjusting the alpha parameter in Lasso regression is from 0 to 0.03, with a step size of 0.001.

2.5.4. RFR

RFR is an ensemble learning algorithm that utilizes the predictions of multiple decision trees to make accurate estimations. It constructs each decision tree by randomly selecting a subset of features and samples from the dataset. The final prediction is obtained by averaging the predictions of these individual trees [5,34]. RFR offers several advantages, such as its ability to handle high-dimensional feature spaces, robustness, and reduction of overfitting risks [18]. Consequently, it is well-suited for various regression problems. The parameters that need to be adjusted in Random Forest Regression (RFR) include the number of decision trees (n_estimators) and the maximum depth of the trees (max_depth). The number of decision trees is crucial in RFR. Too few trees may result in underfitting, where the model lacks the ability to capture complex relationships in the data; on the other hand, having too many trees may lead to overfitting, where the model becomes overly complex and excessively fits the training data, resulting in poor generalization to new samples. In this study, the range for adjusting the number of decision trees is set from...
50 to 1000, with a step size of 10. The maximum depth of the trees is another important parameter. A small tree depth limits the complexity of the model, potentially causing underfitting and the inadequate fitting of complex relationships in the data. Conversely, a large tree depth may lead to overfitting, where the decision trees become overly complex and overfit the training data, resulting in poor generalization. In this study, the range for adjusting the tree depth is set from 3 to 30, with a step size of 1.

2.5.5. GBRT

GBRT is a robust machine learning algorithm that combines decision trees with gradient boosting techniques, making it capable of handling nonlinear relationships, high-dimensional features, and complex datasets effectively. The fundamental concept behind GBRT is to train a sequence of decision tree models iteratively, where each model is trained based on the residuals of the previous model. During each iteration, GBRT optimizes the loss function using gradient descent, gradually minimizing the difference between predicted values and actual values to enhance the model’s accuracy [35]. The parameters that need to be adjusted for GBRT include the number of decision trees, the tree depth, and the learning rate. The adjustment range for the number of decision trees and tree depth is the same as for RFR. The learning rate is an important parameter for tuning the GBRT model. A smaller learning rate requires more decision trees to build the model, resulting in a better fit to the training data, but it may require longer training time. A larger learning rate can speed up the training process but may lead to overfitting, making the model overly sensitive to the training data and reducing its generalization ability. In this study, the learning rate for GBRT ranges from 0.01 to 0.1, with a step size of 0.01.

2.6. Accuracy Evaluation

In this study, a 5-fold cross-validation method was employed to evaluate the performance of machine learning algorithms, aiming to mitigate errors caused by random dataset splits [36]. The basic idea of this method is to randomly divide the dataset into 5 different subsets, with each subset taking turns as the test set while the remaining parts serve as the training set. This process is repeated 5 times to ensure that each subset is used as both training and test data. Finally, the average of the evaluation metrics obtained from the 5 test sets is used as an indicator to assess the model’s performance. The determination coefficient ($R^2$) and relative root mean square error (rRMSE) were utilized as evaluation metrics in this study, and their calculation formulae are as follows [37]:

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (x_i - y_i)^2}{\sum_{i=1}^{n} (x_i - \bar{y})^2}$$

$$rRMSE = \sqrt{\frac{\sum_{i=1}^{n} (x_i - y_i)^2}{n}} \times 100\%,$$

where $x_i$ is the measured AGB, $y_i$ is the estimated AGB, $\bar{y}$ is the mean of the measured AGB, and $n$ is the number of samples in the test set.

Figure 3 illustrates the main workflow of this study, depicting the process from data acquisition to model construction and validation. First, various features are extracted from UAV RGB images at different heights (30 m, 60 m, and 90 m), including VIs, CH, and texture features. Concurrently, in-field wheat AGB data are collected as the target variable for the models. Subsequently, using these extracted features as inputs, machine learning algorithms such as RFR, GBRT, RR, Lasso, and SVR are employed to construct the wheat AGB estimation models. The primary focus of this study is to investigate the impact of feature combinations, UAV flight height, and the selection of machine learning algorithms on wheat AGB estimation. The findings aim to provide valuable technical support for precision agriculture management using UAVs.
Figure 3. Workflow diagram.

3. Results

3.1. AGB Estimation by the Combination of VIs, CH, and Texture Features

The estimation of wheat AGB was performed using VIs and different feature combinations, as illustrated in Figure 4 and Table 4 (at a flight height of 30 m). Initially, the estimation was conducted solely using VIs, resulting in $R^2$ values of 0.519–0.695 and rRMSE values of 17.00–21.31%. These values suggest that VI alone can only account for a portion of the variability in the estimation results. However, when VI was combined with CH, the estimated performance significantly improved. The $R^2$ values increased to 0.830–0.850, and the rRMSE values decreased to 11.94–12.71%. These findings indicate that CH contributes to the estimation of wheat AGB, enhancing the model’s estimate capability. Furthermore, the incorporation of texture features alongside VI further enhanced the results. The $R^2$ values improved to 0.772–0.835, and the rRMSE values decreased to 12.57–14.85%. This suggests that the inclusion of texture features positively influenced the estimation of wheat AGB, enhancing the accuracy of the model. Finally, the comprehensive fusion of VI, CH, and texture features demonstrated a significant improvement in estimating wheat AGB. The $R^2$ values reached 0.845–0.852, and the rRMSE values were 11.84–12.17%. These results indicate that this multi-feature combinations approach can better capture the variability of wheat AGB and provide more accurate estimation results.

Figure 4. AGB estimation accuracy with different feature combinations: (a) $R^2$; (b) rRMSE.
Table 4. AGB estimation accuracy with different feature combinations.

<table>
<thead>
<tr>
<th>Feature Combination</th>
<th>SVR</th>
<th>RR</th>
<th>Lasso</th>
<th>GBRT</th>
<th>RFR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R²</td>
<td>rRMSE (%)</td>
<td>R²</td>
<td>rRMSE (%)</td>
<td>R²</td>
</tr>
<tr>
<td>VIs</td>
<td>0.519</td>
<td>21.31</td>
<td>0.523</td>
<td>21.20</td>
<td>0.552</td>
</tr>
<tr>
<td>VIs + CH</td>
<td>0.849</td>
<td>12.11</td>
<td>0.850</td>
<td>11.94</td>
<td>0.850</td>
</tr>
<tr>
<td>VIs + Texture</td>
<td>0.772</td>
<td>14.85</td>
<td>0.797</td>
<td>13.95</td>
<td>0.831</td>
</tr>
<tr>
<td>VIs + CH + Texture</td>
<td>0.849</td>
<td>12.04</td>
<td>0.851</td>
<td>11.92</td>
<td>0.850</td>
</tr>
</tbody>
</table>

Figures 5 and 6 present scatter plots depicting the estimation of AGB using VIs alone and the combination of VI with CH and texture features, respectively. Upon observing Figures 5 and 6, it is evident that when AGB estimation is performed solely using VI, the scatter plot exhibits significant dispersion. This dispersion indicates a high level of uncertainty in the estimation results when relying solely on VIs. However, when VI is combined with CH and texture features (VIs + CH + Texture), a noticeable improvement is observed in the scatter plot. The scatter plot for VIs + CH + Texture demonstrates a trend closer to the 1:1 solid line, indicating a stronger alignment between the estimated AGB and the measured AGB. The results highlight that the combination of multi-features can improve the accuracy of AGB estimation for wheat and reduce bias in the estimation results.

Figure 5. Scatter plots of AGB estimation using VIs: (a) SVR; (b) RR; (c) Lasso; (d) GBRT; and (e) RFR.

Figure 6. Scatter plots of AGB estimation using VIs + CH + Texture: (a) SVR; (b) RR; (c) Lasso; (d) GBRT; and (e) RFR.
After further research, this study analyzed the importance of each input feature using the built-in algorithm of RFR. The specific results are shown in Figure 7. The analysis results indicate that among the VIs, EXG has the highest importance score, reaching 14.47%. VARI comes next with an importance score of 2.28%, followed by EXGR with an importance score of 0.93%. This result is consistent with the results of PCA, where EXG explains 91.13% of the variance and also obtains the highest score in the feature importance analysis of VIs. For the texture features, regardless of the spectral band, the features Cor, Ent, Hom, and Sec all have relatively high importance scores, all over 1%. Among them, Cor has the highest importance score, exceeding 5% in all cases. Regarding the CH, the results show that it has an importance score of 12.12%, indicating its significant role in estimating AGB of wheat.

Figure 7. Feature importance of VIs, texture features, and CH.

3.2. AGB Estimation at Different Flight Heights

In this study, AGB estimation for wheat was conducted using UAV RGB images captured at flight heights of 30 m, 60 m, and 90 m, as depicted in Figure 8 and Table 5. By way of the comprehensive Tables 4 and 5, along with Figure 8, it becomes apparent that the estimation accuracy gradually decreases with increasing flight height. At a flight height of 30 m, the $R^2$ values range from 0.519 to 0.852, and rRMSE ranges from 11.84% to 21.31%. These results indicate that the images captured at a flight height of 30 m provide relatively high accuracy and estimate ability, demonstrating excellent performance in AGB estimation for wheat. However, at a flight height of 60 m, the estimated $R^2$ values range from 0.438 to 0.837, and rRMSE ranges from 12.41% to 23.35%. In comparison to the 30 m flight height, there is a slight decrease in estimation accuracy. Furthermore, at a flight height of 90 m, the estimated $R^2$ values range from 0.445 to 0.827, and rRMSE ranges from 12.73% to 23.41%. It is evident that at higher flight heights, the AGB estimation results for wheat become less reliable, leading to a further decrease in estimation accuracy.

3.3. AGB Estimation Using Different Machine Learning Algorithms

Figure 9 illustrates the accuracy of various machine learning algorithms for estimating wheat AGB. The figure clearly demonstrates that RFR outperforms other machine learning processes of estimating wheat AGB. Furthermore, RFR exhibits a slightly better performance compared to GBRT.
3.2. AGB Estimation at Different Flight Heights

In this study, AGB estimation for wheat was conducted using UAV RGB images captured at different flight heights: 30 m, 60 m, and 90 m. The estimated $R^2$ values range from 0.445 to 0.827, and the rRMSE ranges from 12.41% to 23.35%. In comparison to the 30 m flight height, there is a slight decrease in estimation accuracy. Furthermore, at a flight height of 30 m, the estimation accuracy gradually decreases with increasing flight height. However, at a flight height of 90 m, the estimated $R^2$ values range from 0.445 to 0.827, and rRMSE ranges from 12.73% to 23.35%. In comparison to the 30 m flight height, there is a slight decrease in estimation accuracy. Furthermore, at a flight height of 90 m, the estimation accuracy gradually decreases with increasing flight height.

Table 5. AGB estimation accuracy at different flight heights (60 m and 90 m).

<table>
<thead>
<tr>
<th>Flight Heights</th>
<th>Feature Combination</th>
<th>SVR $R^2$</th>
<th>rRMSE (%)</th>
<th>SVR $R^2$</th>
<th>rRMSE (%)</th>
<th>Lasso $R^2$</th>
<th>rRMSE (%)</th>
<th>GBRT $R^2$</th>
<th>rRMSE (%)</th>
<th>RFR $R^2$</th>
<th>rRMSE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>60 m</td>
<td>VIs</td>
<td>0.438</td>
<td>23.35</td>
<td>0.446</td>
<td>23.06</td>
<td>0.495</td>
<td>21.99</td>
<td>0.647</td>
<td>18.25</td>
<td>0.637</td>
<td>18.56</td>
</tr>
<tr>
<td></td>
<td>VIs + CH</td>
<td>0.826</td>
<td>13.15</td>
<td>0.813</td>
<td>12.92</td>
<td>0.813</td>
<td>12.93</td>
<td>0.830</td>
<td>12.70</td>
<td>0.833</td>
<td>12.58</td>
</tr>
<tr>
<td></td>
<td>VIs + GLCM</td>
<td>0.614</td>
<td>19.32</td>
<td>0.698</td>
<td>16.94</td>
<td>0.750</td>
<td>15.48</td>
<td>0.830</td>
<td>12.72</td>
<td>0.837</td>
<td>12.43</td>
</tr>
<tr>
<td></td>
<td>VI + CH + GLCM</td>
<td>0.828</td>
<td>13.05</td>
<td>0.827</td>
<td>12.42</td>
<td>0.832</td>
<td>12.28</td>
<td>0.838</td>
<td>12.42</td>
<td>0.837</td>
<td>12.41</td>
</tr>
<tr>
<td>90 m</td>
<td>VIs</td>
<td>0.445</td>
<td>23.41</td>
<td>0.507</td>
<td>21.78</td>
<td>0.537</td>
<td>21.18</td>
<td>0.623</td>
<td>18.99</td>
<td>0.629</td>
<td>18.84</td>
</tr>
<tr>
<td></td>
<td>VIs + CH</td>
<td>0.513</td>
<td>22.22</td>
<td>0.797</td>
<td>13.78</td>
<td>0.797</td>
<td>13.79</td>
<td>0.821</td>
<td>13.09</td>
<td>0.826</td>
<td>12.88</td>
</tr>
<tr>
<td></td>
<td>VIs + GLCM</td>
<td>0.508</td>
<td>22.03</td>
<td>0.685</td>
<td>17.35</td>
<td>0.749</td>
<td>15.46</td>
<td>0.767</td>
<td>14.88</td>
<td>0.765</td>
<td>14.98</td>
</tr>
<tr>
<td></td>
<td>VIs + CH + GLCM</td>
<td>0.554</td>
<td>21.13</td>
<td>0.809</td>
<td>13.34</td>
<td>0.814</td>
<td>13.18</td>
<td>0.818</td>
<td>13.13</td>
<td>0.827</td>
<td>12.73</td>
</tr>
</tbody>
</table>

4. Discussion

4.1. AGB Estimation Using VIs, CH, and Texture Feature Combination

VIs extracted from RGB images are simple and widely used spectral features for analyzing crop phenotypes. However, this study found that relying solely on VIs from RGB images may not accurately estimate wheat AGB. Similar findings were reported by Liu et al. [10], indicating the underestimation of crop AGB when using VIs from RGB images alone. This suggests that VIs from RGB images may not effectively capture the photosynthetic products stored in reproductive organs. The main reason for this limitation is that VIs from RGB images lacks the red-edge and near-infrared bands, which are sensitive to vegetation and have the potential to enhance vegetation vigor contrast [23,38]. Therefore, in this study, the estimation capability of VIs was found to be limited. However, it was
observed that combining VIs with CH and texture features can significantly improve the estimation accuracy of wheat AGB. This finding is consistent with the results reported by Mao et al. [39], which also highlight the importance of combining multiple features to enhance crop AGB estimation accuracy. This is because different features can reflect crop information from different aspects, and the combination of multiple features can complement each other and effectively improve the accuracy of crop AGB estimation [25]. For example, VIs can quantitatively describe crop growth based on the reflectance of vegetation, but they are unable to capture detailed information about vegetation structure and composition [40]. In contrast, texture features can provide detailed information on vegetation characteristics, such as shape, size, and orientation, representing the high-frequency information of the crop [41]. Additionally, CH information can offer insights into the vertical structural information of vegetation, better reflecting the plant’s growth status [16]. Therefore, the combination of VIs, CH, and texture features allows for the utilization of different types of features, leading to improved estimation accuracy [18].

Additionally, this study analyzed the importance of each feature in estimating the AGB of wheat. Among the VIs, EXG obtained the highest importance score, reaching 14.47%. This could be attributed to EXG’s ability to effectively capture the differences between the green and red components in wheat images, providing crucial information about vegetation growth conditions [30]. Among the texture features, Cor exhibited higher importance scores compared to other features, all exceeding 5%. This may be because Cor is used to describe the degree of correlation between pixels in an image, representing pixel value similarity [21]. In wheat images, highly correlated pixels may indicate regions with similar colors and textures, which are related to the morphology and structure of wheat plants. For CH, it serves as an important indicator for assessing factors such as plant growth status and biomass accumulation [16]. Therefore, CH still maintains a substantial importance score of 12.12% in AGB estimation. In conclusion, all types of features have relatively high importance scores. This suggests that VIs, texture features, and crop height play important roles in estimating AGB in wheat.

4.2. Influence of Flight Height on Estimation Accuracy

In UAV remote sensing applications, flight height is a crucial parameter that affects several aspects, including spatial resolution, signal-to-noise ratio, and data acquisition cost [22]. The choice of flight height also has an impact on the estimation results for wheat AGB. This study suggests that a flight height of 30 m outperforms 60 m and 90 m, and this superiority can be attributed to several factors. Firstly, as shown in Figure 10, a flight height of 30 m provides a higher spatial resolution (0.81 cm/pixel) compared to 60 m (1.61 cm/pixel) and 90 m (2.42 cm/pixel). This higher resolution allows for more detailed information and greater accuracy in capturing the growth status and structural characteristics of wheat [4]. In contrast, higher flight heights result in decreased spatial resolution, making it challenging to detect subtle variations in AGB and reducing the accuracy of estimation. Secondly, the choice of flight height also affects the signal-to-noise ratio of the images. At lower flight heights, the camera captures clearer images, minimizing the impact of noise. Additionally, flying at a lower height reduces the distance between the ground and the sensor, mitigating the influence of atmospheric disturbances and enhancing the overall image quality [42]. This study focuses on the common flight altitudes of 30 m, 60 m, and 90 m to cover the range commonly used in practical UAV operations. Based on the results of this study, we have reason to believe that lower flight altitudes will result in higher estimation accuracy. However, it is important to consider the practical aspect of acquiring UAV remote sensing data, which involves cost considerations. Table 6 presents various costs required to complete the flight missions in this study. It is evident that a flight height of 30 m requires more flight time, waypoints, flight path length, and photo storage, thereby increasing the data acquisition cost. The selection of the optimal flight altitude should take into account data requirements, cost-effectiveness, feasibility, and mission objectives to ensure satisfactory results. For example, in crop
breeding research, lower flight altitudes (e.g., 10–30 m) can provide higher image resolution and stronger capabilities in capturing crop details and spatial structures. This is crucial for breeders as they can analyze crop phenotypic features, genetic traits, and growth dynamics more accurately, thereby evaluating crop performance and selecting suitable varieties. In this case, higher estimation accuracy is necessary as even small differences can have a significant impact on crop breeding. However, for large-scale crop monitoring on farms, higher flight altitudes (e.g., 90 m or higher) may be more suitable. Although such altitudes may result in decreased image resolution, the impact of differences may be acceptable for crop monitoring across the entire farm. In this scenario, even with slightly reduced estimation accuracy, it is still possible to assess crop health, fertilization, irrigation needs, and take timely management measures. Therefore, within limited budgets and time frames, choosing higher flight altitudes may be more economical and feasible, while lower flight altitudes may be required for breeding research that demands higher accuracy.

![RGB images at different flight heights (30 m, 60 m, and 90 m)](image)

**Figure 10.** RGB images at different flight heights (30 m, 60 m, and 90 m): (a) 30 m; (b) 60 m; (c) 90 m.

**Table 6.** Acquisition cost required to complete the flight mission at different flight heights (30 m, 60 m, and 90 m).

<table>
<thead>
<tr>
<th>Flight Heights</th>
<th>Resolution (cm/pixel)</th>
<th>Flight Time</th>
<th>Waypoints</th>
<th>Flight Path Length (m)</th>
<th>Photo Storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 m</td>
<td>0.81</td>
<td>12 m 53 s</td>
<td>12</td>
<td>783</td>
<td>122</td>
</tr>
<tr>
<td>60 m</td>
<td>1.61</td>
<td>6 m 39 s</td>
<td>7</td>
<td>404</td>
<td>31</td>
</tr>
<tr>
<td>90 m</td>
<td>2.42</td>
<td>4 m 27 s</td>
<td>4</td>
<td>272</td>
<td>14</td>
</tr>
</tbody>
</table>

4.3. Comparison of Different Machine Learning Algorithms

This study employed three different machine learning algorithms—RFR, GBRT, RR, Lasso and SVR—for estimating wheat AGB. The experimental results demonstrated that both RFR methods outperformed other machine learning methods in estimating wheat AGB, with RFR slightly outperforming GBRT in terms of overall performance. These findings indicate that RFR and GBRT methods effectively utilize information from UAV RGB images, thereby improving the accuracy of wheat AGB estimation. The superiority of RFR and GBRT methods can be attributed to their utilization of ensemble learning based on decision trees, which helps mitigate noise effects by aggregating multiple decision trees [43,44]. Notably, the slight advantage of RFR over GBRT may stem from the additional randomness introduced in the decision tree construction process, which reduces the risk of overfitting [45]. In comparison, SVR has the lowest estimation accuracy in this study, which may be because SVR is more sensitive to data volume and data quality. If there is insufficient data or outliers in the sample, the SVR model may not be able to accurately capture the pattern and trend of the data, resulting in a decrease in estimation accuracy [28]. In addition, the RR and Lasso methods exhibited lower performance in this experiment. This could be attributed to the complex nonlinear relationships between wheat AGB and various environmental factors and remote sensing indices [46,47]. RR and Lasso are based
on linear relationships and perform poorly in regression analysis of nonlinear data [18,33]. In contrast, RFR and GBRT methods are capable of capturing relevant information from UAV RGB images through nonlinear modeling, enabling better estimation of wheat AGB. Furthermore, both RFR and GBRT methods possess advantages in estimating wheat AGB. For instance, they can handle large-scale datasets and exhibit robustness in handling outliers and noise, making them reliable and stable in practical applications [44,45,48].

4.4. Implications and Limitations of the Study

By utilizing a UAV equipped with an RGB camera, this study presents an economical and practical solution for efficiently obtaining wheat AGB information. The flexibility and adaptability of the UAVs allow data collection at different time points and locations, providing timely support for agricultural management decisions [5]. This study effectively improves the accuracy of wheat AGB estimation by combining VIs, CH, and texture features. Compared to methods that solely rely on VIs, the comprehensive analysis combining multiple features enhances the $R^2$ value of the estimation results to 0.810–0.856, thereby more accurately reflecting the wheat AGB situation. Figure 11 illustrates the spatial distribution of wheat AGB estimated by the optimal model. Based on the spatial distribution map, it can be observed that wheat AGB shows an increasing trend with nitrogen application levels. This observation aligns with the mechanism of nitrogen promoting plant growth and nutrient uptake [26]. However, the impact of nitrogen application on biomass is still regulated by various factors. Therefore, in practical production, it is necessary to consider multiple factors comprehensively to improve the efficiency of farmland resource utilization and reduce costs and environmental impacts [22]. Furthermore, this study explores the influence of flight altitude and machine learning algorithms on estimation results. The results indicate that an increase in flight altitude gradually decreases the estimation accuracy, and different machine learning algorithms also have significant effects on estimation precision. This research not only provides estimation results but also offers valuable references for future research and applications.

![Figure 11. Estimated spatial distribution of wheat AGB: (a) heading stages; (b) grain filling stages.](image-url)

However, this study only conducted data collection during the heading and grain filling stages of wheat, without covering other growth stages. This may lead to a partial understanding of wheat AGB variations. Future research should consider incorporating data from other growth stages to improve the model’s applicability and gain a more...
comprehensive understanding of changes in wheat AGB. Furthermore, this study was conducted only in Xinxing County, Henan Province. Different regions may have varying soil types and climate conditions, which play a crucial role in estimating AGB of crops. Firstly, different soil types possess distinct nutrient content, texture, and water retention capacity, directly influencing crop growth and AGB accumulation. Secondly, climate factors such as rainfall distribution, temperature variations, and sunshine hours are closely associated with crop growth and development. Therefore, when extrapolating this research method to actual farmland, it is essential to acknowledge the influence of these factors on estimation results and make corresponding adjustments and corrections. By collecting more extensive data and conducting field validation in diverse soil types and climate conditions, the applicability and accuracy of this research method can be further evaluated. This will provide more specific and accurate guidance for practical agricultural decision-making.

5. Conclusions

This study aimed to estimate wheat AGB using UAV RGB images and investigate the impact of various factors, including the combination of VIs with CH and texture features, flight height, and machine learning algorithms, on the accuracy of AGB estimation. The following conclusions can be drawn from the study:

1. Combining VIs with either CH or texture features improves the accuracy of AGB estimation compared to using VI alone. The highest accuracy was achieved when combining VI, CH, and texture features (VI + CH + texture) for wheat AGB estimation.
2. Flight height has a significant influence on the accuracy of AGB estimation. A flight height of 30 m resulted in higher accuracy. However, flight heights of 60 or 90 m can significantly reduce the acquisition costs of the flight mission. The choice of flight height should be based on specific mission requirements.
3. The selection of machine learning algorithms is crucial for wheat AGB estimation. In this study, the RFR algorithm outperformed other machine learning algorithms, leading to higher accuracy in AGB estimation.

In summary, the multi-feature combinations, appropriate flight height selection, and the use of effective machine learning algorithms can significantly enhance the accuracy of UAV remote sensing technology for estimating wheat AGB. These findings provide valuable insights and guidance for the application of UAV remote sensing technology in agricultural practices.
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