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Abstract: Pest counting, which predicts the number of pests in the early stage, is very important because it enables rapid pest control, reduces damage to crops, and improves productivity. In recent years, light traps have been increasingly used to lure and photograph pests for pest counting. However, pest images have a wide range of variability in pest appearance owing to severe occlusion, wide pose variation, and even scale variation. This makes pest counting more challenging. To address these issues, this study proposes a new pest counting model referred to as multiscale and deformable attention CenterNet (Mada-CenterNet) for internal low-resolution (LR) and high-resolution (HR) joint feature learning. Compared with the conventional CenterNet, the proposed Mada-CenterNet adopts a multiscale heatmap generation approach in a two-step fashion to predict LR and HR heatmaps adaptively learned to scale variations, that is, changes in the number of pests. In addition, to overcome the pose and occlusion problems, a new between-hourglass skip connection based on deformable and multiscale attention is designed to ensure internal LR and HR joint feature learning and incorporate geometric deformation, thereby resulting in improved pest counting accuracy. Through experiments, the proposed Mada-CenterNet is verified to generate the HR heatmap more accurately and improve pest counting accuracy owing to multiscale heatmap generation, joint internal feature learning, and deformable and multiscale attention. In addition, the proposed model is confirmed to be effective in overcoming severe occlusions and variations in pose and scale. The experimental results show that the proposed model outperforms state-of-the-art crowd counting and object detection models.
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1. Introduction

Pest images captured with a light trap have a wide range of variability in pest appearance owing to severe occlusion, pose variation, and even scale variation. In particular, when a large number of pests are caught in a trap, they stick to each other and are obscured by other pests. The posture of pests change in various ways. For example, their wings may be folded or unfolded. Pest wings can be clipped, distorting their shape. Moreover, pests appear similar because they have similar textures and colors. The number of pests can vary significantly. These issues make it difficult to distinguish them. Figure 1 shows an example of pest images captured using a light trap. The pest counting problem, which aims to predict the number of pests from a pest image, is extremely challenging because of pose variation, changes in the number of pests, occlusion, and similar appearance in color and texture.
which predicts a density map to determine the number of objects in an image. Figure 2 shows an example of detected bounding boxes with an object detector and a density map predicted with a crowd counter. Thus far, these two approaches have been applied separately, depending on the number of objects, such as cars and pedestrians. In the case of a significantly large number of objects, crowd counting is used; in the opposite case, object detection is chosen. However, the number of pests varies greatly, as shown in Figure 1. This raises the question of which approach is more suitable for trap-based pest counting. To the best of our knowledge, little research has been conducted on this topic thus far.

**Figure 1.** Example of pest images captured using a light trap. Pose variation, occlusion, shape distortion, changes in the number of pests, and similar appearance in color and texture make it difficult to distinguish pests. Therefore, the pest counting problem is extremely challenging.

Two approaches can be considered for pest counting [1]. One is object detection, which localizes bounding boxes from the pest image, and the other is crowd counting, which predicts a density map to determine the number of objects in an image. Figure 2 shows an example of detected bounding boxes with an object detector and a density map predicted with a crowd counter. Thus far, these two approaches have been applied separately, depending on the number of objects, such as cars and pedestrians. In the case of a significantly large number of objects, crowd counting is used; in the opposite case, object detection is chosen. However, the number of pests varies greatly, as shown in Figure 1. This raises the question of which approach is more suitable for trap-based pest counting. To the best of our knowledge, little research has been conducted on this topic thus far.

**Figure 2.** Object detection (left) vs. crowd counting (right). Which approach is better for trap-based pest counting? Thus far, little research has been conducted on this.

In this study, the two approaches mentioned above were tested and compared for trap-based pest counting. To the best of our knowledge, this was attempted for the first time. In addition, to overcome challenging problems, such as pose variation, occlusion, and similar appearance, a new pest-counting model, referred to as multiscale and deformable attention CenterNet (Mada-CenterNet), is proposed.
1.1. Proposed Mada-CenterNet vs. Conventional CenterNet

The new Mada-CenterNet is an extremely advanced version of the conventional CenterNet [2] optimized for trap-based pest counting. The first reason for choosing CenterNet as a base model for pest counting is that it is viewed as a hybrid approach combining bounding box localization and density map generation. Unlike existing object detectors, such as Faster R-CNN [3] and RetinaNet [4], which focus on predicting parameters related to bounding boxes via a regression function, CenterNet additionally exploits heatmaps that contain white colors to indicate the centroids of pests. Notably, heatmap generation is similar to the density map generation widely used for crowd counting. The minor difference is that the centroids of pests still have white colors to maintain the peak values for more accurate localization after Gaussian filtering. This heatmap generation can alleviate severe occlusions and wide pose variation problems more robustly than conventional object detectors. Therefore, hypothetically, the hybrid approach, CenterNet, is more suitable for trap-based pest counting than other object detection and crowd counting models. The second reason is that CenterNet is reported to outperform state-of-the-art object detection models in terms of speed and accuracy for object detection datasets (for example, the COCO dataset [5]). However, the following aspects of CenterNet must be revised for trap-based pest counting:

- First, CenterNet predicts only a single-scale heat map. However, as shown in Figure 1, the number of pests can vary significantly, depending on the timing of pest outbreaks. Large variations in the number of pests can cause scale problems. That is, when the number of pests is small, a small-scale heatmap is more effective and sufficient for pest counting, and vice versa, a large-scale heatmap is required to handle severe occlusion and wide pose variation problems. Therefore, CenterNet must adopt a multiscale heatmap generation approach. To this end, in the proposed Mada-CenterNet, low-resolution (LR) and high-resolution (HR) backbones are constructed for small-scale guided heatmap generation in a two-step fashion;

- Second, CenterNet uses stacked hourglasses as the backbone. However, information does not flow between the stacked hourglasses. The internal LR and HR features produced inside the hourglasses are hypothesized to be jointly learned, thereby boosting the discriminative power of the hourglasses. In the proposed Mada-CenterNet, a new between-hourglass skip connection is designed based on deformable and multiscale attention to transfer internal LR feature information to the HR hourglass. This approach helps to generate more accurate HR heatmaps and increase the pest counting accuracy. In other words, a new LR and HR joint feature learning is proposed for Mada-CenterNet;

- Third, because CenterNet was developed for object detection datasets with mild pose variation and occlusion, it excludes geometric transformation. However, as shown in Figure 1, pest images can exhibit large pose variations and severe occlusions. To address these problems, the conventional CenterNet should consider geometric transformation to enhance the internal LR and HR features. In the proposed Mada-CenterNet, deformable convolution is newly adopted in the between-hourglass skip connection to be applied to the internal LR features that are jointly learned with internal HR features through multiscale attention, thereby focusing on more attentive areas and boosting the joint feature learning for more accurate pest counting.

1.2. Our Contributions

The contributions of this paper are twofold. First, there are numerous object detection models for pedestrians and cars, but few have been designed for trap-based pest counting. In this study, we proposed a new Mada-CenterNet optimized for trap-based pest counting. In particular, we present a pest counting model that can overcome challenging problems, such as pose variation, occlusion, and similar appearance. Second, our dataset and source codes will be accessible to the public, making it easier to develop trap-based pest counting by applying transfer learning. Moreover, the experimental results confirmed that the
proposed model outperformed existing state-of-the-art (SOTA) models, indicating that the proposed model will become a baseline for trap-based pest counting. Our codes and dataset can be downloaded from https://github.com/cvmllab (accessed on 28 July 2023).

2. Related Works

Trap-based pest counting techniques can be broadly classified into two categories [1]. One is crowd counting, and the other is object detection. Crowd counting, which is also referred to as counting approaches by regression (or density estimation), predicts the density map where all pixels sum up to the number of pests, and object detection localizes the bounding boxes surrounding the pests. The number of detected bounding boxes is identical to that of pests in the image. This is the main difference between crowd counting and object detection methods. Figure 3 shows examples of the predicted density map and detected bounding boxes. In the upper right image, the generated density map is shown, where red indicates higher density areas and dark blue indicates lower density areas. In the density map, the sum of all pixels is equal to the number of pests. In the bottom right image, the detected bounding boxes overlap on the input image.

![Figure 3](https://example.com/figure3.jpg)

**Figure 3.** Trap-based pest counting using density estimation and object detection approaches.

### 2.1. Density Estimation Approach for Pest Counting

In pest images, pests cling to each other and are obscured by other pests. Similarly, in crowded images, people are too close together and obscured by others. Therefore, because the pest-counting problem is similar to the crowd counting problem, crowd counting approaches can be considered for trap-based pest counting. Traditional object detection based on bounding box localization is unsuitable for crowd counting. Therefore, counting approaches using regression and density estimation have been developed. Classical crowd counting approaches [1] treat the counting problem as a regression problem to directly predict the crowd number from handcrafted image features or indirectly estimate the crowd number from the generated density map. Recently, counting via density estimation using deep convolutional neural networks (DCNNs) has become mainstream. Starting with CrowdNet [6], its multiscale and refinement variants, such as MCNN [7], SANet [8], and ICCNet [9], which utilize different kernels and density maps in size, are introduced. These multiscale approaches can handle scale variations of people. More recently, kernel-based density map generation (KDMG) [10] that learns optimal kernels and updates the density map adaptively has shown outstanding performance.
2.2. Object Detection Approach for Pest Counting

The object detector determines the locations of the objects in the image. In general, two types of object detectors are used. One is a sliding window approach, and the other is a region proposal approach. The sliding window approach moves a sliding window along a raster scanning direction and determines whether an object is contained in the window, whereas the region proposal approach generates a thousand bounding box candidates while merging super-pixels based on similarity in a bottom-up grouping manner. Handcrafted features, such as histogram of gradients (HOG) [11] and scale invariant feature transform (SIFT) [12], are extracted, and a support vector machine (SVM) [13] is trained to classify the candidates. Popular region proposals include selective search [14] and edge boxes [15]. However, these feature extractors are dependent on computer vision applications and are also limited in generating rich and discriminative features.

A recent trend is to use DCNN-based object detectors when large amounts of training data are available. DCNN-based object detectors can be divided into YOLO and RCNN families. The YOLO family is a single-shot detector that directly localizes bounding boxes from a full image using a regression model, and thus it is computationally efficient. Popular models include YOLO [16] and SSD [17]. The YOLO model enables real-time object detection, and the SSD model can handle objects in various sizes using multiple feature maps at different resolutions. The RCNN family is a two-stage detector that requires both region proposal and classifier learning. After RCNN, which is the earliest model, more advanced versions, such as Faster RCNN [3], Mask RCNN [18], and Cascaded RCNN [19], have been developed. In the RCNN, training is a multistage pipeline, and object detection is slow. To overcome these drawbacks, ROI pooling and RPN were developed and inserted into the Fast R-CNN and Faster R-CNN, respectively. Furthermore, instance segmentation was incorporated into the Faster R-CNN to construct the Mask R-CNN. The cascaded R-CNN addresses a noisy detection problem owing to an intersection over union (IoU) threshold. Further details are provided in the literature [19].

2.3. Trap-Based Pest Counting Approach

Although pest and fruit counting methods, such as MagoNet [20], InsectNet [21], and RPSN [22] exist, in this study, we concentrated on trap-based pest counting approaches. This is because most fruit and leaf image datasets have a simple background or mild occlusion and a narrow variation in their shape, which is considerably different from our pest datasets, as already discussed with Figure 1. With the advent of deep learning, moth detection [23] using a sliding window and trained classifier was introduced. Although this approach uses the DCNN, it still adopts a sliding window approach, and end-to-end learning is not realized for moth counting. Moreover, patch-based detection was conducted, implying that it is vulnerable to pest scale problems. Recently, PestNet [24] was introduced to first deal with large-scale pest detection, where channel and spatial attention are incorporated into the backbone to boost deep features, and a region proposal network is used with a position-sensitive score map to encode position information. However, the main architecture of PestNet is borrowed from Faster RCNN [3]. Pest-YOLO [25] was proposed to improve the YOLOv4, where a new confidence loss was designed to effectively solve the problem of hard samples. However, the performance of Pest-YOLO was slightly improved compared to YOLOv4. Our experiment confirmed that the performance of Faster R-CNN and YOLO was inferior to that of CenterNet. Therefore, a more advanced pest counting model is required.

3. Background

Because the proposed Mada-CenterNet is regarded as an extremely advanced version of the conventional CenterNet [2], an introduction to the background of CenterNet is necessary. CenterNet has proven powerful performance for object detection. Furthermore, it outperforms state-of-the-art object detection models such as Faster RCNN and RetinaNet in terms of speed and accuracy. Figure 4 demonstrates the architecture of the CenterNet
model. As shown in Figure 4, the CenterNet model uses two hourglasses as backbones for feature extraction and predicts three types of maps: heatmaps, offset maps, and bounding box maps. The two hourglasses are arranged in series and have the same scales in the feature domain. Unlike the conventional two-stage and single-shot object detectors, CenterNet requires to additionally predict two heatmaps with the same scale that are filled with white colors to indicate the centroids of the objects in the input image. Indeed, the centroids of the objects are identical to those of the bounding boxes that surround them. The centroid is referred to as the keypoint in [2].

\[
I \in \mathbb{R}^{W \times H \times 3}
\]

\[
Y \in [0, 1]^{[W/R] \times (H/R) \times C}
\]

where \(I\) denotes the input pest image, and \(Y\) denotes the heatmap. \(W\) and \(H\) denote the width and height of the input image, respectively. \(R\) denotes the stride used to determine the resolution of the heatmap, and \(C\) denotes the number of object classes. \(Y\) has a value of one for the keypoints and zero for other pixel locations.

\[
Y = \sum_{k \in \Omega} \delta(x - x_k) \otimes G
\]

Figure 4. Architecture of the conventional CenterNet for trap-based pest counting.

Gaussian filtering is applied at the keypoints to smooth the heatmap \((Y)\), according to Equation (3). Here, \(\delta\) denotes the delta function, and \(G\) denotes the Gaussian filter. \(\otimes\) denotes the convolution operation, and \(k\) denotes the keypoint. The generation of the heatmap is similar to that of the density map, which has been widely used for crowd counting [7]. However, a significant difference is observed between them. Compared with the density map, the pixel values at the keypoints in the heat map, which correspond to the white colors, remain unchanged after Gaussian filtering. Therefore, the summation of the heatmap is not equal to the number of pests in the pest image. The purpose of using the heatmap is to localize the centroids of the objects in the pest image. Therefore, the peak values should be maintained to effectively determine the keypoints with the brightest colors.

To train the CenterNet, a total loss function is defined as follows:

\[
\mathcal{L} = \mathcal{L}_h + \lambda_b \mathcal{L}_b + \lambda_o \mathcal{L}_o
\]

\[
\mathcal{L}_h = -\frac{1}{N} \sum_{k=1}^{N} \left\{ \begin{array}{ll}
\left(1 - \hat{Y}(k)\right)^{\alpha} \log \left(\hat{Y}(k)\right) & \text{if } Y(k) = 1 \\
\left(1 - \hat{Y}(k)\right)^{\beta} \left(\hat{Y}(k)\right)^{\alpha} \log \left(1 - \hat{Y}(k)\right) & \text{otherwise}
\end{array} \right.
\]

\[
\mathcal{L}_b = \frac{1}{N} \sum_{k=1}^{N} \left| \hat{S}_k - S_k \right|
\]

\[
\mathcal{L}_o = \frac{1}{N} \sum_{k=1}^{N} \left| O_k - \left( \frac{k}{R} - \tilde{k} \right) \right| \text{ where } \tilde{k} = \left[ \frac{k}{R} \right]
\]
\( \mathcal{L}_h, \mathcal{L}_b, \) and \( \mathcal{L}_o \) calculate the prediction errors for the ground-truth heatmap, bounding box map, and offset map. First, to model a loss function for the heatmap, the focal loss, which is a variant of cross-entropy, is used to address the class imbalance problem during training, as shown in Equation (5). Here, \( \hat{Y} \) denotes the predicted heatmap, and a prediction \( Y(k) = 1 \) corresponds to the \( k \)-th keypoint in the ground-truth heatmap. \( N \) denotes the total number of keypoints in the input image. The focal loss downweights the loss for well-classified examples and focuses more on difficult, misclassified examples. In Equation (5), \( \alpha \) and \( \beta \) are set to 2 and 4, respectively. Second, in Equation (6), \( S_k \) contains the width and height of the ground-truth bounding box at the \( k \)-th keypoint, and \( \hat{S}_{p_k} \) is the predicted bounding box map that has the same size as \( \hat{Y} \), but the number of channels is two. Thus, \( \mathcal{L}_b \) is the sum of the errors between the predicted and ground-truth bounding boxes. Third, \( \mathcal{L}_o \) is required to reflect the discretization errors caused by downsampling at a ratio of \( R \). In Equation (7), the parentheses imply rounding off to obtain an integer pixel location, and \( \hat{O}_k \) denotes the offset map that has the same size as \( \hat{S}_{p_k} \) and contains offsets for 2D pixel coordinates. In Equation (4), \( \lambda_b \) and \( \lambda_o \) denote weights that are set to 0.1 and 1, respectively.

To reduce the total loss in Equation (4) iteratively, gradient-based optimizers \[26\] can be used. In the test phase, max pooling is first applied to the heatmap, which is predicted by the latter hourglass, to remove noise and determine the keypoints with the brightest colors. Subsequently, at the keypoints, bounding boxes are detected using the offset and bounding box maps. Therefore, in the case of CenterNet, locating the keypoints is crucial, resulting in an increase in pest counting accuracy.

4. Proposed Mada-CenterNet for Trap-Based Pest Counting

The conventional CenterNet has certain drawbacks. As shown in Figure 4, the two hourglasses have the same scale in the feature domain. In addition, feature information does not flow between them. Moreover, geometric deformation is not considered. In the case of trap-based pest counting, severe occlusion, wide pose variation, and changes in the number of pests can appear in pest images, as shown in Figure 1. To cope with these problems, conventional CenterNet must be advanced. Thus, a multiscale and deformable model based on internal multiscale joint feature learning is required for a more accurate pest counting.

The architecture of the proposed Mada-CenterNet to incorporate deformable and multiscale attention based on internal LR and HR multiscale joint feature learning is illustrated in Figure 5; noticeable differences exist compared to Figure 4. First, a between-hourglass skip connection, which is drawn with thick red lines in Figure 5, is newly constructed. The internal LR features produced inside the LR hourglass flow into the HR hourglass via the between-hourglass skip connection to realize deformable and multiscale attention. This design enables the transfer of internal LR feature information into the HR hourglass and focuses on more important areas in the HR feature domain, thereby alleviating pose deformation and occlusion problems. Second, the internal multiscale features of the LR and HR hourglasses are extracted and fused in the proposed Mada-CenterNet. As shown in Figure 5, LR and HR hourglasses are used as the LR and HR feature extractors, respectively. In pest images, the number of pests varied widely. In the case of a small number of pests, extracting small-scale features and predicting small-scale heat maps are more efficient and sufficient. In the opposite case, larger features are required owing to occlusion. Through the proposed between-hourglass skip connection, the LR hourglass provides small-scale internal features to the HR hourglass for multiscale-based attention, thereby boosting the discriminative power of the HR hourglass. In other words, the LR hourglass plays the role of a teacher network to transfer internal LR feature knowledge to the HR hourglass. Therefore, the proposed Mada-CenterNet can adapt to the number of pests in the input image, thereby alleviating the scaling problem and increasing the discriminative power of the HR hourglass. Third, geometric deformation is incorporated into the between-hourglass skip connection, where internal LR features are sampled to
determine more discriminative LR features and jointly learn HR features, agnostic to pest occlusion and pose variation. This approach can enhance internal multiscale joint feature learning more effectively, thereby improving the pest counting accuracy.

Figure 5. Proposed Mada-CenterNet for trap-based pest counting.
The proposed Mada-CenterNet largely consists of an LR hourglass, upsampling feature transformation, global residual skip connection, and input feature fusion between-hourglass skip connection based on deformable and multiscale attention for internal multiscale joint feature learning and an HR hourglass.

4.1. Prediction of LR Maps

The input pest image is first embedded into the LR feature domain through the convolution and residual blocks and then fed into the LR hourglass for deep feature extraction.

\[
F_{LR}^s = f_{RB} \circ CB(I_{HR})
\]

where \( I_{HR} \) denotes the pest color image, and \( f_{RB} \) and \( f_{CB} \) denote the residual and convolution blocks, respectively. Symbol \( \circ \) is a composite function, and \( H_{LR} \) denotes the LR hourglass. \( F_{LR}^c \) and \( F_{LR}^d \) correspond to shallow and deep features, respectively, before and after passing through the LR hourglass.

To map deep features \( F_{LR}^d \) to LR predictions, three types of maps, one convolution block, and one convolution operation, are additionally applied.

\[
\tilde{F}_{LR}^p = \{ \tilde{F}_{LR}^H, \tilde{F}_{LR}^O, \tilde{F}_{LR}^B \} = f_{CB} \left( F_{LR}^d \right)
\]

\[
\tilde{F}_{LR}^H, \tilde{F}_{LR}^O, \text{ and } \tilde{F}_{LR}^B \text{ correspond to the predicted LR heatmap, offset map, and bounding box map, respectively. To train the three types of LR maps, a new LR loss function is defined as follows:}
\]

\[
\mathcal{L}(\tilde{F}_{LR}^p) = \mathcal{L}(\tilde{F}_{LR}^H) + \lambda_{LR}^o \mathcal{L}(\tilde{F}_{LR}^O) + \lambda_{LR}^b \mathcal{L}(\tilde{F}_{LR}^B)
\]

\[
\mathcal{L}(\tilde{F}_{LR}^H) = -\frac{1}{N} \sum_k \left\{ \begin{array}{ll}
\left(1 - \tilde{F}_{LR}^H(k)\right)^\alpha \log \left(\tilde{F}_{LR}^H(k)\right) & \text{if } F_{LR}^H(k) = 1 \\
\left(1 - \tilde{F}_{LR}^H(k)\right)^\beta \log \left(1 - \tilde{F}_{LR}^H(k)\right) & \text{otherwise}
\end{array} \right.
\]

\[
\mathcal{L}(\tilde{F}_{LR}^O) = \frac{1}{N} \sum_k \left| F_{LR}^O(k) - \tilde{F}_{LR}^O(k) \right|
\]

Here, \( \tilde{F}_{LR}^B \) stores the width and height of the bounding box map at the keypoint, and \( \tilde{F}_{LR}^H \) has offset information. \( \tilde{F}_{LR}^O \) and \( \tilde{F}_{LR}^H \) have the same number of channels, that is, two. \( \tilde{F}_{LR}^B \) is grayscale map because the pest captured by the trap includes only one species. \( \lambda_{LR}^b \) and \( \lambda_{LR}^o \) are set to 0.1 and 1, respectively.

To generate the ground-truth LR heatmap, the HR bounding boxes are first scaled down according to stride \( R \), and then LR keypoints are redefined. The newly rendered LR heatmap has white colors at the redefined keypoints. Subsequently, Gaussian filtering is applied to blur the LR heatmap, according to Equation (3). Here, notably, the white colors are not unchanged after Gaussian filtering to maintain the peaks, enabling easy determination of the keypoints. This is the main difference between the heatmap and the density map. An offset map is created using discretized centroids of LR bounding boxes.

4.2. Upsampling Feature Transformation

The deep features output by the last convolution block behind the LR hourglass and the three predicted types of maps are exploited to predict the HR maps more accurately.
However, a scale mismatch exists between the LR and HR maps. Therefore, feature scaling must be performed.

$$F_{HR}^u = f_{UB}(F_{LR}^p) = \left\{F_{LR}^H, F_{LR}^O, F_{LR}^B \right\}$$ \hspace{1cm} (15)

$$F_{HR}^{in} = f_{UB} \circ f_{CB}(F_{LR}^i)$$ \hspace{1cm} (16)

Here, $f_{UB}$ denotes the upsampling block consisting of upsampling and convolution layers used to enlarge the feature maps. In this study, bicubic interpolation is used to implement the upsampling layer.

### 4.3. Global Residual Skip Connection and Input Feature Fusion

A better approach would be for the HR hourglass to utilize the information about the input pest images. To this end, a global residual skip connection (GRKC) is considered. In this study, residual and convolution blocks are used to design GRKC, as shown in Figure 5. Through GRKC, visual information of the input pest image can be transferred to the HR hourglass.

$$F_{HR}^{grkc} = f_{RB} \circ f_{CB} \circ f_{CONCAT}(F_{HR}^{in}, F_{HR}^{up}, F_{HR}^{grkc})$$ \hspace{1cm} (17)

$F_{HR}^{grkc}$ represents the output feature map of GRKC, and $f_{CONCAT}$ represents the concatenation for feature fusion. In Equation (17), the upsampled LR feature maps, including the LR heatmap, offset map, and bounding box map, are fused with the input pest image in the feature domain, making the input features richer and more discriminative.

### 4.4. Between-Hourglass Skip Connection Based on Deformable and Multiscale Attention

Fused input features, $F_{HR}^i$, contain the three predicted types of LR maps, and the goal of the HR hourglass is to predict the corresponding HR maps from $F_{HR}^i$. Therefore, fused input features, $F_{HR}^i$, help to improve the performance of the HR map prediction. In addition, the architecture of the LR hourglass is the same as that of the HR hourglass. Only the sizes of the internal feature maps are different. Unlike the conventional CenterNet, in this study, the LR hourglass was connected to the HR hourglass via a between-hourglass skip connection, as shown by the red lines in Figure 5. In other words, the internal LR features produced inside the LR hourglass were fed into the HR hourglass to be jointly learned with the internal HR features. To fuse the internal LR and HR features at different scales, deformable and multiscale attention was designed. Figure 6 illustrates the detailed architecture of the proposed between-hourglass skip connection, built based on deformable convolution and multiscale attention for internal multiscale joint feature learning.

---

**Figure 6.** Proposed between-hourglass skip connection based on deformable and multiscale attention for internal multiscale joint feature learning.
4.4.1. Internal LR Feature Deformation

The standard convolution extracts local features with many filters in the DCNN and has shown to exhibit a powerful performance for feature learning, particularly for computer vision problems. However, the standard convolution has an inherent limitation in modeling geometric deformation, because it can only extract local features at regular grids from the center of the filter to be slid. To this end, deformable convolution was devised. Unlike the standard convolution, deformable convolution adds 2D offsets to regular grids in the standard convolution, thereby enhancing the DCNN capability of modelling geometric transformation.

The pest images captured in a light trap, which were targeted in this study, have severe occlusion and wide pose variation. Deformable convolution is considered to model geometric deformation. In the proposed Mada-CenterNet, deformable convolution is inserted into the between-hourglass skip connection to apply geometric deformation to the internal LR features, as shown in Figure 6.

\[
F_{LR}^{H(\ell)} = f_{DC}(H_{LR}(F_{LR}^{s}))
\]  

(18)

Here, \(H_{LR}^{\ell}\) indicates the output feature maps at the \(\ell\)-th residual block (RB) in the LR hourglass, and \(f_{DC}\) denotes the deformable convolution. In the LR hourglass, \(f_{DC}\) is not applied to the first and last two RBs because of the computational complexity during multiscale attention. Equation (18) indicates that the LR hourglass produces the deformed version \(F_{LR}^{H(\ell)}\) of the internal LR feature map, \(H_{LR}^{\ell}\). Deformed LR features, \(F_{LR}^{H(\ell)}\), are transferred to the HR hourglass for internal multiscale attention fusion.

4.4.2. Internal LR Feature-Guided Multiscale Attention

The details of multiscale attention for internal LR and HR feature fusion are shown in Figure 7. Unlike the original attention model in Transformer [27], three types of inputs, key (K), query (Q), and value (V), are visual feature maps, and K has a different scale than Q and V. In other words, K is small scale and takes linearly transformed internal LR features, \(F_{LR}^{H(\ell)}\), as the input. In addition, K represents deformed LR features. In contrast, Q and V are large scale. The internal HR feature maps are assigned to Q and V after applying linear transformation. In this study, scaled dot-product attention [27] was chosen to implement multiscale attention. In Figure 6, the HR hourglass follows the encoder–decoder framework and, thus, multiscale attention is implemented slightly differently depending on the encoder and decoder.

For the encoder of the HR hourglass, multiscale attention is designed as follows:

\[
Q = V = F_{HR}^{H(\ell)} = \mathcal{M}(H_{HR}^{\ell}(F_{HR}^{s}))
\]  

(19)

\[
K = \mathcal{M}(F_{LR}^{H(\ell)})
\]  

(20)

\[
\text{Attention}^{encoder}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)V
\]  

(21)

where \(H_{HR}^{\ell}\) indicates the output feature maps at the \(\ell\)-th RB in the HR hourglass. Similar to the LR hourglass, the first two and last three RBs are excluded from the multiscale fusion. In Equation (19), input feature map, \(F_{HR}^{s}\), passes through the HR hourglass, followed by linear transformation, \(\mathcal{M}\), to produce internal HR features, \(F_{HR}^{H(\ell)}\), that are then assigned to Q and V. Similarly, deformed internal LR features, \(F_{LR}^{H(\ell)}\), are assigned to K after linear transformation, \(\mathcal{M}\), as shown in Equation (20). Scaled dot-product attention is used to implement the multiscale attention of the encoder. In Equation (21), \(d_k\) denotes the dimension of K, and softmax represents the softmax function used to calculate weights between 0 and 1. Here, deformed internal LR features, \(F_{LR}^{H(\ell)}\), are used to calculate the similarity...
matrix, \( QK^T \), and determine the LR features that are more important for pest counting. In other words, it serves as a guide for learning weights for internal HR features, \( F_{HR}^{H(ℓ)} \).

\[ \text{Attention}^{\text{decoder}} (Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right) V + S \]  

(22)

Here, \( S \) represents the internal HR features transferred by the encoder via within-hourglass skip connection, as shown in Figure 6, and then added to the scaled dot-product attention result.

In the proposed multiscale attention, internal LR features are jointly learned with internal HR features via between-hourglass skip connection. The internal LR features serve as a guide for enhancing the internal HR features. Compared with other vision transformers (VTs) [28,29], in this study, two types of internal LR and HR features, which are outputs of two backbones, were learned jointly based on scaled dot-product attention. Notably, the internal LR features were deformed to be more robust to pest occlusion and wide pose variation, enabling the internal HR features to be more discriminative. Other VTs use only one backbone; thus, the two types of internal multiscale features were not considered. This is a key difference between the proposed multiscale attention and other VTs.

4.5. Prediction of HR Maps

Internal HR features can be made more discriminative through the proposed multiscale attention, where the deformed internal LR features are jointly learned with the internal HR features to focus on the more important areas in the feature domain. The output features of the HR hourglass pass through the convolution block and are then transformed into final prediction HR maps.

\[ \hat{F}_{HR}^p = \left\{ \hat{F}_{HR}^H, \hat{F}_{HR}^O, \hat{F}_{HR}^B \right\} = f_C \circ f_{CB} \left( F_{HR}^d \right) \]  

(23)

---

**Figure 7.** Deformed internal LR feature-guided multiscale attention.
Here, $F_{HR}^l$ represents the output feature map of the HR hourglass, and $F_{HR}^H$, $F_{HR}^O$, and $F_{HR}^B$ correspond to the predicted HR heatmap, offset map, and bounding box map, respectively.

To train the HR maps, a HR loss function is defined as follows:

$$L(F_{HR}^p) = L(F_{HR}^H) + \lambda_{HR} F_{HR}^O + \lambda_{HR} F_{HR}^B$$  \hspace{1cm} (24)$$

The HR loss function is the same as the LR loss function in Equation (4), except that the predicted LR maps $F_{LR}^p$ of the loss function are replaced with predicted HR maps $F_{HR}^p$. Once again, the white colors in the ground-truth HR heatmap remain unchanged after Gaussian filtering to maintain the peak values, enabling the easy determination of keypoints. This is the key difference between the heatmap and the density map. $\lambda_{HR}^I$ and $\lambda_{HR}^O$ are set to 0.1 and 1, respectively.

5. Experimental Results

In this study, two types of pests that mainly harm soybean were captured with a light trap and used as training and test datasets for pest counting. One was Spodoptera exigua, and the other was Spodoptera litura. The total number of pests was 4462. The average image resolution and average density were 2980 × 2970 and 21.35, respectively. The data augmentation technique, which includes flip, contrast, brightness, and saturation, was applied to generate synthetic pest images. The dataset was divided into training and test datasets using random sampling. The ratio of the training to test datasets was 7:3. In this study, the validation dataset was the same as the test dataset. Adam [26] was used as the optimizer, and the batch size was four. The number of epochs was 100, and the learning rate was set to 0.001. PyTorch was used as the deep learning framework. Input pest images had a fixed size of 512 × 512, and stride $R$ was set to four for downsampling. All methods were tested on the same dataset to ensure a fair comparison.

5.1. Verification for Multiscale Approach

To verify the effectiveness of the multiscale heatmap generation approach, the LR and HR heatmaps were compared. Because these heatmaps include white colors at the keypoints, visually comparing the LR and HR maps was easy. However, other the offset and bounding box maps were not compared because of the absence of texture patterns in those maps. Figure 8 shows the ground-truth and predicted LR and HR heatmaps. In Figure 8, the numbers in parentheses above the heatmaps correspond to the number of pests. In Figure 8, the LR heatmaps were resized with bicubic interpolation for visual comparison such that the image size is the same as that of the HR heatmaps. Owing to the upsampling effect, the LR heatmaps are blurry at the keypoints. As shown in the upper part of Figure 8, where the number of pest images is relatively small, the predicted pest count from the LR heatmap was as accurate as that from the HR heatmap. This was possible because the occlusion was not severe. This indicates that the small-scale LR heatmap predictions were sufficient for pest counting. However, in the opposite case, the accuracy of the LR heatmap was lower than that of the HR heatmap. This was because the downsampling caused pixel information to be lost, exacerbating the occlusion problem. To address this scale issue, a multiscale approach was adopted in this study for the LR and HR map prediction. In a two-step process, small-scale LR maps were first predicted and used as side information to generate the corresponding large-scale HR map more accurately.
were calculated as follows:

\[ AE_{i \in \{HR, LR\}} = \left| p\left(F_i^H\right) - p\left(F_i^L\right) \right| \]  \hspace{1cm} (25)

Here, \( i \) indicates one of the HR and LR heatmaps, and \( F_i^H \) and \( F_i^L \) represent the predicted and ground-truth heat maps, respectively. \( p \) calculates the number of pests by localizing the keypoints and detecting the bounding boxes from the given heatmap. Therefore, \( AE \) is the absolute difference between the predicted and measured number of pests. For reference, keypoint localization was conducted based on max pooling, and the bounding boxes were detected using the offset and bounding box maps. Further details on keypoint localization are described in [2].

Figure 9 shows the AE scores of the predicted HR and LR heatmaps according to the number of pests. When the number of pests was fewer than 90, the AE scores of the LR heatmaps were similar to those of the HR heatmaps. To be more specific, the AE score difference was calculated, as shown in Figure 10. As shown in this figure, the AE score difference increased rapidly after 90. This indicates that the LR heatmap was not suitable when the number of pests was large. That is, the performance of the LR heatmap deteriorated because of the occlusion problem. Therefore, when the number of pests increases, an HR heatmap is required. This experiment confirms that the proposed multiscale heatmap generation approach was reasonable. As shown in Figure 9, the sum of the AE scores of the LR heatmaps was 451.2 and that of the HR heatmaps was 335.1. In other words, the accuracy of the HR heatmap was higher than that of the LR heatmap. This indicates that the use of the LR heatmap could be an effective way to improve the accuracy of the HR heatmap within a stacked hourglass framework. For reference, to check the effectiveness of only the proposed multiscale heatmap generation, the between-hourglass skip connection was removed (from the architecture shown in Figure 6). The proposed model without the between-hourglass skip connection was tested for AE calculation. In addition, the AE scores were averaged over the test images with the same number of pests.

Figure 8. Experiments for scale variation: input pest images, ground-truth heatmaps, predicted LR heatmaps, and predicted HR heatmaps (left to right).
Two types of pest counting models were compared for quantitative evaluation. One was counting by detection and the other was counting by density map estimation. SOTA models, such as MCNN [7], SANet [8], ICCNet [9], KDMG [10], RetinaNet [4], RedPoints [30], CenterNet [2], and Faster RCNN [3], were tested. Table 1 presents the mean absolute error (MAE) [7], root mean squared error (RMSE) [7], and averaged precision (AP) [3] for the SOTA pest counting models. Notably, KDMG [10] outperformed the counting by detection models, except for CenterNet [2] and the proposed models, which were classified by counting using detection models. This result indicates that crowd counting models could be directly used for trap-based pest counting and could obtain excellent performance not only for pest images but also for crowd images. Pest images have severe pose variation and occlusion problems, preventing counting with detection models from determining bounding boxes more accurately. However, KDMG can learn kernel shapes and iteratively update the density map, thereby significantly improving the pest counting accuracy. Furthermore, KDMG had the best performance among the conventional crowd counting models [10].
Table 1. Quantitative evaluation for SOTA pest counting models.

<table>
<thead>
<tr>
<th>Method</th>
<th>SOTA Models</th>
<th>MAE (↓)</th>
<th>RMSE (↓)</th>
<th>AP (↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Counting by density map estimation</td>
<td>SANet [8]</td>
<td>2.114</td>
<td>3.735</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>MCNN [7]</td>
<td>4.104</td>
<td>7.494</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ICCNet [9]</td>
<td>9.710</td>
<td>11.000</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>KDMG [10]</td>
<td>1.273</td>
<td>2.625</td>
<td>-</td>
</tr>
<tr>
<td>Counting by detection</td>
<td>RetinaNet [4]</td>
<td>4.634</td>
<td>10.449</td>
<td>0.748</td>
</tr>
<tr>
<td></td>
<td>Faster RCNN [3]</td>
<td>3.312</td>
<td>10.297</td>
<td>0.802</td>
</tr>
<tr>
<td></td>
<td>RepPoints [30]</td>
<td>1.471</td>
<td>3.436</td>
<td>0.918</td>
</tr>
<tr>
<td></td>
<td>CenterNet [2]</td>
<td>0.766</td>
<td>1.981</td>
<td>0.953</td>
</tr>
<tr>
<td></td>
<td>Proposed Multiscale CenterNet</td>
<td>0.752</td>
<td>1.901</td>
<td>0.961</td>
</tr>
<tr>
<td></td>
<td>Proposed Multiscale Attention CenterNet</td>
<td>0.711</td>
<td>1.876</td>
<td>0.963</td>
</tr>
<tr>
<td></td>
<td>Proposed Mada-CenterNet</td>
<td>0.696</td>
<td>1.806</td>
<td>0.968</td>
</tr>
</tbody>
</table>

5.2. Performance Evaluation for Pest Counting Models

Although KDMG was the best among the tested SOTA models, its performance was inferior to that of CenterNet and the proposed models. Unlike conventional object detection models, CenterNet predicts a heatmap and then determines the keypoints for bounding box detection. This heatmap appears similar to the density map used for crowd counting models. This result reveals that the CenterNet-like architecture based on heatmap prediction can cope with pose variations and occlusion problems for accurate pest counting.

The proposed model outperformed all of the tested SOTA models. In particular, the proposed model showed a better performance than CenterNet and KDMG. The proposed model is an advanced version of the CenterNet optimized for trap-based pest counting. Specifically, the proposed method revises the conventional CenterNet in three ways. First, CenterNet uses single-scale heatmaps, which are weak in terms of pose variation and occlusion. The proposed multiscale CenterNet, as presented in Table 1, adopts multiscale heatmap generation. The predicted LR maps are used to learn the final HR maps more accurately. Table 1 confirms that this multiscale approach can overcome the drawbacks of the conventional CenterNet.

Second, the proposed multiscale attention CenterNet adds multiscale attention to CenterNet. In other words, internal LR features are jointly learned and fused with internal HR features based on scaled dot-product attention and between-hourglass skip connection. The internal LR features serve as a guide for learning the internal HR features. This enables internal LR and HR joint feature learning and increases the restoration accuracy of the HR heatmap. Owing to the LR and HR joint feature learning, the performance of the proposed multiscale attention CenterNet is improved, as presented in Table 1.

Third, the proposed Mada-CenterNet integrates deformable convolution into the between-hourglass skip connection to improve the proposed multiscale attention CenterNet. Unlike standard convolution, deformable convolution can enhance the CNN capability of modeling geometric deformations. The last row in Table 1 indicates that the proposed Mada-CenterNet can be more robust to occlusion and pose variation by determining more discriminative features, thereby improving the pest counting accuracy.

5.3. Pest Counting Results

Figure 11 shows the detected bounding boxes with the conventional CenterNet [2], predicted density maps with KDMG [10], and detected bounding boxes with the proposed Mada-CenterNet. As presented in Table 1, KDMG and CenterNet were the best models among the counting approaches based on density map estimation and detection, respectively. Therefore, only these two models were visually compared with the proposed Mada-CenterNet. In Figure 11, the numbers above the images represent the measured and predicted pest count. As shown in the figures, the proposed model can provide a more ac-
accurate number of pests than the KDMG and CenterNet. Unlike the existing object detection datasets [5], the input pest images include severe pose and scale variations, occlusion, and color/shape similarities. Although the KDMG and CenterNet are SOTA models, they have limitations in overcoming challenging problems. However, the proposed Mada-CenterNet incorporates deformable and multiscale joint feature learning via the between-hourglass skip connection, thereby addressing occlusion and pose/scale variation problems, finally improving the pest counting accuracy.

Figure 11. Experimental results: input pest images, bounding boxes detected with CenterNet [2], density maps predicted with KDMG [10], and bounding boxes detected with the proposed Mada-CenterNet (left to right).

Figure 12 shows an example in which the proposed Mada-CenterNet is more robust against the pose variation and occlusion problems than CenterNet. As shown in Figure 12, the left and right columns show the detection results with the conventional CenterNet and
the proposed Mada-CenterNet. In the left column, blue arrows indicate pests that were not detected by CenterNet. These results confirmed that the proposed model was more robust to pose variation and occlusion problems than CenterNet owing to the use of multiscale attention and deformable convolution.

Figure 12 shows an example in which the proposed Mada-CenterNet is more robust against the pose variation and occlusion problems than CenterNet. As shown in Figure 12, the left and right columns show the detection results with the conventional CenterNet and the proposed Mada-CenterNet. In the left column, the blue arrows indicate the pests that were not detected by CenterNet, owing to the pose variation and occlusion problems.

6. Conclusions

This study presented a new Mada-CenterNet model for trap-based pest counting. Unlike object detection image datasets, pest images captured using a lighting trap can have severe pose and scale variations and even occlusion. Moreover, they have a similar appearance in color and texture, making pest counting challenging. To solve these problems, three main aspects were greatly advanced compared with CenterNet. First, a multiscale heatmap generation approach was adopted in a two-step fashion to adaptively learn the changes in the number of pests. Second, the internal LR and HR joint feature learning was modeled via between-hourglass skip connection and scaled dot-product attention to boost the internal HR features. Third, geometric deformation was incorporated into the between-hourglass skip connection to be more agnostic to pose variations and occlusion problems. The experimental results confirm that the proposed Mada-CenterNet was extremely effective in overcoming the scale/pose variations, texture similarity, and occlusion problems that appear in pest images. The proposed model upgraded the conventional CenterNet for
trap-based pest counting. Moreover, the proposed Mada-CenterNet surpassed the SOTA models, including counting by detection and by density map estimation.
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