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Abstract: Microwave radar has advantages in detection accuracy and robustness, and it is an area of active research in unmanned ground vehicles. However, the existing conventional automotive corner radar, which employs real-aperture antenna arrays, has limitations in terms of observable angle and azimuthal resolution. This paper proposes a novel 3D ArcSAR method to address this issue, which combines rotational synthetic aperture radar (SAR) and direction estimation algorithms. The method aims to reconstruct 3D images of 360° scenes and offers distinctive advantages in both azimuthal and altitudinal sensing. Nevertheless, due to the unique structural characteristics of vehicle SAR, it is limited to receiving only a single snapshot signal for 3D sensing. We propose a resolution algorithm based on ArcSAR and the iterative adaptive approach (IAA) to resolve the limitation. Furthermore, the errors in altitude angle estimation of the proposed algorithm and conventional algorithms are analyzed under various conditions, including different target spacing and signal-to-noise ratio (SNR). Finally, we design and implement a prototype of the 3D ArcSAR sensing system, which utilizes a millimeter-wave MIMO radar system and a rotating scanning mechanical system. The experimental results obtained from this prototype effectively validate the effectiveness of the proposed method.
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1. Introduction

Unmanned ground vehicles, as a new type of transportation, represent the future trend in vehicle development. In recent years, many countries worldwide have recognized the significance of unmanned ground vehicles and implemented them as a national strategy supported by relevant policies. Related technologies have found initial applications in various fields, such as intelligent transportation, logistics, mines, and ports [1].

Among the key technologies in unmanned ground vehicles, real-time environmental sensing and understanding are prerequisites for platforms to accomplish their tasks autonomously [2,3]. Various environmental sensing technologies are advancing rapidly, each with its own advantages and disadvantages. Optical sensing technology excels at structured road and target recognition but falls short in detection accuracy. Multi-line LiDAR is too expensive for widespread implementation in ordinary vehicles. Infrared and ultrasonic sensing technologies have a short detection range [4–6]. In addition, the performance of these technologies degrades in challenging weather conditions such as darkness, rain, snow, and smoke, as well as in unstructured environments like vegetation cover [7].

As a novel means of environmental sensing for unmanned ground vehicles, microwave radar has inherent advantages in detection accuracy, cost, and environmental adaptability [8–10]. Consequently, it has garnered considerable attention in this research domain. Conventional automotive radar solutions, such as Continental’s corner radar ARS408,
employ real-aperture antenna arrays, which exhibit limitations in terms of observable angle and azimuthal resolution [11]. ARS408 radar has azimuthal resolutions of 12.3° and 3.2° within observable angles of ±60° and ±30°, respectively [12]. Moreover, the azimuthal resolution decreases as the target deviates from the array’s normal direction.

While the forward-looking direction is important for vehicle environmental sensing, the sense of rear and side information is equally vital for urban driving and detecting surrounding obstacles. Particularly in field environments, the mobility of unmanned ground vehicles relies on obtaining complete 360° environmental information. Unfortunately, the observable angle of conventional automotive corner radar is insufficient to meet the requirements of panoramic information. Consequently, existing solutions employ at least four or more corner radars to obtain panoramic information around the vehicle, thereby increasing sensor costs.

In response to the above situation, rotational SAR uses the rotating arm to detect outside the arc. By constructing an arc-shaped synthetic aperture, the effective observable angle can cover a 360° range. As a result, this novel SAR structure has been the subject of extensive research in recent years. In the field of ground deformation monitoring, this new all-time rotational SAR system is named ArcSAR [13,14]. Among them, the 2D ArcSAR has been verified using experiments [15,16]. In rotorcraft helicopters, ROSAR generates an arc-shaped synthetic aperture to observe the ground by rotating the helicopter rotors [17,18]. Here, we refer to the above SAR systems collectively as ArcSAR. While ArcSAR exhibits advantages in terms of azimuthal resolution and consistency, the current research efforts have mainly focused on 2D imaging, and the realization of 3D panoramic sensing based on microwave radar remains unaccomplished within the field of vehicle applications [19]. The absence of height information can result in distortions in the projected targets within 2D imaging results, leading to errors in target identification and distance estimation.

To address the problem of absent height information, this paper proposes a novel 3D ArcSAR method, which combines rotational SAR and direction estimation algorithms to reconstruct 3D images of 360° scenes. The 3D ArcSAR sensing system employs a millimeter-wave radar with multiple receivers installed at the end of the rotating arm to estimate the altitude angle, enabling 3D panoramic imaging during rotation. This ability enhances the accuracy of environmental understanding in road scenarios. Moreover, this system achieves panoramic 3D imaging with just one rotational scan by one radar.

As the 3D ArcSAR platform rotates during the scanning process, the location of the rotating arm is in constant change. Altitude angle estimation poses a challenge as only a single snapshot signal can be received per angle. Common resolution algorithms such as Music and APES require multiple snapshot signals to construct the sample covariance matrix, and the matrix would lose rank when only a snapshot signal is received [20–22]. Attempting to attain a full-rank sample covariance matrix by reducing the dimension of the matrix results in estimates with reduced resolution and robustness. The FFT algorithm does not require multiple snapshot signals, but its angle resolution is poor with a limited number of array antennas. Orthogonal Matching Pursuit (OMP) is a signal reconstruction algorithm that requires the number of targets to be known in advance [23,24]. IAA is a spectral estimation algorithm based on weighted least squares (WLS) estimation proposed by Li Jian at the University of Florida in 2010 [25–27], which has demonstrated good results in linear aperture experiments. In order to overcome the single snapshot limitation, we designed an IAA resolution algorithm based on circular apertures, which exhibits improved adaptability for unmanned ground vehicles.

In this paper, we propose the 3D ArcSAR method as a solution to the deficiencies in the sensing performance of conventional automotive radar in both azimuthal and altitudinal directions. To overcome the limitation that the vehicle SAR can only receive a single snapshot signal in 3D sensing, we designed a dedicated IAA resolution algorithm for this specific case. The main contributions of this paper are summarized as follows.

- The 3D ArcSAR method is proposed for reconstructing panoramic 3D images with rotational SAR and direction estimation techniques. This method effectively addresses
the limitations of existing automotive corner radar systems, including shortcomings in altitude direction sensing, azimuthal resolution, and consistency. The 3D ArcSAR sensing system achieves panoramic 3D imaging with only one radar and one rotation scan. Therefore, it reduces the number and complexity of devices required and can better meet the sensing needs of unmanned ground vehicles.

- A resolution algorithm based on IAA was designed specifically for 3D ArcSAR. This algorithm overcomes the limitation of receiving only a single snapshot signal per angle. We analyze the errors in altitude angle estimation for both the proposed algorithm and conventional algorithms under varying conditions, such as target spacing and SNR. The proposed algorithm has superior resolution in the case of single snap, small antenna arrays, and an unknown number of targets compared to other existing methods.

- The 3D ArcSAR prototype is designed based on a millimeter-wave radar system and a rotating mechanical system. The radar system employs a low-cost, readily available commercial off-the-shelf (COTS) radar, facilitating easy deployment. The rotating mechanical system is designed to adapt to different scenes, with adjustable rotation speed and arm length. Additionally, it can be remotely controlled by a computer to facilitate experiments. The 3D ArcSAR prototype validates the superior resolution accuracy performance of the proposed algorithm and can be further utilized for experiments in various scenes in the future.

The remaining sections of this paper are organized as follows. Section 2 provides a detailed description of the model structure and the fundamental principles underlying rotational SAR imaging and direction estimation in 3D ArcSAR. In Section 3, simulations of 3D ArcSAR are conducted and the errors in altitude angle estimation for both the proposed algorithm and conventional algorithms under varying conditions are analysed. Section 4 presents the designed prototype of the 3D ArcSAR sensing system and provides the experimental results obtained with this prototype. Finally, conclusions are drawn in Section 5.

2. Three-Dimensional ArcSAR and Signal Processing
2.1. Signal Model and Geometry Model

2.1.1. 2D Structure of ArcSAR

Figure 1 shows a schematic diagram of ArcSAR’s 2D structure. It consists of a rotating arm $r$ extending from the central location of the rotating platform and a SAR radar system $P$ for transmit and receive signals. The $x$ and $y$ axes indicate two mutually perpendicular directions parallel to the ground.

The rotating plane of the SAR radar system is chosen as the imaging plane. $Q$ is the target (assume $Q$ is on the imaging plane), $\theta$ is the rotating angle of the rotating arm. $\varphi$ is the azimuth angle of the target. $\theta_{bw}$ is the antenna beam width. $R_0$ is the distance
between Q and the center of the platform. \( R_p \) is the distance between Q and P, which can be expressed as

\[
R_p = \sqrt{R_0^2 + r^2 - 2R_0r \cos(\theta - \phi)}
\]

The time difference \( \tau_i \) between the transmit signal and the receive signal can be expressed as

\[
\tau_i = 2R_p/c
\]

Take the linear frequency modulation continuous wave (LFMCW) as an example, and the transmit and receive signal models of LFMCW can be expressed as

\[
S_{Tx}(t) = \text{rect}(t/T_c) \cdot \exp\{2\pi(f_0t + \frac{1}{2}Kt^2)\}
\]

\[
S_{Rx}(t) = \text{rect}[(t - \tau_i)/T_c] \cdot \delta_P \cdot \exp\{2\pi[f_0(t - \tau_i) + \frac{1}{2}K(t - \tau_i)^2]\}
\]

where \( t \) and \( T_c \) represent the time variation in the fast time dimension and the sweep time of each chirp signal. \( f_0 \) and \( K \) represent the carrier frequency and LFMCW slope. \( \delta_P \) represents the scattering coefficient.

In addition, the beamwidth of the antenna is considered. After dechirp processing, the echo signal \( S_{ij}(t, \theta) \) can be expressed as

\[
S_{ij}(t, \theta) = \text{rect}[(t - \tau_i)/T_c] \cdot \text{rect}((\theta - \phi)/\theta_{bw}) \cdot \delta_P \cdot \exp\{2\pi(f_0\tau_i + K\tau_i^2 - \frac{1}{2}K\tau_i^2)\}
\]

2.1.2. Direction Estimation with Multiple Receivers

Figure 2 shows the geometric structure of the 3D ArcSAR sensing system, which acquires altitude information in the altitude direction by an antenna array. Combined with the antenna array and the azimuthal synthetic aperture produced by the antenna sweep, the system is able to generate panoramic 3D images. Here, the antenna array is configured as a uniform array. The z-axis indicates the direction perpendicular to the ground.

Figure 2. Geometric structure of the 3D ArcSAR sensing system.

Figure 3 shows the distance difference in receive signals between the different antennas. According to the fundamental principle in the direction estimation with multiple receivers, the signal travels \( d \sin(\theta) \) further in the second antenna than the first.

The speed of electromagnetic waves is equal to the speed of light \( c \). Then, the above distance difference is calculated to the time difference, assuming that the array configuration consists of \( M \) antennas, with the first antenna serving as the reference point. Therefore, the time difference of each antenna is

\[
\Delta t = [0, \frac{d \sin(\theta)}{c}, \frac{2d \sin(\theta)}{c}, \ldots, \frac{(M-1) \sin(\theta)}{c}]
\]
Figure 3. Schematic diagram of the distance difference in receive signals between the different antennas.

Relative to the first antenna, the phase difference of the signal arriving at each antenna is

$$\Delta \phi = [0, 2\pi f_0 \frac{d \sin(\theta)}{c}, 2\pi f_0 \frac{2d \sin(\theta)}{c}, \cdots, 2\pi f_0 \frac{(M-1)d \sin(\theta)}{c}]$$ (7)

The receive signal is defined as \(s(N)\), where \(N\) is expressed as the number of snapshots of the receive signal. Then, the signal received by the multiple antenna array is

$$X_{M \times N} = a(\theta)s(N) = [1, e^{-j2\pi f_0 \frac{d \sin(\theta)}{c}}, e^{-j2\pi f_0 \frac{2d \sin(\theta)}{c}}, \cdots, e^{-j2\pi f_0 \frac{(M-1)d \sin(\theta)}{c}}] s(N)$$ (8)

where \(a(\theta)_{M \times 1}\) represents the steering vector, and it contains the angle information.

For a uniform linear array, the signal containing information about \(L\) directions can be expressed as

$$X_{M \times N} = a(\theta_1)s_1(N) + a(\theta_2)s_2(N) + \cdots + a(\theta_L)s_L(N)$$ (9)

For a given antenna array, the mathematical form of the steering vector is known. As a result, FFT can be applied for altitude angle estimation according to Equation (8).

\(L\) directions are chosen equally within the angle range, and the steering matrix can be expressed as

$$A_{M \times L} = [a(\theta_1), a(\theta_2), \cdots, a(\theta_L)]$$ (10)

The inner product of this steering matrix \(A\) and the receive signal with the target angle \(\theta_0\) can be expressed as

$$y = A^H X = A^H a(\theta_0)s_0(N)$$ (11)

where the inner product result \(y\) is a scalar array. It goes through all the angles to find the maximum value, and the angle corresponding to the maximum value represents the estimated target angle.

In addition, for a uniform linear array with a known antenna spacing and number of antennas, the Rayleigh limit resolution of the altitude angle estimation is

$$\rho_s = \frac{\lambda}{M \times d} \times 0.886$$ (12)

where \(M\) represents the number of antennas. \(d\) represents the antenna spacing, and \(\lambda/2\) is generally chosen.

2.2. Panoramic Image Formation by the Back Projection Algorithm

The Back Projection Algorithm (BPA) is a widely used SAR imaging algorithm. Unlike the existing ArcSAR frequency domain algorithms, which require a certain imaging angle, BPA utilizes azimuth accumulation imaging, enabling imaging at any azimuth position without restrictions on the size of the imaging angle. This feature makes BPA particularly advantageous for vehicle-mounted ArcSAR real-time perception, as it allows imaging
results to be obtained at any desired azimuth position during platform rotation. Furthermore, BPA exhibits excellent parallelism, enabling real-time processing through multi-core parallel computing [28].

BPA can be described in four key steps:

1. **Distance compression.**
   
   Distance compression is the matched filtering process. In the dechirp system, the received echo signal from each antenna can be directly sampled and FFT-processed to obtain the distance compression results. Without considering the beamwidth of the antennas, the result of the FFT of the signal (5) can be expressed as
   
   \[
   S(f) = D \sin c[T_c(f - K\tau_i)] \exp(-j2\pi f \tau_i) \quad (13)
   \]
   
   \[
   D = T_c \exp(j2\pi f_0 \tau_i) \exp(j\pi K\tau_i^2) \quad (14)
   \]
   
   where \( D \) represents the parameter unrelated to \( f \), and \( \tau_i \) represents the time difference between the transmit and receive signal at the target Q position. Equation (13) can observe that the target Q is compressed to the frequency \( f = K\tau_i \), which gives preliminary distance information.

2. **Data interpolation resampling.**
   
   In step 1, only the signal time difference between the radar system P and the target Q is considered for a particular moment. However, in order to cover the entire sensing range, it is essential to calculate the signal time differences for the complete range.
   
   Interpolation resampling is employed subsequent to the distance compression process. The detection range is partitioned into a grid, with \( n \) distance gates set in each direction. The time difference between the transmit and receive signal at each distance gate position is represented by \( \tau(n) \). Additionally, the frequency is represented by \( K\tau(n) \). The signal after interpolation resampling can be expressed as
   
   \[
   S(n) = D \sin c[T_cK(\tau(n) - \tau_i)] \exp(-j2\pi \tau_i \cdot K\tau(n)) \quad (15)
   \]
   
   It is evident that the magnitude of \( S(n) \) reaches its maximum when \( \tau(n) \) is taken to \( \tau_i \).

3. **Compensating for delayed phase.**
   
   The delayed phase is the additional phase of the echo signal relative to the transmit signal. In order to achieve phase-coherent accumulation of the echo signal from the same target at different moments, it is necessary to compensate for the delayed phase at each moment. The delayed phase compensation factor can be expressed as
   
   \[
   G_{rcmc}(f_0) = \exp[j4\pi f_0 \tau_i(n)] \quad (16)
   \]
   
   The delayed phase compensation factor (16) and the data in step 2 are multiplied to obtain the echo signal amplitude \( Y(n) \), which can be expressed as
   
   \[
   Y(n) = S(n) \cdot G_{rcmc}(n) \quad (17)
   \]

4. **Phase-coherent accumulation.**
   
   The position of the signal transmitted by the SAR system is constantly changing. In ArcSAR, the radar system P can receive the echo signal of the target Q on a segment of the circular trajectory. The angle size of this circular trajectory is equal to the beamwidth of the antenna.
Following that, a section of azimuthal data with an angle range equal to the antenna beamwidth are selected, and a window function with the same angle range is used to weight this section of data. The data values \( Y_w(n) \) under this scene can be obtained as

\[
Y_w(n) = Y(n) \cdot \text{window}(n)
\]  

where \( \text{window}(n) \) represents the weighted window function.

The above four steps are systematically repeated for every position within the entire 360° scene. Finally, the resulting output is a 2D panoramic image.

It is known that the radial resolution is related to the signal bandwidth, and the azimuth resolution is related to the synthetic aperture length. However, in ArcSAR, the synthetic aperture length is determined by combining the arm length and the antenna beamwidth. As a result, the theoretical resolution in the radial and azimuth directions can be expressed as

\[
\Delta r = \frac{0.886 \times c}{2B_r} \times k_r
\]

\[
\Delta \theta = \frac{0.886 \times \lambda}{4r \sin(\theta_{bw}/2)} \times k_\theta
\]

where \( B_r \) and \( \lambda \) represents the bandwidth and central wavelength of the signal. The weighted window process widens the main lobe. Moreover, \( k \) represents the compensation for the weighted window function. For example, the compensation of the Hanning window is about 1.6269.

### 2.3. IAA-Based Angle Estimation in Altitude Direction

Due to the structure of the 3D ArcSAR sensing system, the antenna array obtains only one snapshot signal for each azimuth direction. As a result, common algorithms such as APES and Music are unsuitable for this scenario. These algorithms require multiple snapshots of the signal when constructing the sample covariance matrix since a full-rank matrix cannot be achieved from a single snapshot signal alone. Attempting to attain a full-rank sample covariance matrix by reducing the dimension of the matrix results in estimates with reduced resolution and robustness. The FFT algorithm, which employs the inner product of the echo signal and the steering vector for angle estimation, can be applied with a single snapshot. However, it is affected by sidelobe interference, resulting in a reduction in estimation resolution.

In contrast, IAA is an iterative algorithm that utilizes the relationship between the sample covariance matrix and the complex scattering coefficients. It initializes the iterations with the FFT results and constructs the signal covariance matrix with the results of the previous iteration. This algorithm can reduce the effect of side lobes while maintaining the same number of receivers, resulting in enhanced resolution and improved 3D imaging capabilities.

Similar to the FFT, the signal model can be mathematically expressed as

\[
X = AS + w
\]

where \( X_{M \times 1} \) represents the echo signal received by \( M \) antennas on the 3D ArcSAR at a particular moment, commonly called the measurement signal. \( A_{M \times L} \) is the steering matrix and \( S_{L \times 1} \) is the estimated signal. \( w \) is additive white Gaussian noise (AWGN).

The idea of the least square estimation is to find a linear unbiased estimate \( \hat{S} \), such that \( \| X - A\hat{S} \|^2 \) is minimized. Also, by introducing the weighting matrix \( W \), the optimization problem of WLS can be expressed as

\[
\min_{\hat{S}} (X - A\hat{S})^H W (X - A\hat{S})
\]
The solution of the above equation is as follows:

\[ \hat{S} = (A^HWA)^{-1}A^HX \tag{23} \]

where \((\cdot)^H\) represents the conjugate transpose. IAA is equivalent to the WLS problem when \(W\) is the interference-plus-noise covariance matrix of the signal \(X\).

\(P\) is a diagonal matrix of \(L \times L\), and the elements on the diagonal of \(P\) are the scattering coefficients in the \(L\) directions.

\[ P = E[SS^H] \tag{24} \]

where \(E[\cdot]\) represents the mathematical expectation.

Assuming that \(A\) and \(P\) are known, the signal covariance matrix \(R\) can be expressed as

\[ R_{M \times M} = APA^H \tag{25} \]

In practice, only \(A\) is known about the echo signal, while \(P\) is unknown. \(A\) can be expressed as

\[ A_{M \times L} = [a(\theta_1), a(\theta_2), \cdots, a(\theta_L)] \tag{26} \]

Assuming that the scattering coefficient of each direction in \(P\) is expressed by \(P_l\), the interference-plus-noise covariance matrix \(U\) is defined as

\[ U = R - P_l a(\theta_l) a(\theta_l)^H \tag{27} \]

The scattering coefficient is replaced by the unbiased estimate of it, which is obtained by substituting Equation (23) into (24)

\[ P_l = \left| \frac{a(\theta_l)^H U^{-1} X}{a(\theta_l)^H U^{-1} a(\theta_l)} \right|^2 \tag{28} \]

According to the principle of matrix inversion, Equation (28) can also be written as

\[ P_l = \left| \frac{a(\theta_l)^H R^{-1} X}{a(\theta_l)^H R^{-1} a(\theta_l)} \right|^2 \tag{29} \]

From the above equations, \(P_l\) can be calculated from \(R\). \(R\) should be initialized as the unit matrix first. Since \(P\) is unknown, the initialized \(P_l\) can be expressed as

\[ P_l = \left| \frac{a(\theta_l)^H X}{a(\theta_l)^H a(\theta_l)} \right|^2 \tag{30} \]

When \(R\) is a unit matrix, the result of IAA is equivalent to FFT. IAA takes the result of FFT as the initial value of \(P\) and then iteratively updates \(R\) and \(P\) based on their interrelationships until the convergence condition is reached. In general, the estimation performance does not improve significantly after more than eight iterations. At this time, it is reasonable to consider the algorithm to have reached convergence.

In practice, when the condition number of \(R\) is large, the calculation of matrix inversion may be inaccurate or even non-invertible. To solve this problem, a diagonal loading approach can be taken to regularize \(R\). Thus, \(R\) can be expressed as

\[ R = APA^H + \Delta \tag{31} \]
where $\Delta$ is the diagonal matrix. The elements on the diagonal represent the estimates of the noise, and these can be expressed as

$$\Delta_m = \left| \frac{e_m^H R^{-1} X}{e_m^H R^{-1} e_m} \right|^2, m = 1, 2, \ldots, M \quad (32)$$

where $e_m$ is column $m$ of the unit matrix.

The specific steps of the IAA based on 3D ArcSAR include the following:

1. Determine the spatial coordinates of the targets and extract the signals from multiple receivers corresponding to these specific locations.
2. Employ IAA to estimate the altitude angle at the designated target locations.
3. Generate $M$ sets of SAR images of the 2D scenes through the application of BPA to process the received signal from each antenna. Obtain a complete 3D panoramic image combined with the height dimension information obtained by IAA.

First, initialize the scattering coefficient estimate $P_{i(0)}$ and the noise estimation matrix $\Delta_{(0)}$.

$$P_{i(0)} = \frac{\left| a(\theta_l)^H X \right|^2}{(a(\theta_l)^H a(\theta_l))^2}, l = 1, 2, \ldots, L \quad (33)$$

$$\Delta_{(0)} = 0_{M \times M} \quad (34)$$

Perform iterations according to the interrelationship of Equations (35)-(39) until convergence.

$$R_{(n)} = A P_{(n-1)} A^H + \Delta_{(n-1)} \quad (35)$$

$$\Delta_{m(n)} = \left| \frac{e_m(n)^H R_{m(n)}^{-1} X}{e_m(n)^H R_{m(n)}^{-1} e_m(n)} \right|^2, m = 1, 2, \ldots, M \quad (36)$$

$$\Delta_{(n)} = \text{diag}(\Delta_{1(n)}, \Delta_{2(n)}, \ldots, \Delta_{M(n)}) \quad (37)$$

$$P_{i(n)} = \frac{\left| a(\theta_l)^H R_{i(n)}^{-1} X \right|^2}{(a(\theta_l)^H R_{i(n)}^{-1} a(\theta_l))^2}, l = 1, 2, \ldots, L \quad (38)$$

$$P_{(n)} = \text{diag}(P_{1(n)}, P_{2(n)}, \ldots, P_{L(n)}) \quad (39)$$

Finally, the obtained scattering coefficient of the echoes can be expressed as

$$\sigma_n = \sqrt{P_i} \quad (40)$$

where the altitude angle estimation of the corresponding location is combined with the 2D SAR panoramic imaging results to obtain a 3D image of the scene.

### 3. Parametric Analysis in Simulations

The 3D ArcSAR method proposed in this paper was evaluated using simulation experiments. This section presents an analysis of the performance of ArcSAR 2D imaging and 3D imaging. Additionally, the errors in altitude angle estimation between the proposed algorithm and the common algorithms are analyzed, considering different target spacing and SNR.
3.1. Imaging Simulation

3.1.1. Imaging of 2D ArcSAR

In order to verify the performance of 2D ArcSAR imaging, we set up the simulation experiments. The main parameters are shown in Table 1.

Table 1. Experimental parameters of 2D ArcSAR imaging.

<table>
<thead>
<tr>
<th>SNR</th>
<th>Initial Frequency</th>
<th>Signal Bandwidth</th>
<th>FM Slope</th>
<th>AD Frequency</th>
<th>Turntable Arm Length</th>
<th>Beamwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>20dB</td>
<td>77.12 GHz</td>
<td>1.365 GHz</td>
<td>30 MHz/us</td>
<td>25.5 MHz</td>
<td>0.41 m</td>
<td>70°</td>
</tr>
</tbody>
</table>

According to Equations (19) and (20), the theoretical resolution can be obtained under these experimental parameters. In particular, Hanning windows are added to the distance processing, and cos windows are added to the azimuthal processing. The radial resolution is 0.158m, and the azimuthal resolution is 0.34°.

In this experiment, we set six point targets surrounding the system. These targets were placed at 12 m, 15 m, and 18 m, with azimuth angles of 90° and 150°. The imaging results of the target array are shown in Figure 4. The horizontal axis of the coordinate system indicates the azimuthal direction, and the vertical axis indicates the radial direction.

![Figure 4. Simulation of imaging results for the point targets.](image)

Subsequently, we selected Q1 and Q2 for analysis, marked in Figure 4. The imaging results of these two targets were sliced, and the corresponding impulse response results are presented in Figures 5 and 6. Their quality parameters are shown in Table 2.

![Figure 5. Radial impulse responses: (a) Q1; (b) Q2.](image)
The inclusion of different window functions in the radial and azimuthal directions resulted in different main lobe spreading and sidelobe attenuation. Specifically, Hanning windows were applied for distance processing, while cos windows were applied for azimuthal processing. According to Table 2, we observed that the radial and azimuthal resolutions were in general agreement with the theoretical values. The results of Peak Sidelobe Ratio (PSLR) and Integrated Sidelobe Ratio (ISLR) were within the reasonable range.

### 3.1.2. Imaging of 3D ArcSAR

The proposed 3D ArcSAR method was analyzed via a simulation, with an SNR of 10 dB and an AD frequency of 45.5 MHz. The rest of the main parameters are shown in Table 1. The number of antenna array elements was set to 16, and the antenna array had a length of 14.4 mm and a spacing of 0.96 mm. Referring to Equation (12), the Rayleigh limit resolution of this antenna array was 6.35°.

The parameters of the set coordinate system are expressed as the distance between the target and the turntable center, the azimuthal angle, and the altitudinal angle, respectively. In this experiment, we placed seven targets in the 3D scene, which were located at (10 m, 90°, 0°), (15 m, 80°, 0°), (15 m, 100°, 0°), (15 m, 90°, 0°), (15 m, 90°, 6°), (20 m, 90°, 0°) and (20 m, 90°, 12°), and these target location relationships in the 3D scene are shown in Figure 7. Among them, the turntable center of the 3D ArcSAR sensing system was located at (0 m, 90°, 0°).

Following the rotational scan, the received signals from each antenna undergo 2D ArcSAR imaging processing. Figure 8 displays the eighth antenna’s 2D imaging results. It is important to highlight that the 2D imaging results exhibited a stacked masking phenomenon at (15 m, 90°) and (20 m, 90°), where two targets with differing heights were located.

The above results were directly employed for 3D image processing, as shown in Figure 9.
The parameters of the set coordinate system are expressed as the distance between the turntable center of the 3D ArcSAR sensing system and the fixed altitude angle of 0°, while the altitude angle of Target 1 was variable.

The results indicate that the IAA algorithm outperformed the FFT, OMP, and Music algorithms in terms of angle resolution. The error in altitude angle estimation increased gradually from approximately 12° and 9° for FFT and OMP, respectively, while the values were about 5.5° for Music and IAA. However, Music exhibited a slightly higher angle estimation error compared to IAA for narrow spacing conditions.

Figure 9. Imaging results of 3D ArcSAR: (a) FFT; (b) IAA.

The target spacing at (15 m, 90°) and (20 m, 90°) were 6° and 12°. The phase information of the echo signals at these two locations was extracted, and the angle estimation was performed by FFT, OMP, and IAA, respectively. The achieved angle estimation results are depicted in Figure 10. Due to the target spacing at (15 m, 90°) exceeding the Riley limit resolution, FFT could not distinguish the two targets. Conversely, both OMP and IAA exhibited resolutions that surpassed the Rayleigh limit resolution. Figure 10a shows that the angle estimation results of OMP were inaccurate. Consequently, the next subsection thoroughly analyzes the errors in altitude angle estimation of different algorithms, considering the influence of different target spacing and SNR.
Assuming that the SNR was 35dB and there were 16 antenna array elements, the altitude angle estimation were then determined through a comparison between the estimated and true values. The relative error analysis for Target 1 is shown in Figure 11.

3.2. Performance Analysis of Different Algorithms Influenced by Different Factors

3.2.1. Target Spacing

Music can attain the full-rank sample covariance matrix by reducing the dimensionality of the matrix, enabling angle estimation under a single snap signal. Therefore, we added a contrastive analysis of Music in this section, where we processed a single snap signal of 16 antenna array elements into a 9-snap signal of 8 elements.

We analyzed the accuracy of angle estimation under different target spacing. Target 2 was set at a fixed altitude angle of 0°, while the altitude angle of Target 1 was variable. The angle spacing between them was linearly varied from 15° to 3.8° with steps of 0.05°. Assuming that the SNR was 35dB and there were 16 antenna array elements, the altitude direction of the targets was estimated by different resolution algorithms. The errors in altitude angle estimation were then determined through a comparison between the estimated and true values. The relative error analysis for Target 1 is shown in Figure 11.

The results indicate that the IAA algorithm outperformed the FFT, OMP, and Music algorithms in terms of angle resolution. The error in altitude angle estimation increased gradually from approximately 12° and 9° for FFT and OMP, respectively, while the values were about 5.5° for Music and IAA. However, Music exhibited a slightly higher angle estimation error compared to IAA for narrow spacing conditions.

3.2.2. SNR

We analyzed the angle estimation performance under different SNRs. In this simulation, the number of antenna elements was still fixed at 16. To ensure the optimal resolution for all algorithms at different SNRs, the target spacing was set to 12°. We analyzed where the SNR ranged from −15 dB to 35 dB in steps of 0.25 dB, repeated 10,000 times. The analysis of the relative error for Target 1 is shown in Figure 12.
The findings demonstrate that as the SNR decreased, the angle resolution also decreased. All these algorithms exhibited robustness to changes in the SNR. Specifically, FFT exhibited superior resolution performance under low-SNR conditions, while IAA excelled under high SNR conditions. Music with a reduced matrix dimension had no performance advantage.

However, similar to OMP, Music requires the target signal to be sparse in spatial location and necessitates prior knowledge of the number of targets. These requirements can present challenges for accurate angle estimation in practical, real-world scenarios. As a result, Music and OMP may not be suitable for applications when an unknown number of scattering targets are stacked in similar locations.

4. Imaging Analysis in Experiments

4.1. The Experimental System

There is little domestic and international research on the 3D SAR imaging of rotational structures. In order to validate the feasibility of the 3D ArcSAR sensing system and its associated imaging processing techniques, it was necessary to construct a 3D ArcSAR imaging platform.

We designed the 3D ArcSAR sensing system prototype to facilitate the acquisition of 3D panoramic imaging data. The prototype consisted of a millimeter-wave MIMO radar system and a rotating scanning mechanical system, as shown in Figure 13. The radar was mounted at the end of the rotating arm, while the MIMO antenna was set up in the altitude direction. By rotating the arm, the system can generate an azimuthal synthetic aperture and uses the MIMO antenna for altitude angle estimation. With the capability to be mounted on the roof of an unmanned ground vehicle, this system enables the acquisition of high-quality 3D imaging results in a 360° range surrounding the vehicle.

Figure 12. The relative error in the angle estimation for Target 1 under different SNRs.

Figure 13. (a) The 3D ArcSAR sensing system. (b) The millimeter-wave MIMO radar system.
The millimeter-wave MIMO radar system consists of the TI AWR2243BOOST radar and the TI DCA1000EVM real-time data capture adapter. TI AWR2243BOOST is equipped with three transmit antennas and four receive antennas, where the separation between adjacent receive antennas is set as $\lambda/2$. However, these transmit antennas are not arranged in parallel. Therefore, only the first and third transmit antennas can be used to achieve the desired MIMO radar. The angle resolution of the millimeter-wave MIMO radar is about 12.69°.

The rotating scanning mechanical system consists of a rotary base, a rotating arm, and a rotating motor. The rotating motor is electrically assisted and can be remotely controlled for speed and steering by a computer. The modular design of the mechanical system allows the flexible adjustment of the arm length to accommodate diverse experimental requirements.

4.2. Two-Dimensional Experimental Results of ArcSAR

In this experiment, metal corner reflectors are used to simulate point targets. The main parameters of the ArcSAR system based on millimeter-wave MIMO radar are shown in Table 3.

<table>
<thead>
<tr>
<th>Initial Frequency</th>
<th>FM Slope</th>
<th>AD Frequency</th>
<th>Pulse Width</th>
<th>Turntable Arm Length</th>
<th>Beamwidth</th>
<th>Rotational Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>77 GHz</td>
<td>30 MHz/us</td>
<td>22.5 MHz</td>
<td>45.5 us</td>
<td>0.41 m</td>
<td>70°</td>
<td>12° /s</td>
</tr>
</tbody>
</table>

We placed two metal corner reflectors, Q1 and Q2, spaced 90° apart. Both Q1 and Q2 were situated at a radial distance of about 8.4 m from the rotation center. Figure 14 shows the relationship diagram between the targets and the ArcSAR system’s location.

![Figure 14. The relationship diagram between the targets and the ArcSAR system’s location.](image)

To show the ArcSAR 2D imaging results visually, we converted the polar coordinate system of the imaging results into the rectangular coordinate system. The imaging results of the two metal corner reflectors Q1 and Q2 in the polar coordinate system and rectangular coordinate system are shown in Figure 15a,b.

![Figure 15. Two-dimensional imaging results of the targets: (a) polar coordinate system; (b) rectangular coordinate system.](image)
Subsequently, the imaging results for Q1 and Q2 were analyzed. The imaging results were sliced, and the corresponding impulse response results in the azimuthal direction are shown in Figure 16. Their quality parameters are shown in Table 4.

![Figure 16](image1)

**Figure 16.** Azimuthal impulse responses of Q1 and Q2.

<table>
<thead>
<tr>
<th>Quality Parameters</th>
<th>Point Target Q1</th>
<th>Point Target Q2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azimuth resolution (°)</td>
<td>0.3833</td>
<td>0.3690</td>
</tr>
<tr>
<td>Azimuth PSLR (dB)</td>
<td>-25.7565</td>
<td>-26.0115</td>
</tr>
<tr>
<td>Azimuth ISLR (dB)</td>
<td>-11.3737</td>
<td>-11.1613</td>
</tr>
</tbody>
</table>

Based on the above results, it can be observed that the measured azimuthal resolution deviated by approximately 10% from the theoretical value. This discrepancy can be attributed to the comparatively lower SNR encountered in the real measurement environment. The results of PSLR and ISLR were within the reasonable range.

**4.3. Three-Dimensional ArcSAR Experiments**

In this experimental phase, the primary focus was on verifying the altitudinal resolution performance of the 3D ArcSAR system. The FM slope and turntable arm length were adjusted to 50 MHz/us and 0.395 m, respectively. The rest of the main parameters were the same as in Table 3, with the antenna array comprising eight elements.

Two reflectors were positioned at different altitudinal locations, and the altitudinal distance between them was 0.64 m. The millimeter-wave radar system’s plane was situated at a height of 0.43 m, while the horizontal distance between the rotating scanning mechanical system’s center and the targets measured 1.53 m. The true values of the targets’ altitudinal angles were determined to be about -7.81° and 15.69°, respectively. Figure 17 displays the spatial relationship between the targets and the 3D ArcSAR system.

![Figure 17](image2)

**Figure 17.** The spatial relationship between the targets and the 3D ArcSAR system.
Considering the proximity of these two targets in the 2D imaging, it was necessary to perform angle estimation in the altitudinal direction. The 2D and 3D imaging results acquired through the utilization of the proposed algorithm for stacked masking targets are shown in Figure 18. Observing Figure 18a suggests that the two targets do not seem to be entirely stacked. However, it is known after processing that these two targets still have stacked parts of each other.

![Imaging results under stacked masking targets: (a) 2D; (b) 3D.](image)

The echo data from the stacked location of the two targets were analyzed, and the altitude angle estimation results after processing are shown in Figure 19. Both OMP and IAA could distinguish the two targets well, and IAA was able to determine that the angles of the two targets in the altitudinal direction were about $-6.6^\circ$ and $13.3^\circ$. This angle spacing was larger than the Rayleigh limit resolution of the AWR2243BOOST radar with two-transmitter and four-receiver antennas. Consequently, FFT could also distinguish the two targets. However, the angle estimation results of FFT were not too satisfactory due to factors such as a low SNR and sidelobe interference within the real measurement.

![The altitude angle estimation results under stacked masking targets.](image)

Furthermore, we conducted experiments involving a near-circular step structure, as shown in Figure 20, to evaluate the performance of the 3D ArcSAR imaging method in real-world scenarios. Due to the particular structure of the steps, each step can occupy a different location in the 2D plane and altitudinal direction. Therefore, this scene was well suited to verifying the real effect of the 3D ArcSAR imaging method, and this step structure comprised five levels. The 3D ArcSAR system was located at an approximate distance of 8 m from the steps, with the radar antenna elevated to a height of about 0.55 m over the ground.

In order to expand the detection distance and enhance the azimuth resolution of the 3D ArcSAR system, the pulse width was adjusted to 68.3 μs, and the turntable arm length was increased to 0.5085 m here.
The proposed algorithm was used to image the targets, and the 2D and 3D imaging results are shown in Figure 21.

Figure 21 demonstrates that the various levels of steps exhibited distinguishable differences in radial distance and altitudinal direction. The proposed method successfully facilitated the imaging and distinction of the steps. It should be noted that Figure 21b portrays altitude angles below 0° in the imaging results, which was due to the radar antenna’s location above some of the steps. These experimental results can verify the rationality and accuracy of the designed 3D ArcSAR system.

5. Conclusions

The proposed 3D ArcSAR method enables the reconstruction of 3D panoramic images through panoramic rotational SAR and direction estimation. To address the limitations encountered in vehicle 3D sensing, particularly the reliance on a single snapshot signal, we designed an IAA-based resolution algorithm specifically for the 3D ArcSAR sensing system. At the same time, the errors in altitude angle estimation for both the proposed algorithm and the conventional algorithms were analyzed, considering various factors such as target spacing and SNR. It was demonstrated that the proposed algorithm has superior resolution in the case of single snap, small antenna arrays, and an unknown number of targets compared to other existing methods.

Additionally, we designed a prototype of 3D ArcSAR based on a 77GHz COTS radar and a rotating scanning mechanical system. This prototype serves the purpose of validating the proposed algorithms presented in this paper, and can be further utilized for experiments in various scenes in the future.

While our primary focus was on addressing the specific challenges of unmanned ground vehicle applications, we recognize that the proposed 3D ArcSAR sensing system holds significant potential for remote sensing applications. We propose the following potential “remote sensing” applications:
1. Environmental Monitoring: The 3D ArcSAR system’s panoramic imaging capability can be leveraged for monitoring large-scale environmental areas, such as forests, coastal regions, and agricultural landscapes. It can provide valuable insights into vegetation growth, land use changes, and environmental dynamics.

2. Disaster Management: During natural disasters such as floods, earthquakes, and landslides, the 3D ArcSAR system can efficiently gather information on the affected areas and aid in disaster response and management efforts. The system’s ability to acquire 3D images in real-time can be crucial for assessing the extent of damage and planning relief operations.

3. Climate Change Studies: The system’s capacity to monitor vast areas with high accuracy enables data collection for climate change studies. It can be used to monitor ice caps, glaciers, and polar regions, providing critical data for understanding climate change patterns.

However, the current work is still at a preliminary stage. In the next stage, we plan to conduct further in-depth research on various aspects, including the experimental verification of complex targets, more efficient ArcSAR imaging algorithms, and the impact on the ArcSAR imaging results under the motion of unmanned ground vehicles.
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