Improving the Transferability of Deep Learning Models for Crop Yield Prediction: A Partial Domain Adaptation Approach
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Abstract: Over the past few years, there has been extensive exploration of machine learning (ML), especially deep learning (DL), for crop yield prediction, resulting in impressive levels of accuracy. However, such models are highly dependent on training samples with ground truth labels (i.e., crop yield records), which are not available in some regions. Additionally, due to the existence of domain shifts between different spatial regions, DL models trained within one region (i.e., source domain) tend to have poor performance when directly applied to other regions (i.e., target domain). Unsupervised domain adaptation (UDA) has become a promising strategy to improve the transferability of DL models by aligning the feature distributions in the source domain and the target domain. Despite the success, existing UDA models generally assume an identical label space across different domains. This assumption can be invalid in crop yield prediction scenarios, as crop yields can vary significantly in heterogeneous regions. Due to the mismatch between label spaces, negative transfer may occur if the entire source and target domains are forced to align. To address this issue, we proposed a novel partial domain adversarial neural network (PDANN), which relaxes the assumption of fully, equally shared label spaces across domains by downweighing the outlier source samples. Specifically, during model training, the PDANN weights each labeled source sample based on the likelihood of its yield value given the expected target yield distribution. Instead of aligning the target domain to the entire source domain, the PDANN model downweighs the outlier source samples and performs partial weighted alignment of the target domain to the source domain. As a result, the negative transfer caused by source samples in the outlier label space would be alleviated. In this study, we assessed the model’s performance on predicting yields for two main commodities in the U.S., including corn and soybean, using the U.S. corn belt as the study region. The counties under study were divided into two distinct ecological zones and alternatively used as the source and target domains. Feature variables, including time-series vegetation indices (VIs) and sequential meteorological variables, were collected and aggregated at the county level. Next, the PDANN model was trained with the extracted features and corresponding crop yield records from the U.S. Department of Agriculture (USDA). Finally, the trained model was evaluated for three testing years from 2019 to 2021. The experimental results showed that the developed PDANN model had achieved a mean coefficient of determination (R²) of 0.70 and 0.67, respectively, in predicting corn and soybean yields, outperforming three other ML and UDA models by a large margin from 6% to 46%. As the first study performing partial domain adaptation for crop yield prediction, this research demonstrates a novel solution for addressing negative transfer and improving DL models’ transferability on crop yield prediction.
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1. Introduction

Corn and soybean are the two largest commodities in the U.S. [1,2]. Being the foremost producer and exporter of corn and soybean in the world, the U.S. produced about 383.54 million metric tons of corn and 120.84 million metric tons of soybean in 2021, both of which accounted for over 30% of total world production. A precise and prompt estimation of the yield of corn and soybeans in the U.S. can inform societies about the food and fiber supply, which contributes to the food security and the stability of global export markets [3]. Moreover, yield trends for both corn and soybean have been increasing for decades but have seen more variability under the pressure of changing climates and severe weather events [4]. Providing timely and precise yield estimates for corn and soybean can aid in the improved evaluation of their reactions to environmental stresses, which is helpful for agricultural researchers to develop corresponding strategies to increase yields and mitigate the impacts of climate change [5]. As such, accurate predictions of crop yield for corn and soybean are critical for ensuring food security, economic stability, and sustainable agricultural practices in the U.S.

With the advent of satellite missions, remote sensing imagery has been publicly accessible in a variety of spatial, temporal, and spectral resolutions, opening new opportunities for regional agricultural monitoring and mapping [6,7]. Together with the recent advancements in machine learning (ML), numerous ML methods have been developed to associate remote sensing imagery with crop yield for yield prediction [8]. For example, Johnson (2014) extracted time-series NDVI and weather variables from MODIS products and built a tree-based regression model to predict county-level corn and soybean yields in the Midwest [9]. Kamir et al. (2020) compared ML regression models’ performance on estimating wheat yields in Australia using a satellite image time series and climate records. Support vector regression (SVR) was proven to be the best learner, explaining a large portion of yield variability and achieving a coefficient of determination ($R^2$) of 0.73 [10]. Marshall et al. (2022) conducted a comprehensive study on using PRISMA and Sentinel-2 imagery to estimate the biomass and yields at the field level based on data-driven ML methods for four major crops in Italy, including corn, soybean, rice, and wheat [11]. Chen et al. (2022) presented a method of spatial disaggregation based on extreme gradient boosting (XGB) for crop yield mapping from the county level to the municipal level in China [12]. Besides traditional ML models, deep learning (DL) methods have also drawn significant attention owing to their remarkable ability to capture intricate connections between crop yield and multiple variables from diverse sources. The effectiveness of DL structures, such as Long Short-Term Memory (LSTM) and Convolutional Neural Networks (CNN), in extracting informative features from sequential and imagery data has been extensively demonstrated through numerous research studies, and thus they have been widely used for crop yield prediction based on time series remote sensing and weather variables. For example, Sun et al. (2019) combined CNN and LSTM as a deep CNN-LSTM model for soybean yield prediction in the Contiguous United States [13]. Zhang et al. (2021) collected field-surveyed yields across corn cultivation areas in China and compared the performance of LSTM with linear and non-linear ML models on predicting corn yield based on satellite-derived vegetation indices (VIs) and climatic variables. The LSTM model has been demonstrated to be the most effective in capturing the cumulative impact of environmental factors on corn yield in the study area compared to the other methods [14]. Ma et al. (2021) incorporated Bayesian learning into the deep yield prediction model and developed a Bayesian neural network (BNN) model to make predictions of county-level corn yield while also providing estimates of the associated predictive uncertainty. The proposed BNN model outperformed state-of-the-art ML and DL models and successfully captured the predictive uncertainty caused by observation noises and environmental stresses [15]. In addition, there are also efforts in precision agriculture that predict yield at a finer scale. For example, in [16], a random forest (RF) model was trained to map subfield-level wheat yield using Sentinel-2 imagery and environmental variables, and a root mean square error (RMSE) of 0.61 t/ha was achieved. Similarly, in [17], an RF model and a functional linear regression model
were used to map canola yield using time-series Sentinel-2, which predicted canola yield to within 12–16% accuracy of the ground collecting yield.

Even though tremendous progress has been made in this area, ML and DL models are data-driven and require a substantial amount of labeled data for model training [18,19]. Furthermore, due to the domain shift existing across heterogeneous regions [20], DL models tend to be location-specific and have low spatial transferability [21,22]. To improve the transferability of DL models, transfer learning (TL) offers a viable solution by transferring knowledge gained in one domain to another. A commonly used strategy is fine-tuning-based TL (FTL). The core idea of FTL is to first pre-train a model in the data-abundant source domain and then fine-tune it with a few labeled target samples. For example, Chew et al. (2020) pre-trained the VGG16 architecture using the ImageNet dataset and then fine-tuned it with RGB images collected from UAVs to fulfill the task of within-field crop mapping in Rwanda [23]. Wang et al. (2018) trained a deep CNN model with county-level yield statistics and MODIS observations in Argentina. The model was then transferred to predict soybean yields in Brazil at the province level via fine-tuning [24]. Khaki et al. (2021) proposed a new CNN called YieldNet which leverages TL to predict corn and soybean yields by utilizing a shared backbone feature extractor. This approach allows for the feature extractor as well as the learned knowledge to be shared and transferred between the two yield predictions, enabling simultaneous predictions of both corn and soybean yields [25]. Zhao et al. (2022) pre-trained a four-layer fully connected network using simulated winter wheat yield data and fine-tuned it by the ground-measured winter wheat yield records [26].

Despite the success, labeled target data samples are still required to ensure the effectiveness of FTL. Given that gathering yield records involves extensive fieldwork and agricultural censuses [27], some agricultural regions might have no historical yield records, which make it impossible for either training models from scratch or FTL. To improve the transferability of DL models without utilizing labeled target data, unsupervised domain adaptation (UDA) based on adversarial learning has emerged as a viable strategy [28], in which the domain adversarial neural network (DANN) is the most representative method that reduces domain shift by mapping the input features from both domains into a cross-domain subspace through adversarial learning. Recent research has proven the usefulness of the DANN in real-world applications. For example, Q. Wang et al. (2018) addressed the discrepancy in feature distributions between two telephone corpora datasets for speaker recognition by using the DANN model [29]. Han et al. (2019) developed a convolutional layer-based DANN to detect and classify mechanical fault, which demonstrated good generalization performance for conditions not encountered during training [30]. Ma et al. (2021b) applied an adaptive training strategy to the DANN that adaptively adjusts the weighting parameter in the loss function to stabilize the model performance in the task of yield prediction. The proposed adaptive DANN (ADANN) outperformed the DANN in the task of corn yield prediction in transfer experiments between two ecological zones in the Midwest of the U.S. [31]. Similarly, Ye et al. (2022) adopted the ADANN model for robot deformation prediction, which outperformed the conventional stiffness models with large margins [32]. Most recently, Ma et al. (2023) employed the multi-source UDA strategy and introduced the method of multi-source maximum predictor discrepancy (MMPD) to mitigate domain shifts across multiple source and target domains, which outperformed other single-source UDA methods in terms of root mean square error (RMSE) [33].

However, existing studies on UDA generally assume identical label spaces across different domains. As yield distributions can vary greatly from region to region, such an assumption may not hold true in real-world applications such as crop yield prediction. If the label spaces are not fully shared between the domains, target samples may be incorrectly matched to source samples with drastically varying yields during UDA, leading to negative transfer and low model performance [34]. To tackle this issue, an intuitive approach is to loosen the assumption of a completely shared label space and instead partially align the domains within the common label space. Such an approach is referred to as partial domain adaptation (PDA) [35,36]. A series of PDA methods have been proposed for image
classification and achieved impressive results. For instance, Cao et al. (2018a) designed the Selective Adversarial Network (SAN) for PDA by identifying and excluding source classes that do not align with the target domain [37]. Gu et al. (2021) proposed an adversarial reweighting deep recognition network that adversarially learns to adjust the importance of source domain data to partially match the distribution across different domains [34]. However, despite its success in image classification, no study has explored or applied the PDA strategy for crop yield prediction, which is categorized as a regression task.

In this study, we applied the PDA strategy to improve the transferability of DL models in the task of crop yield prediction. A partial DANN (PDANN) was developed, in which a novel weighting mechanism was proposed to weight each labeled source sample in accordance with the likelihood of its yield value given the predicted target yield distribution. During model training, the PDANN weighs each labeled sample according to the likelihood of its yield value given the expected target yield distribution. Consequently, the PDANN can downweigh outlier source samples and mitigate negative transfer. As a result, the source and target domains would be partially aligned in the shared label space. We assessed the model’s performance in predicting yield for both corn and soybean, the two largest commodities in the U.S. Counties that grow corn and soybean in the Midwest were divided into two distinct ecological zones. These zones were interchangeably utilized as both the source and target domains in the transfer experiments. Feature variables, which consist of time-series VIs and sequential meteorological variables, were first gathered and consolidated at the county level. After that, the PDANN was trained and evaluated in transfer experiments over three testing years from 2019 to 2021. Finally, we delved deeper into the proposed PDANN model by analyzing its weighting mechanism and examined the effectiveness of PDA by visualizing the distributions of extracted features.

2. Materials

We selected the Midwest in the U.S. as the experimental site, which is recognized as the world’s most productive crop-growing region and has plentiful historical records of corn and soybean yields [9]. Data from multiple sources were collected for model development, including historical yield records, satellite remote sensing products, and meteorological variables. A comprehensive introduction of each type of data and their respective preprocessing procedures is given in the following sections.

2.1. Experimental Site and Crop Yield Records

Twelve Midwestern states are included in the experimental site (Figure 1). Both corn and soybean have been grown in these states. Historical yield records of corn and soybean were downloaded from the National Agricultural Statistics Service (NASS), which is the statistical arm of the USDA and provides county-level crop yield statistics (USDA, 2020). Following previous studies [22,38], we grouped counties in the experimental sites into two distinct ecological zones. As shown in Figure 1, counties on the east side are in the Eastern Temperate Forests (ETFs) and counties on the west side are in the Great Plains (GPs). These two ecological zones are well-suited for transfer experiments due to their distinct climates and environments. Specifically, the ETFs have a humid, temperate climate with a lot of rainfall and a great level of biodiversity. The GPs, on the other hand, experience hot summers and little precipitation, resulting in a relatively low plant richness [39].
Remote Sens. 2023, 15, x FOR PEER REVIEW 5 of 18

Figure 1. The Midwest contains twelve states. Counties in the experimental site are in two distinctive ecological zones, including the Eastern Temperate Forests (ETFs) and the Great Plains (GPs).

2.2. Satellite-Derived Vegetation Indices and Meteorological Variables

Three complementary VIs that have demonstrated a strong correlation with crop yields were derived from the daily MODIS MCD43A4 imagery at a spatial resolution of 500 m [15]. Specifically, the Enhanced Vegetation Index (EVI) was created based on the Normalized Difference Vegetation Index (NDVI) and has improved sensitivity in areas with abundant biomass [40]. The Green Chlorophyll Index (GCI) was designed to measure the canopy chlorophyll content, which allows it to calculate how effectively crops utilize light [41]. The Normalized Difference Water Index (NDWI) is widely used to track changes in the water content of plant leaves since it was created to measure the moisture content of vegetation [42]. The formulas of EVI, GCI, and NDWI are given below:

\[
EVI = 2.5 \times \frac{(NIR - Red)}{NIR + C_1 \times Red - C_2 \times Blue + L}
\]

(1)

\[
GCI = \frac{NIR}{Green} - 1
\]

(2)

\[
NDWI = \frac{NIR - SWIR}{NIR + SWIR}
\]

(3)

in which the terms Red, Blue, Green, NIR, and SWIR refer to the spectral bands in the red, blue, green, near-infrared, and short-wave infrared spectral channels that have been atmospherically corrected; \(L\), which is set as 1 in our study, represents a constant value used for background adjustment; \(C_1\) and \(C_2\) are coefficients for atmospheric correction, which are set as 6.0 and 7.5, respectively [8].

In addition to VIs, meteorological variables were also considered in this study as a measurement of environmental stresses. Specifically, the land surface temperature during both daytime and nighttime was obtained from the MODIS MYD11A2 product at a spatial resolution of 1 km (i.e., LSTday and LSTnight) [43]. LSTday and LSTnight were considered because they can quantify the heat stress on the ground [9]. Meteorological variables have been extracted from the DAYMET V4 gridded daily weather dataset at a 1 km spatial resolution. Four types of meteorological variables were considered, including daily maximum air temperature (Tmax), daily minimum air temperature (Tmin), daily total precipitation (PPT), as well as incident shortwave radiation flux density (SRAD) [44]. Specifically, the air temperatures were included since they affect crop growth and development, as well as the timing of important crop stages such as flowering and maturation. PPT was considered since adequate and timely rainfall is essential for the growth and development of crops, and insufficient or excessive precipitation can have a significant impact on crop yield. Moreover, SRAD was incorporated into the feature set because of its close relationship with the photosynthesis process in plants, which is vital for crop growth and development [45].
2.3. Data Preprocessing

County-level crop yields, VIs, and meteorological variables were collected from 2008 to 2021. As each type of data originates from various sources and possesses diverse spatial and temporal resolutions, preprocessing becomes essential. Specifically, to eliminate noisy observations of irrelevant landcover, the Cropland Data Layer (CDL) provided by USDA-NASS was utilized as the crop mask for masking out such observations [46]. Subsequently, daily VIs and meteorological variables were initially aggregated spatially to the county level by calculating the mean value of each variable in each county using Google Earth Engine (GEE). Following this, daily VIs and meteorological variables were temporally aggregated to a 16-day interval by calculating the mean value of each time-series variable in every 16-day time window. These time-series variables were computed between March and October, covering a total of 14 periods to encompass the planting and growing season for corn and soybean in the experimental site. The resulting feature vector has a total length of 126 (i.e., 9 types of feature variables, and each has 14 periods). Finally, in each county, the yield records and the associated feature vectors were paired in the corresponding years and ready for model development. Table 1 presents a comprehensive summary of the experimental site and the feature variables utilized for model development.

Table 1. A summary of ecological domains and feature variables used in this study.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Environment and Climate</th>
<th># Samples</th>
<th>Land Cover Layer</th>
<th>Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eastern Temperate Forests (ETFs)</td>
<td>Largely covered by closed-canopy deciduous forests with a humid and temperate climate.</td>
<td>Corn: 5650 Soybean: 5658</td>
<td>USDA-NASS Cropland Data Layer (CDL)</td>
<td>• EVI, NDWI, and GCI from MODIS MCD43A4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• LSTday and LSTnight from MODIS MYD11A2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>• Tmin, Tmax, PPT, and SRAD from DAYMET</td>
</tr>
<tr>
<td>Great Plains (GPs)</td>
<td>Comparatively low biodiversity with a hot summer and low rainfall.</td>
<td>Corn: 5599 Soybean: 5229</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3. Methodology

Supervised DL models aim to associate input features, $x \in X$, with their corresponding labels, $y \in Y$, by learning the underlying probability distribution, $D(x, y)$, that characterizes the relationship between them, in which $X$ denotes the input feature space and $Y$ denotes the label space. When predicting crop yield, $x$ are feature vectors of time-series VIs and meteorological variables, and $y$ denotes the crop yield. Given the source domain dataset $D_s$ and the target domain dataset $D_t$, it is likely that domain shift exists between $D_s$ and $D_t$ due to different climates and environments. Consequently, models trained with labeled data from $D_s$ are likely to suffer from degraded performance when applied directly to $D_t$ [20].

To improve the transferability of DL models, the DANN model [47] has been proposed to address the issue of domain shift by projecting input features from each domain into a common subspace via adversarial learning. It mainly has three components: a feature extractor $G_f$, a yield predictor $G_y$, and a domain discriminator $G_d$ (Figure 2 (left)). These components are trained end-to-end, enabling the model to learn and adapt to different domains. Specifically, during the feed-forward process, the $i$th input data $x_i$ from either $D_s$ or $D_t$ is initially passed through $G_f$ to extract cross-domain features $x'_i$ (Equation (4)). The extracted features $x'_i$ from $D_s$ is further passed through $G_y$ for yield prediction and the predicted yield $\hat{y}_i$ is outputted (Equation (5)). Meanwhile, the extracted features $x'_i$ from both domains are fed into $G_d$ for domain classification and the domain label $\hat{d}_i$ is outputted (Equation (6)), which identifies the domain that the input $x_i$ originates from.
To update the network, two types of loss functions are used. The first one is the yield prediction loss $L_y$, which is defined as the mean squared error (MSE) (Equation (7)). Since we only have access to labeled samples in the source domain, $L_y$ is calculated based on the predicted yield $\hat{y}_i$ and the corresponding yield label $y_i$ in the source domain for all $i \in \{1, 2, \ldots n_s\}$. The second loss function is the domain loss $L_d$, which is defined as a binary cross-entropy (Equation (8)). $L_d$ is calculated by comparing the predicted domain label $\hat{d}_i$ with the corresponding domain label $d_i$, which indicates the original domains of the input $x_i$ (i.e., $x_i \sim D_s(x)$ if $d_i = [0,1]$; $x_i \sim D_t(x)$ if $d_i = [1,0]$):

$$x^i_f = G_f(x^i_f; \theta_f), \forall i \in \{1, 2, \ldots n_s + n_t\}$$

$$(4)$$

$$\hat{y}_i = G_y(x^i_f; \theta_y), \forall i \in \{1, 2, \ldots n_s\}$$

$$(5)$$

$$\hat{d}_i = G_d(x^i_f; \theta_d), \forall i \in \{1, 2, \ldots n_s + n_t\}$$

$$(6)$$

$$L_y = \frac{1}{n_s} \sum_{i=1}^{n_s} (y_i - \hat{y}_i)^2$$

$$(7)$$

$$L_d = \frac{1}{n_s + n_t} \sum_{i=1}^{n_s + n_t} d_i \log \hat{d}_i + (1 - d_i) \log (1 - \hat{d}_i)$$

$$(8)$$

in which $\theta_f$, $\theta_y$, and $\theta_d$ denote the trainable weights in $G_f$, $G_y$, and $G_d$, respectively. $n_s$ denotes the number of labeled data samples in the source domain and $n_t$ denotes the number of unlabeled data samples in the target domain.

During backpropagation, in order to extract features $x^i_f$ that are informative to the main task (i.e., accurately predict crop yield) and indiscriminative between domains (i.e., have small domain shift), the feature extractor $G_f$ is trained in collaboration with the yield predictor $G_y$ to minimize $L_y$. Additionally, it is trained adversarially with the domain discriminator $G_d$ to maximize $L_d$. To perform adversarial training between $G_f$ and $G_d$, the gradient reversal layer (GRL) is inserted to connect $G_f$ and $G_d$, which reverses the direction of the gradient during backpropagations. Overall, the loss function combining the yield prediction loss and the domain loss is given by (Equation (9)):

$$L = L_y - \lambda L_d$$

$$(9)$$

where $\lambda$ is a weighting parameter that determines the balance between two losses. Though successful, the DANN model is trained to match the target domain with the whole source domain under the assumption that they share an identical label space (i.e., $Y_s = Y_t$). Unfortunately, it may not hold true in the context of large-scale crop yield prediction, as yield distributions tend to vary across different regions. Therefore, the DANN could mis-
takenly align source samples and target samples with very different yields and result in negative transfer.

To address the aforementioned issue, an intuitive solution is to reduce the contribution of those source samples assigned to the outlier label space \( Y_s \backslash Y_t \), which refers to a subset of the source domain that has labels not appearing in the target domain. However, determining if a source sample falls within the outlier label space \( Y_s \backslash Y_t \) can be a challenging task owning to the fact that historical yield records are not available in the target domain. Fortunately, using the predicted yield \( \hat{y}_i \) for target inputs provided by the yield predictor, we can estimate the target yield distribution. The estimated target yield distribution can be used to assess the likelihood of a source sample falling into the outlier label space. Given that \( Y_s \backslash Y_t \) and \( Y_t \) are disjointed, the feature distributions in the outlier source label space \( \hat{y}_i \) of source samples within the common label space \( Y_s \cup Y_t \) should resemble those of the target samples more closely. Therefore, the corresponding yield values of source samples within \( Y_s \cup Y_t \) should have a high probability given the estimated target yield distribution.

Based on this idea, we proposed the partial DANN (PDANN) model, which down-weighs source samples in the outlier label space according to the estimated yield distribution in the target domain. As depicted in Figure 2 (right), the proposed PDANN has a similar architecture to the DANN model but has a different training procedure. Specifically, the PDANN model is first pre-trained as a DANN model for a few epochs to establish an initial association between \( x \) and \( y \). After that, input data \( x_i \) from either \( D_s \) or \( D_t \) are passed through the feature extractor \( G_f \) to extract cross-domain features. The extracted feature \( x_f \) from both domains is further passed through the yield predictor \( G_y \) to predict the crop yield \( \hat{y}_i \). Meanwhile, \( x_f \) is also forwarded into the domain discriminator \( G_d \) for domain classification and outputs the domain label \( \hat{d}_i \). These predicted yields for the target samples from \( D_t \) are used to estimate the yield distribution as a normal distribution \( \mathcal{N}(\hat{\mu}_t, \hat{\sigma}_t) \) (Equations (10) and (11)). The normal distribution is adapted here since it is a common assumption in regression when a large number of data samples are available. After that, the PDANN estimates the weight for each crop yield record \( y_i \) from \( D_s \) according to its likelihood \( p_t \) given \( \mathcal{N}(\hat{\mu}_t, \hat{\sigma}_t) \) (Equation (12)). A higher \( p_t \) indicates that the source sample is more likely to be within the common label space while a lower \( p_t \) indicates that it is more likely to be in the outlier label space. With \( p_t \), PDANN can reduce the contribution of source samples in the outlier label space \( Y_s \backslash Y_t \). As such, each source sample is weighted according to \( p_t \) and the weighted yield prediction loss \( L_{y_w} \) (Equation (13)) and weighted domain loss \( L_{d_w} \) (Equation (14)) are calculated as below:

\[
\hat{\mu}_t = \frac{1}{n_t} \sum_{i=1}^{n_t} \hat{y}_i \tag{10}
\]

\[
\hat{\sigma}_t = \sqrt{\left( \frac{\bar{y}_i - \hat{\mu}_t}{n_t-1} \right)^2} \tag{11}
\]

\[
p_t(y_i) = \frac{1}{\sqrt{2\pi}\hat{\sigma}_t} \exp \left( \frac{(\hat{\mu}_t - y_i)^2}{2\hat{\sigma}_t^2} \right) \tag{12}
\]

\[
L_{y_w} = \frac{1}{n_s} \sum_{i=1}^{n_s} p_t(y_i)(y_i - \hat{y}_i)^2 \tag{13}
\]

\[
L_{d_w} = \frac{1}{n_t} \sum_{i=1}^{n_t} p_t(y_i) \left( d_i \log \hat{d}_i + (1 - d_i) \log \left( 1 - \hat{d}_i \right) \right) + \frac{1}{n_t} \sum_{i=1}^{n_t} \left( d_i \log \hat{d}_i + (1 - d_i) \log \left( 1 - \hat{d}_i \right) \right) \tag{14}
\]
in which \( \hat{\mu}_t \) and \( \hat{\sigma}_t \) denote the estimated mean and standard deviation for the estimated yield distribution in the target domain. \( \hat{y}_i \) is the likelihood of the ground truth yield records \( y_i \) given the estimated target yield distribution \( N(\hat{\mu}_t, \hat{\sigma}_t) \). Note that the weighted yield prediction loss \( L_{yw} \) is calculated based on the labeled source samples since ground truth label information in the target domain is not available during training.

Our proposed PDANN has been designed with a depth of six. In particular, \( G_f \) has an input layer and three hidden layers comprising 256, 128, and 64 neurons. Neighboring hidden layers are fully connected with each other. Meanwhile, both \( G_d \) and \( G_y \) are made up of two hidden layers, with 64 and 32 neurons, respectively, and an output layer. Like the feature extractor, the neighboring hidden layers and the output layer are fully connected in \( G_d \) and \( G_y \). The activation function for each hidden neuron was the Rectified Linear Unit (ReLU). Similar to DANN, the GRL is employed to link the feature extractor and the domain classifier, facilitating the reversal of gradient signs during backpropagation. Based on our experiments, the maximum training epochs was set as 200 and the PDANN model was pre-trained in the first 20 epochs. The Adam optimization algorithm was used as the optimizer [48].

4. Experiments and Results
4.1. Experiment Setup

We evaluated the proposed PDANN model in predicting the yield of the two main commodities in the U.S., namely corn and soybean. Besides PDANN, three other approaches were selected as comparison methods. The first comparison model is the random forest (RF), which is one of the most widely used ML-based yield prediction methods [9,49–51]. We implemented the RF model in Python using the scikit-learn library, a widely-used ML toolkit that provides efficient and user-friendly implementations of various algorithms [52]. The second model for comparison is the deep neural network with fully connected layers (DNN), which is a representative model in the field of deep learning [25]. The third model for comparison is the ADANN model, which is a DANN-based UDA model for regression tasks such as crop yield prediction [31] and robot deformation prediction [32]. The architecture of the DNN and ADANN is identical to that of PDANN. However, the DNN does not have the domain discriminator and the ADANN does not utilize the weighting mechanism. We developed all of the DL models using PyTorch, a Python-based DL framework [53]. To train and test these models, we utilized Google Colab, a cloud-based platform for ML, which provided access to GPUs for faster processing.

Our PDANN model, along with three comparison models, underwent evaluation in two transfer experiments, where the source and target domains were alternatively defined as GP and ETF (i.e., GP → ETF and ETF → GP). Both the supervised learning models, RF and DNN, were trained using labeled source data and directly used to make yield prediction and evaluated in the target domain. The UDA methods, ADANN and PDANN, were trained with labeled source samples and unlabeled target samples. Each model was trained using data from all preceding years, since 2008, and evaluated on three testing years: 2019, 2020, and 2021. In each testing year, the \( R^2 \) and the RMSE (Equations (15) and (16)) were utilized to evaluate the model performance:

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (\hat{y}_i - y_i)^2}{\sum_{i=1}^{n} (\bar{y} - y_i)^2} \tag{15}
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \tag{16}
\]

where \( \hat{y}_i \) is the predicted yield by models and \( y_i \) is the corresponding reported yield; \( \bar{y} \) is the average yield of all data samples; and \( n \) denotes the total number of samples in a given testing year.
4.2. Evaluation Results

In Tables 2 and 3, we present the evaluation results for corn and soybean yield prediction, respectively, for each testing year. Each experiment was repeated five times and the average $R^2$ and RMSE were reported for each case. The result with the highest evaluation accuracy for each case is highlighted in bold.

Table 2. Evaluation results of $R^2$ and RMSE (t/ha) for corn yield prediction in 2019–2021. The best performance is highlighted in bold.

<table>
<thead>
<tr>
<th>Year</th>
<th>Experiment</th>
<th>RF R²</th>
<th>RMSE</th>
<th>DNN R²</th>
<th>RMSE</th>
<th>ADANN R²</th>
<th>RMSE</th>
<th>PDANN R²</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>2019</td>
<td>GP → ETF</td>
<td>0.33</td>
<td>1.13</td>
<td>0.37</td>
<td>1.09</td>
<td>0.53</td>
<td>0.94</td>
<td>0.56</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>ETF → GP</td>
<td>0.70</td>
<td>1.28</td>
<td>0.68</td>
<td>1.31</td>
<td>0.73</td>
<td>1.20</td>
<td>0.78</td>
<td>1.10</td>
</tr>
<tr>
<td>2020</td>
<td>GP → ETF</td>
<td>0.52</td>
<td>1.06</td>
<td>0.59</td>
<td>1.28</td>
<td>0.67</td>
<td>0.89</td>
<td>0.71</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>ETF → GP</td>
<td>0.54</td>
<td>1.67</td>
<td>0.64</td>
<td>1.46</td>
<td>0.75</td>
<td>1.22</td>
<td>0.77</td>
<td>1.18</td>
</tr>
<tr>
<td>2021</td>
<td>GP → ETF</td>
<td>0.53</td>
<td>1.08</td>
<td>0.49</td>
<td>1.17</td>
<td>0.59</td>
<td>1.01</td>
<td>0.65</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>ETF → GP</td>
<td>0.75</td>
<td>1.67</td>
<td>0.71</td>
<td>1.80</td>
<td>0.74</td>
<td>1.70</td>
<td>0.75</td>
<td>1.67</td>
</tr>
</tbody>
</table>

Table 3. Evaluation results of $R^2$ and RMSE (t/ha) for soybean yield prediction in 2019–2021. The best performance is highlighted in bold.

<table>
<thead>
<tr>
<th>Year</th>
<th>Experiment</th>
<th>RF R²</th>
<th>RMSE</th>
<th>DNN R²</th>
<th>RMSE</th>
<th>ADANN R²</th>
<th>RMSE</th>
<th>PDANN R²</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>2019</td>
<td>GP → ETF</td>
<td>0.01</td>
<td>0.46</td>
<td>0.31</td>
<td>0.39</td>
<td>0.50</td>
<td>0.33</td>
<td>0.53</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>ETF → GP</td>
<td>0.69</td>
<td>0.35</td>
<td>0.65</td>
<td>0.39</td>
<td>0.74</td>
<td>0.34</td>
<td>0.74</td>
<td>0.34</td>
</tr>
<tr>
<td>2020</td>
<td>GP → ETF</td>
<td>0.27</td>
<td>0.20</td>
<td>0.50</td>
<td>0.33</td>
<td>0.56</td>
<td>0.31</td>
<td>0.65</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>ETF → GP</td>
<td>0.67</td>
<td>0.44</td>
<td>0.62</td>
<td>0.47</td>
<td>0.68</td>
<td>0.43</td>
<td>0.72</td>
<td>0.40</td>
</tr>
<tr>
<td>2021</td>
<td>GP → ETF</td>
<td>0.42</td>
<td>0.42</td>
<td>0.53</td>
<td>0.39</td>
<td>0.56</td>
<td>0.37</td>
<td>0.60</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>ETF → GP</td>
<td>0.75</td>
<td>0.53</td>
<td>0.64</td>
<td>0.64</td>
<td>0.74</td>
<td>0.54</td>
<td>0.79</td>
<td>0.49</td>
</tr>
</tbody>
</table>

As observed from Tables 2 and 3, experiments ETF → GP for both corn and soybean yield predictions consistently show substantially higher agreement $R^2$ than those of the experiments GP → ETF for each test model for test years 2020 and 2021. Contrarily, the RMSEs of experiments ETF → GP for both crops are significantly higher than those of the experiments GP → ETF for each model for 2020 and 2021. However, in 2019, the experiments GP → ETF for both corn yield predictions show comparatively lower $R^2$ than the other years. Similarly, the RMSE of the RF model for soybean yield prediction in the experiment ETF → GP is smaller than that of the experiment GP → ETF while the RMSEs of the other models for experiment ETF → GP are very close or slightly bigger than those of the GP → ETF. It is because record-breaking rainfall in 2019 caused flooding and historic delays in the pace of U.S. corn and soybean planting, especially in Illinois. As a result, it is hard to achieve high prediction agreement in experiments GP → ETF in 2019 for all models.

Specifically, due to domain shift between ETF and GP, the supervised learning models RF and DNN, which were trained solely with labeled source samples, generally underperformed in most cases. In transfer experiments from GP to ETF for corn yield prediction, both the RF and DNN made predictions that had a low agreement with the ground truth data and had an $R^2$ less than 0.60 (Table 2), especially in the abnormal year 2019. In experiments ETF → GP, the RF and DNN achieved comparatively higher $R^2$ but also had higher RMSEs for 2020 and 2021. Specifically, in experiments ETF → GP in 2020 and 2021 (Table 2), the RF had a high RMSE of 1.67 t/ha in both years. Similarly, when predicting...
soybean yield, the RF and DNN had low accuracy in most cases (Table 3). For example, in the experiment GP → ETF in 2019, the RF achieved an R² as low as 0.01 while the DNN also had a low R² of 0.31 (Table 3).

Both the ADANN and PDANN models employed the UDA strategy of adversarial learning to project the input features into a cross-domain subspace, thereby reducing domain shift. Consequently, the predicted yields by the ADANN and PDANN have achieved higher agreement with the reported yield (Tables 2 and 3). Specifically, the ADANN model outperformed the supervised learning models in most cases. For example, in the year 2019, the ADANN outperformed the DNN by large margins and improved the R² from 0.33 to 0.53 in predicting corn yields (Table 2) and improved the R² from 0.31 to 0.50 in predicting soybean yields (Table 3) in the experiment GP → ETF. However, its improvements were not obvious in some cases. For example, in the experiment ETF → GP for soybean yield prediction, the ADANN model slightly improved the R² by 0.01 compared to the RF in 2020. The proposed PDANN model further outperformed the ADANN model and had more stable performance. Specifically, the PDANN model mostly improved the R² by 0.02–0.04 for both corn and soybean yield prediction in comparison with the ADANN. For soybean yield prediction from the GPs to the ETFs in 2020, the PDANN largely improved the R² by 0.09 in comparison with the ADANN (Table 3). It proved that the PDANN was more effective in addressing the domain shift, providing greater robustness than other methods.

In order to visually demonstrate the level of agreement between reported and predicted yields, we present the density scatter plots in Figures 3 and 4. In all cases, the proposed PDANN model demonstrated the highest level of agreement (Figures 3(d1,d2) and 4(d1,d2)). Specifically, owing to the domain shift between ETFs and GPs, predictions by RF and DNN tend to be biased. However, such biases are not consistent between low yield counties and high yield counties. For example, since the crop yields are comparatively lower in the GP, the RF and DNN were observed to underestimate the crop yields in ETF when trained with labeled data in GP for both corn and soybean. On the other hand, as shown in Figures 3(a2,b2) and 4(a2), the ETF → GP yields were overestimated for the RF and DNN. Similarly, as shown in Figure 4(b2), the low yield counties (less than 10 tons/ha for corn and less than 3 tons/ha for soybeans), were overestimated for ETF → GP while the high yield counties were underestimated. After UDA, both the ADANN and the PDANN reduced the bias and achieved better agreement. Moreover, the scatter plots of the PDANN were more compact and less variant than the ADANN model’s, suggesting its superior performance.
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Figure 3. Density scatter plots comparing reported and predicted corn yields from 2019 to 2021 by (a) RF, (b) DNN, (c) ADANN, (d) PDANN in (1) GP → ETF and (2) ETF → GP.
Finally, we present in Figures 5 and 6 the average absolute error maps from 2019 to 2021 for corn and soybean yield prediction, respectively, with darker colors indicating larger absolute error values for each model. The results showed that RF and DNN models exhibited smaller errors in states near the boundary of ETF and GP, such as IL (Figures 5(a1) and 6(b1)), while a cluster of large errors was observed in states distant from the other domain, such as OH, IN, ND, SD, and western NE. This is because the domain shift would be more significant in areas located away from the source domain. Compared to the RF and DNN, the ADANN model eliminated most error clusters and reduced absolute errors in ND, SD, and IN (Figures 5(c1,c2) and 6(c1,c2)). The PDANN further improved the prediction accuracy compared to the ADANN. It had smaller errors in most counties, especially in IA for corn yield prediction (Figure 5(d2)) and in NE and KS for soybean yield prediction (Figure 6(d2)).
Given that consistent results were obtained over multiple years, we have presented the results in 2021 as a representative example.

5. Discussion

5.1. Weighting Mechanism Analysis

To explore the weighting mechanism in the proposed PDANN, we depicted the calculated weights for the PDANN together with the yield distributions in each domain (Figures 7 and 8). Given that consistent results were obtained over multiple years, we have presented the results in 2021 as a representative example.
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**Figure 6.** Average absolute error maps of soybean yield prediction from 2019 to 2021 of (a) RF, (b) DNN, (c) ADANN, and (d) PDANN in (1) GP → ETF and (2) ETF → GP.

![Image of yield distributions](image)

**Figure 7.** Histograms of corn yields in each domain along with the learned weight distribution by the PDANN model in the year 2021 under GP → ETF (left) and ETF → GP (right).

![Image of yield distributions](image)

**Figure 8.** Histograms of soybean yields in each domain along with the learned weight distribution by the PDANN model in the year 2021 under GP → ETF (left) and ETF → GP (right).

It was observed that the yield distributions of both corn and soybean in the ETFs and GPs were significantly different, indicating that their label spaces were not identical. In the transfer experiments of corn yield prediction, when transferring from the GPs to the ETFs (Figure 7 (left)), a large portion of counties in the GPs had a low corn yield, below 8.00 t/ha, while only a few counties in the ETFs had similar yields. Despite a lack of yield...
records in the target domain, the PDANN successfully captured the difference between the label spaces and downweighted source samples with low yields in the GPs. When transferring from the ETFs to the GPs, most of the labeled samples from the ETFs were in the range of 10.00–12.00 t/ha while very few of them were in the range of 6.00–8.00 t/ha. Instead of matching the target domain to the whole source domain, the PDANN model performed partial domain adaptation by proportionally assigning weights to data samples with different yields (Figure 7 (right)).

Similarly, in the experiments of soybean yield prediction, when transferring from the GPs to ETFs (Figure 8 (left)), a large portion of counties in the GPs had a yield below 2.00 t/ha, while only a few counties in the ETFs had such low yields. Again, the PDANN captured the difference between the label spaces and downweighted source samples with low yields in the GPs. When transferring from the ETFs to the GPs, most of the labeled samples from the ETFs exhibited a yield of around 3.00 t/ha, with only a small number of counties having a yield of less than 2.00 t/ha. Correspondingly, the PDANN assigned large weights to source data samples in the ETFs that had a yield of around 2.00–3.00 t/ha to promote positive transfer by aligning the feature distributions of data samples within the shared label space (Figure 8 (right)).

5.2. t-SNE Visualization

We also utilized t-distributed Stochastic Embedding (t-SNE) to visualize the distributions of both the input features and cross-domain features extracted by the PDANN, in which high-dimensional feature vectors were projected onto a two-dimensional space [54].

As shown in Figures 9 and 10, we present the t-SNE visualization of the original input features and cross-domain features extracted by the PDANN in the transfer experiments in 2021. The original input features were mapped from the original feature space with a length of 126 to the 2D space (Figures 9 and 10a). Similarly, the extracted features were mapped from the subspace with a length of 64 to the 2D space (Figures 9 and 10b,c). Data samples from the GPs and ETFs are color-coded by green and red, accordingly. Similar samples are supposed to be close while dissimilar samples are distant.

Figure 9. The t-SNE visualization of (a) the original input features and cross-domain features extracted by the PDANN for corn yield prediction in the experiments (b) GP → ETF and (c) ETF → GP in 2021.

Figure 10. The t-SNE visualization of (a) the original input features and cross-domain features extracted by the PDANN for soybean yield prediction in the experiments (b) GP → ETF and (c) ETF → GP in 2021.

Before UDA, it was observed that the original input features from the GPs and ETFs had very different distributions with small overlapping areas, which indicates that significant domain shifts exist between these two domains (Figures 9 and 10a). After UDA,
PDANN successfully reduced domain shifts and extracted features with similar distributions (Figures 9 and 10b,c). Additionally, it was notable that some source samples were not matched with data samples from the target domain (Figures 9 and 10). Such data samples could be in the outlier label space and the PDANN model did not force them to be aligned with the target domain by applying very low weights. It demonstrated that the weighting mechanism enabled the PDANN model to effectively minimize the misalignment between target samples and outlier source samples.

6. Conclusions

ML and DL models have been increasingly used for crop yield prediction but are facing issues of low transferability due to domain shifts between different spatial regions. Recently, UDA has emerged as a promising approach for improving the transferability of DL models. However, UDA methods may be susceptible to negative transfer due to label space mismatches, such as significant variations in yield distributions across different regions. To tackle this issue, an effective strategy is to diminish the impact of source samples in the outlier label space and partially align source and target domains in the shared label space, which is referred to as a PDA. In this study, we adapted this strategy and proposed a PDANN model via adversarial learning for county-level crop yield prediction based on satellite-derived VIs and meteorological variables. Rather than matching the target domain with the whole source domain, the PDANN downweighed the source samples in the outlier label space during model training through an innovative weighting mechanism. Transfer experiments between two distinct ecological zones in the Midwest of the U.S. demonstrated that a PDANN further improved yield prediction accuracies for both corn and soybean. The PDANN model outperformed commonly used supervised learning models (i.e., RF and DNN) and adversarial domain adaptation models (i.e., ADANN) in three testing years 2019–2021. Model interpretation showed that the weighting mechanism enabled the PDANN model to avoid negative transfer by reducing the contribution of outlier source samples and promoting positive transfer by aligning the feature distributions in the shared label space. Although this study has successfully demonstrated the effectiveness of PDA for predicting crop yields, there are still several avenues for future research. One potential direction is to explore the effectiveness of PDA on field-level yield mapping. Another area for future research is to investigate how the PDANN model can be integrated with farm management systems to improve yield monitoring, which could have significant practical implications for agriculture.
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