
Wenqing Liu, Hongtao Huo, Luyan Ji, Yongchao Zhao, Xiaowen Liu and Jing Li

Abstract: The extraction of photovoltaic (PV) panels from remote sensing images is of great significance for estimating the power generation of solar photovoltaic systems and informing government decisions. The implementation of existing methods often struggles with complex background interference and confusion between the background and the PV panels. As a result, the completeness and edge clarity of PV panel extraction results are compromised. Moreover, most previous studies have overlooked the unique color characteristics of PV panels. To alleviate these deficiencies and limitations, a method for extracting photovoltaic panels from high-resolution optical remote sensing images guided by prior knowledge (PKGPVN) is proposed. Firstly, aiming to address the problems related to missed extractions and background misjudgments, a Photovoltaic Index (PVI) based on visible images in the three-band is constructed to serve as prior knowledge to differentiate between PV panels and non-PV panels. Secondly, in order to strengthen information interaction between shallow features and deep features and enhance the accuracy and integrity of results, a Residual Convolution Hybrid Attention Module (RCHAM) is introduced into the skip-connection of the encoding–decoding structure. Finally, for the purpose of reducing the phenomenon of blurred edges, a multilevel Feature Loss (FL) function is designed to monitor the prediction results at different scales. Comparative experiments are conducted with seven methods, including U-Net, on publicly available datasets. The experimental results show that our PKGPVN achieves superior performance in terms of evaluation metrics such as $\text{IoU}$ (above 82%), $\text{Precision}$ (above 91%), $\text{Recall}$ (above 89%), and $\text{F}_1$-score (above 90%) on the AIR-PV dataset. Additionally, the ablation experiments illustrate the effectiveness of our key parts. The proposed method reduces the phenomena of missed extractions and background misjudgments effectively while producing highly accurate results with clear boundaries.
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1. Introduction

1.1. Background and Significance

Solar energy, as a green energy source, is experiencing a steady rise in its global energy utilization. Solar energy stands out as the most abundant natural source compared with other conventional energy sources, and it has the characteristics of high efficiency, environmental friendliness, and inexhaustibility [1]. With advancements in technology...
and increased government attention, photovoltaic (PV) power generation has gradually become one of the most promising low-carbon energy generation methods [2]. Against the backdrop of the increasing application rate and scope of PV panels, achieving the automated management of PV panels has become a practical industrial demand. The automatic, fast, and precise identification and extraction of PV panels is crucial for estimating photovoltaic power generation, analyzing regional distribution and dynamic change, and providing crucial data to support government decision making efforts.

The manual survey of PV panels offers the advantage of capturing specific information, such as number, color, texture, inclination, and direction angle. However, the drawbacks are laborious, time-consuming, inefficient, and easily limited by the environment. In contrast, remote sensing technology has the advantages of being efficient, wide-ranging, and low-cost. Therefore, the precise identification and extraction of PV panels through remote sensing technology has become a research hotspot. According to the different sensor platforms, remote sensing can be roughly categorized into ground-based remote sensing, aerial remote sensing, and space-based remote sensing.

1.2. Current Methods

In recent years, both domestic and international scholars have conducted extensive research on the extraction of PV panels based on remote sensing images. The existing methods mainly fall into two categories: traditional image-processing-based methods and deep learning-based methods. Traditional methods include segmentation-based approaches, such as color-based segmentation. This method detects PV panels based on their shape as prior knowledge [3]. Traditional methods also include supervised classification-based approaches, where the Support Vector Machine (SVM) classifier [4] or Random Forest (RF) classifier [5] is used to assign corresponding categories to each pixel in the image, followed by post-processing to identify the PV panel areas. Chen et al. [6] made an attempt to identify large-scale PV plants based on machine learning classifiers. They evaluated the performances of original spectral features and normalized PV extraction indices and terrain features using SVM, RF, and XGBoost classifiers. The results show that the XGBoost classifier achieves the highest overall accuracy and \( F_1 \)-score on multispectral images (Landsat8 OLI) with a 30m resolution. The advantages of traditional methods are fast speed and strong interpretability. However, these methods suffer from the insufficient extraction of high-level semantic features, imprecise boundary segmentation [6], and a lower level of automation. Additionally, their extraction accuracy at high spatial resolution needs to be improved.

With deep learning networks demonstrating competitiveness in object detection [7,8], image segmentation [9,10], and target extraction [11,12], deep learning-based methods have shown superior performance in the field of PV panel extraction. Deep learning-based methods can be divided into two main categories: methods based on classification and semantic segmentation networks.

Methods based on classification networks: Stanford University proposed the deep learning framework DeepSolar [13], which inputs over 300,000 images into a deep neural network (Inception-v3) for pixel-level classification. In addition to determining whether a region contains PV panels, they used a semi-supervised approach to localize and estimate the size of PV panels. Their semi-supervised approach does not require numerous training samples with pixel-level labeled ground truth. Once training is complete, class activation maps are generated. The class activation maps can be used to produce panels outlines and obtain the size of PV panels. The Mean Relative Error (MRE) is 3% in residential areas and 2.1% in non-residential areas, which reflects good size estimation performance. Parhar et al. [14] used the image classifier EfficientNet-B7 to identify images containing PV panels and then employed the semantic segmentation model U-Net to identify the pixels belonging to the panels. Furthermore, they built a website that allows users to see the visualization results of the classification and segmentation models, as well as the location and size of the PV panel regions. These methods not only extract more accurate PV panel
regions but also predict the positions and areas of the panels. It is worth noting that PV panels can easily be confused with backgrounds such as greenhouses, water, and roads in some of the predicted results.

Methods based on semantic segmentation: Zhu et al. [15] improved the deep learning network DeepLabv3+ and optimized the loss function to enhance the PV panel segmentation region in satellite images. The Dual-Attention Network [10] was used in Encoder of DeepLabv3+ to enhance the spatial attention and channel attention. The PointRend module [16] was utilized in Decoder to improve the accuracy of boundary information using Multilayer Perceptron (MLP). Their method achieved an improvement in \( \text{IoU} \), \( \text{Precision} \), and \( \text{Recall} \) by 5\%, 3\%, and 2\%, respectively, in comparison to DeepLabv3+. Wang et al. [17] extracted the solar panel areas of large-scale photovoltaic systems by fusing local and global features and then optimized the extraction results through residual refinement optimization. This model was trained on the PVP dataset they created. Their method achieved better performance in terms of \( \text{IoU} \) (higher than 79\%) and \( F_1 \)-score (higher than 88\%) in the large-scale PV industry. They also demonstrated the generalizability of their method under various environments in area-wide panel mapping. Both studies confirmed the feasibility and effectiveness of deep learning methods in distributed and centralized photovoltaic system extraction [18]. However, prior to the boundary optimization part of these methods, low-level feature information is easily lost through downsampling. This may result in incomplete extraction results being fed into the boundary optimization part, which in turn makes the final results less accurate.

1.3. Limitations and Proposed Solutions

The summary of challenges and difficulties mentioned in Section 1.2 is as follows:

- Remote sensing images have complex backgrounds, and PV panels can easily be confused with other targets such as dark buildings [19], greenhouses, glass, roads, etc. [14].
- After continuous downsampling operations, the resolution of the feature map gradually decreases. Models are prone to losing low-level feature information, resulting in a decrease in the integrity of the extracted PV panels [17].
- The edges of the results may be blurry and non-smooth, which indicates the inaccurate classification of edge pixels [6,17,20].

These subtle errors can accumulate and lead to inaccurate results when estimating the area and total power generation of PV panels. They are not conducive to data analysis and decision making [15]. To address the aforementioned challenges and difficulties, a method for extracting photovoltaic panels from high-resolution optical remote sensing images guided by prior knowledge (PKGPVN) is proposed. The key contributions of this paper are as follows:

- Although deep learning-based methods can extract good PV panel results, they still lack consideration of the unique characteristics (such as color features) of PV images [21]. To reduce the misclassification of targets or backgrounds, a Photovoltaic Index (PVI) is constructed based on the optical characteristics of PV panels and serves as prior knowledge to differentiate between PV panels and non-PV panels.
- In order to reduce the loss of low-level features during downsampling, and preserve effective feature information in both the spatial and channel domains, a Residual Convolutional Hybrid Attention Module (RCHAM) is proposed to further enhance the accuracy and integrity of PV panel extraction. This module introduces multilevel convolutions and attention mechanisms into the skip-connection of the encoder–decoder structure for the purpose of enhancing the information interaction between shallow features and deep features.
- In order to reduce the phenomenon of blurred edges in the extraction results, a multilevel Feature Loss (FL) function is designed to capture the contour information of the boundaries and improve the accuracy of the boundary segmentation.
The structure of this manuscript is organized as follows. Section 2 presents related works. Our proposed PKGPVN is detailed in Section 3. In Section 4, we present comparative experiments on the two publicly available datasets. In Section 5, ablation experiments and a PVI generalization experiment are presented. Finally, some conclusions are discussed in Section 6.

For a better understanding, we describe all the symbols used in this manuscript in Table 1.

Table 1. Symbols used in this manuscript and their descriptions.

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$</td>
<td>Input feature map of CBAM</td>
</tr>
<tr>
<td>$F_2$</td>
<td>Output feature map of CBAM</td>
</tr>
<tr>
<td>$M_c$</td>
<td>Channel attention weight</td>
</tr>
<tr>
<td>$M_s$</td>
<td>Spatial attention weight</td>
</tr>
<tr>
<td>$p_i^{(m)}$</td>
<td>Sub-prediction map</td>
</tr>
<tr>
<td>$P_{side}$</td>
<td>Final prediction map</td>
</tr>
<tr>
<td>$p_i^{(f)}$</td>
<td>The $i$-th layer feature extracted from the prediction values</td>
</tr>
<tr>
<td>$F_i^{(g)}$</td>
<td>The $i$-th layer feature extracted from the ground truth</td>
</tr>
<tr>
<td>$w_i^{(m)}$</td>
<td>Weights of sub-prediction map loss</td>
</tr>
<tr>
<td>$w_fuse$</td>
<td>Weights of final prediction map loss</td>
</tr>
<tr>
<td>$\downarrow_i$</td>
<td>L2 norm calculation between the $i$-th layer features in FL</td>
</tr>
</tbody>
</table>

2. Related Work

We introduce three related works in this manuscript, including the object detection network in Section 2.1 and semantic segmentation network in Section 2.2. In Section 2.3, we present the spatial attention mechanism and channel attention mechanism.

2.1. Object Detection Network

YOLO (You Only Look Once) [22] is the first single-stage algorithm in the field of object detection; it transforms the detection problem into a regression problem. YOLO does not have to generate candidate regions during the detection; it generates the categories and object positions directly from the regression network, which makes it run very fast. Since the advent of YOLOv1, the YOLO family has gone through several iterations. Each version aims to address limitations and improve performance based on the previous version. The YOLO family has now been updated to YOLOv8. Li et al. [23] proposed GBH-YOLOv5 for PV panel defect detection. The network inputs the PV panels images into GBH-YOLOv5; extracts deep PV features after Ghost convolution, the BottleneckCSP module, and the detection head of tiny targets; and then inputs the deep features into Feature Pyramid Network (FPN) and Path Aggregation Network (PAN) structure for PV defect classification. The values of $mAP$ (mean Average Precision) and Recall are 97.8% and 93.3% for GBH-YOLOv5. The average time consumed is 0.587 s. In a nutshell, GBH-YOLOv5 achieves relatively balanced detection in terms of high accuracy and short time consumption.

Compared to the single-stage algorithms, two-stage algorithms have advantages in detection accuracy and localization precision, but have limitations in speed and efficiency. Two-stage algorithms are based on candidate regions, such as R-CNN (Regions with Convolutional Neural Network) [24], Fast R-CNN [25], Faster R-CNN [26], and Mask R-CNN [27]. Mask R-CNN utilizes a Full Convolutional Network (FCN) to generate a segmentation mask based on Faster R-CNN. Therefore, it can not only achieve object detection but also instance segmentation. Wang et al. [19] improved Mask R-CNN for rural building roof type recognition. We chose a ResNet152 feature extraction backbone with transfer learning for the network in order to capture complex roof features. Additionally, a Visible Difference Vegetation Index (VDVI) based on visual features was introduced; it can distinguish vegetation from other objects. VDVI was added to the RGB image to reduce background misclassification due to the similarity of roofs and vegetation. The results
show that the network with VDVI has higher Precision, Recall, F1-score, and OA than the network without VDVI, with improvements of 6.6%, 1.9%, 4.2%, and 7.8%, respectively. This method can improve the accuracy in recognizing building roof types.

2.2. Semantic Segmentation Network

Most semantic segmentation networks are designed based on encoder–decoder architectures, such as U-Net [9], SegNet [10], DeepLabV3+ [28], and PSPNet [29]. Li et al. [30] explored the impact of Deep Convolutional Neural Networks (DCNNs) on extracting PV arrays from high-resolution remote sensing images. DCNNs (AlexNet, VGG16, ResNet50, ResNetXt50, DenseNet121, Xception, and EfficientNetB6) are the backbone of numerous PV panel segmentation models. They are used to extract shallow features and deep features of PV panels. Li et al. introduced seven DCNNs into the backbone of the standard encoder–decoder architecture of DeepLabV3+ to generate seven semantic segmentation models. The results showed that VGG16, ResNetXt50, Xception, and EfficientNetB6 outperform other DCNNs. The four DCNNs reach values above 94% in IoU. Notably, the feature extraction ability of EfficientNetB6 is outstanding. EfficientNetB6 uses separable convolution and attention mechanisms to focus on useful features and filter invalid features. Their study has significance in selecting rational DCNNs for extracting PV arrays accurately and efficiently.

In 2020, Qin et al. [31] proposed a network called U²-Net, which is based on an encoder–decoder structure. U²-Net is commonly used to solve binary classification problems and comprises a double-nested U-shaped structure. U²-Net consists of 11 stages, with each stage filled with Residual U-blocks (RSUs) of different depths. Specifically, RSUs can be divided into two categories. The first category has a structure similar to U-Net, which aims to obtain multiscale information by downsampling the feature maps, such as RSU-7, RSU-6, RSU-5, and RSU-4. The second category replaces pooling operations with dilated convolutions to avoid the loss of details caused by excessive downsampling, such as RSU-4F. They are composed of convolutional layers, encoder–decoder structures, and residual structures. RSU can extract more comprehensive high-resolution features. However, it may introduce redundant and ineffective semantic information. Additionally, the structure built upon RSU is quite flexible and can be trained from scratch without the need for a pretrained backbone; it has minimal performance loss [32]. Ge et al. [33] proposed an extraction method for large-scale PV power plants. The EfficientNet-B5 was used to narrow down the potential areas of PV panels at first. Then, the U²-Net was used to extract PV panels precisely after the previous step. In their study area, they recognized 180 centralized PV power plants successfully. In the comparative experiments, Ge et al. compared their method with DeepLabV3+, U-Net, SegNet, and FCN8s. Their method outperformed DeepLabV3+ by 10.42% and 17.4% on Accuracy and F1-score, respectively. The results demonstrate the superiority of their method in exact PV panel extraction.

2.3. Spatial Attention Mechanism and Channel Attention Mechanism

In 2017, Badrinarayanan et al. [10] proposed the Convolutional Block Attention Module (CBAM). CBAM combines the Channel Attention Module (CAM) and Spatial Attention Module (SAM) in a cascaded manner. As for CAM, Global Average Pooling (GAP) and Global Max Pooling (GMP) are firstly used to compress the spatial dimensions of the input features and condense spatial information [32]. Then, the correlation between channels is modeled through a Multilayer Perceptron (MLP) and the Sigmoid activation function. The outputs from MLP are combined to obtain channel attention weight $M_c$. Channel attention highlights dependencies between channels and enhances specific semantic feature representations. Similar to CAM, SAM uses global average pooling and global max pooling to compress the channel dimension of the input features and condense channel information. Spatial attention weight $M_s$ is generated through convolutions and activation functions. Spatial attention focuses on long-range spatial dependencies, thus reducing the limited receptive field problem. The computation process of CBAM is shown in Equation (1),
where $F_1$ represents input feature map, $F_2$ represents output feature map, and $\otimes$ denotes element-wise multiplication between matrices.

\[
F_2 = M_8 \otimes (M_c \otimes F_1).
\]  

(1)

Li et al. [32] constructed the SC-U$^2$-Net network for sea ice segmentation. They added a multilayer CBAM into multiple locations of the network in order to extract more useful spatial and channel information, pay more attention to local features, and improve the generalization performance. Li et al. [34] proposed a novel algorithm, AttentionFGAN, for infrared and visible image fusion. They introduced a multiscale attention mechanism into the generator and two discriminators. In their network, the discriminators are constrained to pay more attention to the target information rather than all the information. The experiment results showed that the attention mechanism can effectively improve the target feature extraction capability. Additionally, the algorithm is superior to other algorithms in various scenarios.

3. Methodology

3.1. Overview

In this manuscript, a method for extracting photovoltaic panels from high-resolution optical remote sensing images guided by prior knowledge (PKGPVN) is proposed, as shown in Figure 1.

![Figure 1](image_url)

*Figure 1.* The architecture of PKGPVN. PVI denotes the Photovoltaic Index; it is generated by the input image. RSU denotes the Residual U-block. RCHAM denotes the Residual Convolution Hybrid Attention Module. $P^{(m)}_{side}$ denotes the sub-prediction maps from the decoder and the last encoder. $P_{fuse}$ denotes the final prediction map; it is generated by the concatenated $P^{(m)}_{side}$. Feature Loss is one of the loss functions in this paper.
Firstly, a Photovoltaic Index (PVI) is constructed and concatenated with the PV panel image, and they are sent to the network. The network uses RSU to form a U-shaped encoder–decoder structure. On this basis, residual structures, multilayer convolution, and attention mechanisms are introduced into the skip-connection part, forming a Residual Convolution Hybrid Attention Module (RCHAM). This module is used to reduce the semantic differences between shallow features and deep features, improve the capability of extracting effective features, and reduce the loss of local and global contextual information. Then, sub-prediction maps are generated from the decoder and the last encoder by using a $3 \times 3$ convolutional kernel and Sigmoid activation function. These sub-prediction maps are upsampled to match the size of the input. The concatenated sub-prediction maps $P^{(m)}_{side}$ are passed through a $1 \times 1$ convolutional kernel and Sigmoid activation function to generate the final prediction map $P_{fuse}$. Finally, a multiscale Feature Loss (FL) function is designed, which calculates the L2 norm between the prediction map and the ground truth at the feature level to supervise the results. To illustrate the PKGPVN in detail, we provide pseudocode of it in Appendix A.

Section 3 introduces the design of the Photovoltaic Index, Residual Convolution Hybrid Attention Module, and Feature Loss function in our network.

3.2. Photovoltaic Index

According to a previous study [35], it has been proven that adding any bands that are linearly independent of the original image can always improve the performance of the constrained energy minimization operator in multispectral or hyperspectral remote sensing object detection. Chen et al. [6] confirmed the effectiveness of combining normalized indices (such as Normalized Difference Vegetation Index (NDVI), Normalized Difference Water Index (NDWI), and Normalized Difference Built-up Index (NDBI)) with multispectral images (Landsat8 OLI) for identifying large-scale PV plants. As presented in Section 2.1, Wang et al. [19] combined the Visible Difference Vegetation Index (VDVI) with RGB images to improve the separability of buildings from green areas. Based on these studies, an additional band with the ability to differentiate between objects and backgrounds was added to the optical remote sensing image in our method. By incorporating this approach, the confusion between PV panels and non-PV panels, frequently encountered during the extraction process by many models, can be significantly reduced.

Regarding the PV panel extraction task, there are some studies based on optical remote sensing images in red, green, and blue bands. In 2023, Yan et al. [36] proposed a benchmark dataset, AIR-PV, and evaluated some baseline methods on it. Wang et al. [17] trained their semantic segmentation model with the PVP dataset in the same year. Both studies demonstrated that accurate PV panels area can be extracted using red, green, and blue band images. Therefore, we used RGB band information to extract PV panel information.

The core part of crystalline silicon photovoltaic modules is the solar cell, which mostly appears in a deep blue color to enhance the absorption of sunlight [37]. In order to further determine the optical differences between different bands of PV panels, we randomly selected 100 images from the AIR-PV dataset [36] and statistically analyzed the pixel values of the PV panels and non-PV panels (such as roads, substations, and vegetation) in each band. As shown in Figure 2, it can be observed that the prominent feature of the PV panels compared to other objects is the significant difference between the pixel mean values of the blue band and the red band. The pixel values of the blue, green, and red bands decrease sequentially. In addition, previous studies have shown that the spectral curve of PV panels exhibits a reflection peak in the blue band and an absorption valley in the red band [38], which is consistent with the statistical results of this paper.
In order to effectively improve the performance of PV panel extraction, the added bands cannot be linear combinations of the original image bands \[39\]. Therefore, based on the optical and reflective characteristics of PV panels in the blue and red bands, we constructed the Photovoltaic Index (PVI), as shown below, to serve as prior knowledge, and added it to the original image to differentiate between PV panels and non-PV panels.

\[
PVI = \frac{\rho_B - \rho_R}{\rho_R + \rho_G + \rho_B},
\]

In Equation (2), \(\rho_B\) denotes the red band, \(\rho_G\) denotes the green band, and \(\rho_B\) denotes the blue band. After obtaining the PVI, it is concatenated with the original image. They serve as the input to the first encoder in the network together in order to suppress background noise and reduce issues of missing extractions and background misjudgments.

### 3.3. Residual Convolution Hybrid Attention Module

In the U-Net and U²-Net, the output of each stage in the encoding process is copied to the corresponding stage in the decoding process, known as skip-connection. Skip-connection can compensate for the loss of low-level feature information caused by downsampling during the encoding process. However, using conventional skip-connection alone can easily lead to spatial information loss, and redundant information on feature channels can be easily retained. Additionally, the features from the encoder and corresponding decoder in the skip-connection often have significant semantic differences \[40\].

On this basis, aiming to reduce the aforementioned practical issues and further improve the accuracy and completeness of the PV panel extraction, we propose the Residual Convolution Hybrid Attention Module (RCHAM) to replace the conventional skip-connection, as shown in Figure 3. Based on the residual structure, the features derived from the encoder are subjected to \(1 \times 1\) and \(3 \times 3\) convolutional kernels to reduce semantic differences at first. As the hierarchical levels of the encoding and decoding structures deepen, the semantic differences between the encoder features and corresponding decoder features diminish. Therefore, a non-fixed number of convolutional kernel layers are designed in the RCHAM-i \((i = 1, 2, 3, 4)\). We use a combination of \(i\)-layer \(1 \times 1\) and \(3 \times 3\) convolutional kernels in parallel. After the aforementioned nonlinear convolution operations, the channel and spatial attention weights are computed to emphasize and optimize features. These weights allow the network to focus on important information and ignore irrelevant information. Through a series of convolution and attention mechanisms, our method can introduce...
more semantic information into shallow features, enabling each level of output features to concentrate on effective information. Thus, the RCHAM can improve the ability of the model to extract PV panels features and achieve the integration of shallow and high-level semantic features. Furthermore, since the RCHAM is based on a residual structure, the proposed method enhances the network’s fitting capability and ensures the non-negativity of the accuracy improvement after adding the RCHAM.

Figure 3. The architecture of the Residual Convolution Hybrid Attention Module (RCHAM-4). The input feature is processed by 1 × 1 and 3 × 3 convolutional kernels in parallel, and then the optimized feature is processed by the attention mechanism in series to obtain the output feature.

3.4. Feature Loss

After the above processing, the network is capable of extracting intra-level and inter-level information from images of different sizes, preserving valuable features and reducing object misjudgments caused by the complex backgrounds. However, in remote sensing images, the sample categories of PV panels are uneven, and edge information is easily influenced by noise. Therefore, preserving edge information becomes one of the most important aspects in extracting PV panels. In order to mitigate the loss of edge and detail information, we designed a loss function as shown in Equation (3).

\[
L_{\text{Total}} = L_{BCE} + L_{\text{Feature}},
\]

where \(L_{\text{Total}}\) is the total loss in our network. \(L_{BCE}\) is the Binary Cross-Entropy (BCE) loss, which has been widely used and proven in various visual tasks \([31,41]\). \(L_{\text{Feature}}\) is the Feature Loss (FL), which aims to optimize the edges and details of the extraction results at the feature level \([42]\). Specifically, we draw on the ideas of loss function from \([43]\). We used a pretrained classifier, VGG-16 from PyTorch, to extract the multiscale features of the predicted map and the ground truth (GT), and calculated the L2 norm between the features for pixel-to-pixel matching. The definition of \(L_{\text{Feature}}\) is as follows:

\[
L_{\text{Feature}} = \sum_{m=1}^{M} w_{\text{side}}^{(m)} l_{\text{side}}^{(m)} + w_{\text{fuse}} l_{\text{fuse}}.
\]

As shown in Figure 1, there are six sub-prediction maps and they come from five decoders and the last encoder. In Equation (4), it is necessary to compute the loss between each sub-prediction map and the GT. Therefore, \(M\) was set to 6. \(L_{\text{side}}\) is the loss of the sub-prediction maps \(p_{\text{side}}^{(m)}\). It aims to fully exploit the inherent contextual information among multiple sub-prediction maps. \(p_{\text{side}}^{(m)}\) refers to the \(L_{\text{side}}^{(1)}\), \(L_{\text{side}}^{(2)}\), \(L_{\text{side}}^{(3)}\), \(L_{\text{side}}^{(4)}\), \(L_{\text{side}}^{(5)}\) and \(L_{\text{side}}^{(6)}\) in Figure 1. \(L_{\text{fuse}}\) is the loss of the final prediction map \(P_{\text{fuse}}\). \(w_{\text{side}}^{(m)}\) and \(w_{\text{fuse}}\) denote the weights of each loss term.

\[
L_{\text{side}} = L_{\text{fuse}} = \varepsilon^{(1)} + \varepsilon^{(2)} + \varepsilon^{(3)} + \varepsilon^{(4)},
\]
In Equation (6), $F_P^{(i)}$ represents the $i$-th layer feature extracted from the prediction values, $F_G^{(i)}$ represents the $i$-th layer feature extracted from the GT, and $\epsilon^{(i)}$ represents the L2 norm calculation between the $i$-th layer features.

The architecture of the FL is visually depicted in Figure 4. Within this framework, lower-level feature maps contain edge and detail information, while higher-level feature maps contain positional information. The FL can supervise the prediction results at different scales of feature levels, address complex boundary challenges, and preserve the contours and structures of PV panels as comprehensively as possible.

![Figure 4. Feature Loss (FL) structure diagram. $F_P^{(i)}$ denotes the $i$-th layer feature extracted from the prediction. $F_G^{(i)}$ denotes the $i$-th layer feature extracted from the ground truth (GT). The FL can supervise the prediction at four scales of features.](image)

4. Results

This section introduces the validation of the results. Section 4.1 presents two publicly available datasets, AIR-PV and PVP, and the parameter settings in the experiments. Section 4.2 introduces four metrics to evaluate the methods objectively. Section 4.3 includes qualitative and quantitative experiments of PKGPVN and comparison methods.

4.1. Datasets and Parameter Settings

AIR-PV dataset [36]: This publicly available dataset is from the Gaofen-2 satellite. For the Gaofen-2 satellite, the spatial resolution of the panchromatic band and the multispectral bands is 0.8 m and 3.2 m, respectively. After image fusion, the AIR-PV dataset based on visible light in the red (0.63–0.69 µm), green (0.52–0.59 µm), and blue (0.45–0.52 µm) bands was constructed. It includes 0.8 m/pixel imagery with a pixel resolution of 512 × 512. The total number of images in this dataset is 5000 and the format is PNG. Additionally, this dataset contains over 300,000 PV panels distributed in five western provinces of China (Inner Mongolia, Qinghai, Gansu, Shanxi, and Yunnan). It provides diverse backgrounds of PV panels, including residential areas, grasslands, drylands, and desert, as shown in Figure 5a–d.
Figure 5. AIR-PV and PVP datasets. The background of different ground objects: (a) residential areas; (b) grasslands; (c) drylands; (d) desert; (e) farmlands; (f) water; (g) grasslands; (h) drylands.

PVP dataset [17]: This dataset is from Google Earth, Tianditu, and Mapbox. Similarly, the fused image contains red, green, and blue bands. The spatial resolutions of Google Earth, Tianditu, and Mapbox are 0.54 m, 0.6 m, and 0.5 m, respectively. This dataset includes 4640 image tiles with 512 × 512 pixels in total, and the format is TIFF. Examples of the PVP dataset are illustrated in Figure 5e–h.

The experimental setup involves using the Windows 10 64-bit operating system, an Intel(R) Core(TM) i7-8550U CPU @ 1.80 GHz, and an NVIDIA GeForce RTX 3090 GPU with 24 GB memory. The software environment is Python 3.8 and PyTorch 1.11.0. The batch size is 4, and 100 iterations are used. The initial learning rate is 0.001, and the optimizer is the Stochastic Gradient Descent (SGD) optimizer. Since the final prediction map was generated from the sub-prediction map, both weights ($w_{side}^{(m)}$ and $w_{fuse}$) in the Feature Loss were set to 1 as they are equally important. All samples were divided into training and testing datasets in a ratio of 7:3.

4.2. Evaluation Metrics

In order to evaluate the quality of the extraction results more accurately, we selected four evaluation metrics: Intersection-over-Union (IoU), Precision, Recall, and F1-score [44,45]. The calculation process is as follows:

\[
\text{IoU} = \frac{TP}{TP + FP + FN},
\]

\[
\text{Precision} = \frac{TP}{TP + FP},
\]

\[
\text{Recall} = \frac{TP}{TP + FN},
\]

\[
\text{F1-score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}},
\]

where $TP$ denotes the number of successfully detected objects, $FP$ denotes the number of successfully detected backgrounds, $FN$ denotes the number of objects that were missed [46]. IoU reflects the degree of overlap between the prediction map and the ground truth, Precision reflects the model’s ability to distinguish negative samples, Recall reflects the model’s ability to identify positive samples, and F1-score reflects the model’s robustness. The larger the values of these four metrics, the higher the quality of the extraction results and the better the performance of model.

4.3. Comparative Experiments

In this study, the proposed PKGPVN was trained according to the parameter settings in Section 4.1. In order to compare performance, seven commonly used object detection models were trained under the same conditions. These models include U-Net [9], FCN [47],...
SegNet [10], D-LinkNet [48], BASNet [41], U^2-Net [31], and SeaNet [49]. We conducted qualitative and quantitative experiments on the AIR-PV dataset and PVP dataset.

4.3.1. Experiments on the AIR-PV Dataset

Figure 6 shows the extraction results of PKGPVN and comparison methods on the AIR-PV dataset.

Figure 6. Extraction results of PV panels using different methods on the AIR-PV dataset. The backgrounds in the first to third columns are desert, the backgrounds in the fourth column and the fifth column are drylands, the backgrounds in the sixth column and the seventh column are grasslands, the background in the eighth column is residential area.
The backgrounds in the first to third columns are desert. From the results, it can be observed that FCN, U-Net, and SegNet have certain errors. In the first column, U-Net and BASNet misclassify roads as PV panels. In the third column, D-LinkNet, BASNet, $U^2$-Net, and SeaNet have lower completeness and fail to detect all PV panels. In contrast, PKGPVN significantly reduces the omission and misclassification when facing objects that are easily confused with PV panels. This confirms that the addition of the PVI and RCHAM to the network can address the problem of misjudgment and enhance the completeness of PV panel extraction.

The backgrounds in the fourth column and the fifth column are drylands, where there is significant contrast between the PV panels and the background. The results show that PKGPVN effectively controls the smoothness of the boundaries. This confirms that the inclusion of FL allows the network to process edges more completely and smoothly.

The backgrounds in the sixth column and the seventh column are grasslands, where there is a small difference between the PV panels and the background, making them easily confused. All the comparison methods tend to misclassify shadows as PV panels, while PKGPVN generates the most accurate results.

The background in the eighth column is residential area, which significantly increases the difficulty of PV panel extraction due to the complexity and diversity of targets. The results show that FCN, U-Net, and SegNet have more misclassifications; D-LinkNet fails to detect all the PV panels; and BASNet, $U^2$-Net, and SeaNet present the hollow phenomenon. In contrast, PKGPVN achieves better closure and clearer edges in the extraction results.

In conclusion, compared to other methods, our proposed method reduces the issues of missed extractions and background misjudgments. The results have more complete PV panels with smoother edges and significant visual improvement.

In order to comprehensively evaluate the feasibility and accuracy of the models, quantitative experiments were conducted as detailed in this section. We used \textit{IoU}, \textit{Precision}, \textit{Recall}, and \textit{F1-score} to analyze the extraction results of our PKGPVN and comparison methods. The results of the experiments on the AIR-PV dataset are shown in Table 2.

<table>
<thead>
<tr>
<th>Model</th>
<th>\textit{IoU}</th>
<th>\textit{Precision}</th>
<th>\textit{Recall}</th>
<th>\textit{F1}</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCN</td>
<td>74.09</td>
<td>82.77</td>
<td>87.73</td>
<td>84.97</td>
</tr>
<tr>
<td>U-Net</td>
<td>71.30</td>
<td>78.57</td>
<td>88.69</td>
<td>82.84</td>
</tr>
<tr>
<td>SegNet</td>
<td>56.89</td>
<td>62.12</td>
<td>87.89</td>
<td>70.76</td>
</tr>
<tr>
<td>D-LinkNet</td>
<td>62.03</td>
<td>89.54</td>
<td>67.54</td>
<td>74.86</td>
</tr>
<tr>
<td>BASNet</td>
<td>74.31</td>
<td>82.49</td>
<td>89.98</td>
<td>84.67</td>
</tr>
<tr>
<td>$U^2$-Net</td>
<td>79.12</td>
<td>91.01</td>
<td>86.17</td>
<td>87.96</td>
</tr>
<tr>
<td>SeaNet</td>
<td>79.69</td>
<td>89.13</td>
<td>88.00</td>
<td>88.47</td>
</tr>
<tr>
<td>PKGPVN</td>
<td>82.34</td>
<td>91.41</td>
<td>89.45</td>
<td>90.25</td>
</tr>
</tbody>
</table>

Note: Bold numbers indicate the highest values in each column; underlined numbers indicate the second highest values in each column.

Table 2 indicates that the visual results in Figure 6 are consistent with the evaluation metrics, and our PKGPVN is overall superior to most of the other comparison methods. The highest accuracy values are achieved in terms of \textit{IoU}, \textit{Precision} and \textit{F1-score}, which are 82.34\%, 91.41\%, and 90.25\% respectively. The higher value of \textit{IoU} suggests that RCHAM enhances the completeness of the PV panel extraction, resulting in better alignment between the extracted PV panels and the ground truth, as shown in the second column and the fourth column of Figure 6. The higher value of \textit{Precision} indicates a lower number of false positives, meaning that fewer instances of other categories are incorrectly predicted as positive. It confirms the favorable effect of PVI in addressing misclassifications, as demonstrated in the sixth column of Figure 6. The higher \textit{F1-score} value suggests that RCHAM and Feature Loss effectively balance Precision and Recall, resulting in a more complete and accurate extraction of PV panel regions and boundaries, as observed in the fifth column and the eighth column of Figure 6. Compared to BASNet, the value of \textit{Recall} decreased by 0.53\%,
which can be attributed to the fact that BASNet tends to over-detect, leading to a higher Recall value, as evident in the first column and the sixth column of Figure 6.

Compared to the baseline U2-Net, there is an improvement of 3.22%, 0.40%, 3.28%, and 2.29% in terms of IoU, Precision, Recall, and F1-score, respectively, which demonstrates the feasibility and effectiveness of PVI, RCHAM, and FL.

Qualitative and quantitative experiments demonstrate that our proposed PKGPVN can extract PV panels in different scenarios, suppress background pixel noise, and reduce missed extractions and background misjudgments. Additionally, it aims to preserve boundary information and effectively prevent the loss of fine details.

4.3.2. Experiments on the PVP Dataset

Figure 7 shows the extraction results of PKGPVN and other comparison methods on the PVP dataset. It is worth noting that the extracted PV panels of our method are closely aligned with the GT, with very minimal errors. In regions with complex backgrounds, the PV panels extracted by other methods may exhibit omission or false detection, while our PKGPVN maintains the integrity and edge clarity of the PV panels. For example, in the last column of Figure 7, structures like houses and shadows are easily confused with PV panels. FCN, U-Net, and SegNet exhibit more misclassification, while D-LinkNet, BASNet, U2-Net, and SeaNet show lower completeness and fail to detect all the PV panels. The results obtained by our PKGPVN not only match the GT but also detect the PV panels missed in the GT, which further validates the superiority of our method in the PV panel extraction task, as shown in Figure 8.

Table 3 shows the quantitative results of our PKGPVN compared with other methods on the PVP dataset. PKGPVN achieves IoU, Precision, and F1-score values of 91.71%, 96.51%, and 95.74%, respectively, which are better than other methods. Compared to SeaNet, the value of Recall decreased by 4.41%. SeaNet guarantees the completeness of the results but exhibits over-extraction, as evident in the first column and the third column of Figure 7. Compared to the baseline U2-Net, there is an improvement of 1.03%, 1.11%, 0.41%, and 0.85% in terms of IoU, Precision, Recall, and F1-score, respectively, which shows that our PKGPVN is feasible and robust in different datasets.

Qualitative and quantitative experiments demonstrate that our PKGPVN can extract complete PV panels in different datasets and reduce missed extractions and background misjudgments. The results show that the PV panels are more complete, the edge is smoother, and the visual effect is remarkable.
missed in the GT, which further validates the superiority of our method in the PV panel extraction task, as shown in Figure 8.

Figure 7. Extraction results of PV panels using different methods on the PVP dataset.
Table 3. Performance comparison table of different methods on the PVP dataset (unit: %).

<table>
<thead>
<tr>
<th>Model</th>
<th>IoU</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCN</td>
<td>82.51</td>
<td>93.77</td>
<td>86.52</td>
<td>89.94</td>
</tr>
<tr>
<td>U-Net</td>
<td>74.92</td>
<td>85.19</td>
<td>84.49</td>
<td>85.03</td>
</tr>
<tr>
<td>SegNet</td>
<td>77.12</td>
<td>83.02</td>
<td>93.77</td>
<td>85.57</td>
</tr>
<tr>
<td>D-LinkNet</td>
<td>81.50</td>
<td>91.94</td>
<td>87.89</td>
<td>88.32</td>
</tr>
<tr>
<td>BASNet</td>
<td>89.85</td>
<td>94.99</td>
<td>94.71</td>
<td>94.79</td>
</tr>
<tr>
<td>U2-Net</td>
<td>90.68</td>
<td>95.40</td>
<td>94.44</td>
<td>94.89</td>
</tr>
<tr>
<td>SeaNet</td>
<td>87.01</td>
<td>95.63</td>
<td>99.26</td>
<td>95.35</td>
</tr>
<tr>
<td>PKGPVN</td>
<td>91.71</td>
<td>96.51</td>
<td>94.85</td>
<td>95.74</td>
</tr>
</tbody>
</table>

Note: Bold numbers indicate the highest values in each column; underlined numbers indicate the second highest values in each column.

5. Discussion

To further verify the effectiveness of PVI, RCHAM, and FL on PV panel extraction, three ablation experiments are conducted as detailed in this section. Additionally, Section 5.1 presents a generalization experiment of PVI to verify its feasibility on other datasets.

5.1. The Effectiveness of PVI

The role of PVI is to suppress background noise and reduce panel omissions and background misclassifications. In this section, a comparison is made between a network without PVI and a network with PVI, while keeping other experimental settings unchanged. Figure 9 shows the extraction results with and without PVI, from left to right: the original image, the ground truth, the result without PVI, and the result with PVI. Figure 9 indicates that there are some instances of omissions when dealing with small objects without PVI,
although most of the PV panels can be extracted, as seen in scene 1 and scene 3. The network without PVI is more prone to confusing PV panels with non-targets such as substations in scene 2.

![Visualization results of PVI ablation experiment. The red rectangles indicate differences.](image)

Table 4. Accuracy evaluation of PVI ablation experiment. The last row indicates the rise in metric values (unit: %).

<table>
<thead>
<tr>
<th>Model</th>
<th>Scene 1</th>
<th>Scene 2</th>
<th>Scene 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IoU</td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>Without PVI</td>
<td>63.57</td>
<td>79.13</td>
<td>76.37</td>
</tr>
<tr>
<td>With PVI</td>
<td>73.22</td>
<td>86.65</td>
<td>82.53</td>
</tr>
<tr>
<td>Rise</td>
<td>9.65</td>
<td>7.52</td>
<td>6.16</td>
</tr>
</tbody>
</table>

Note: Bold and italic numbers indicate the decreased values in each column.

To verify the effectiveness of PVI on other datasets, we designed a generalization experiment for PVI. As described in Section 3.2, we used the pixel value differences between the blue and red bands to highlight PV panels on the AIR-PV dataset when designing the PVI. Therefore, for this experiment, the dataset was selected from the PVP dataset provided in PVNet [17]. Figure 10 shows the visualization results for eight images. The results show that the majority of the PV panel areas can be extracted using PVI. Figure 10a–d show significant contrast between the PV panels and background, and PVI values are all...
above 0.6. However, there are still some background misjudgments due to the similarity of the pixel values between the PV panels and other objects, as seen in Figure 10e,f. In order to evaluate the PV panel extraction ability of PVI more objectively and clearly, first, we calculated the PVI of all the images in the PVP dataset. Then, we transformed the PVI images into binary images using the Otsu [50] method. The evaluation metrics show that the mean values of IoU and F1 are 57.64% and 68.49%. They indicate that PVI can basically extract the PV panels and serve as prior knowledge to improve the accuracy of the model. Thus, the above experiments demonstrate the generalization capability of PVI on other datasets.

![Figure 10. Visualization results of PVI generalization experiment. (a) Concentrated PV panels in terraced fields; (b) discrete PV panels in grasslands; (c) discrete PV panels in residential areas; (d) concentrated PV panels in grasslands; (e) discrete PV panels in terraced fields; (f) concentrated PV panels in drylands; (g) concentrated PV panels in farmlands; (h) discrete PV panels in desert. Each group includes the PV panel images above and the PVI visualization results below.](image)

5.2. The Effectiveness of RCHAM

The role of RCHAM is to strengthen the interaction between shallow features and deep features, increase the extraction capability of effective features, and improve the completeness of PV panel regions. Figure 11 shows that using the network without RCHAM led to irregular contours of extraction results in scene 6 and also led to a disconnection between the PV panels in scene 5. The network with RCHAM can accurately separate adjacent PV panels in dense regions with good noise immunity while preserving local and global contextual information.

Table 5 presents the metric values before and after adding RCHAM for the three scenes in Figure 11. In the field of image processing, both local and global contextual information are crucial factors for accuracy [51]. From Table 5, it can be seen that adding RCHAM improves the performance of the network. Similar to the results of the PVI ablation experiments, Recall decreased by 7.47% and 1.94% in scene 4 and scene 6, respectively, which aligns with the visual effects in Figure 11. The results of the RCHAM ablation experiments further validate that RCHAM reduces the issues of incomplete regions and mismatched boundaries, improves the accuracy of the PV panel extraction, and preserves rich contextual information.
Table 5. Accuracy evaluation of RCHAM ablation experiment. The last row indicates the rise in metric values (unit: %).

<table>
<thead>
<tr>
<th>Model</th>
<th>Scene 4</th>
<th></th>
<th>Scene 5</th>
<th></th>
<th>Scene 6</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IoU</td>
<td>Precision</td>
<td>Recall</td>
<td>F1</td>
<td>IoU</td>
<td>Precision</td>
</tr>
<tr>
<td>Without RCHAM</td>
<td>72.34</td>
<td>78.29</td>
<td>90.50</td>
<td>83.95</td>
<td>65.03</td>
<td>72.95</td>
</tr>
<tr>
<td>With RCHAM</td>
<td>75.00</td>
<td>88.58</td>
<td>83.03</td>
<td>85.71</td>
<td>74.38</td>
<td>79.59</td>
</tr>
<tr>
<td>Rise</td>
<td>2.66</td>
<td>10.29</td>
<td>−1.94</td>
<td>1.71</td>
<td>9.35</td>
<td>6.64</td>
</tr>
</tbody>
</table>

Note: Bold and italic numbers indicate the decreased values in each column.

5.3. The Effectiveness of FL

The role of Feature Loss is to reduce the phenomenon of blurred edges and preserve more boundary information. Figure 12 shows that the network without FL led to blurred edges in scene 8 and scene 9 and adjacent panels sticking in scenes 7 and 8. The network with FL improves the smoothness of the PV panels’ edges and better preserves the details.

Table 6 presents the metric values before and after adding FL for the three scenes depicted in Figure 12. From Table 6, it can be seen that adding FL improves the performance of network slightly. However, Recall decreased by 0.66% and 1.15% in scenes 7 and 8, respectively, due to the impact of FL in optimizing the boundaries. In the absence of FL, the sticking and blurring of edges between the PV panels led to the misclassification of boundary pixels, resulting in “inflated” Recall values. The results of the FL ablation experiment further validate that FL promotes the network to focus on fine details and low-level features such as edges, making the extracted boundary more precise and improving the accuracy in the PV panel extraction.

In this manuscript, there are four layers of FL. To avoid redundancy, we designed an ablation experiment to determine the number of FL layers. Figure 13c shows the result without FL; Figure 13d–h show the results with one, two, three, four, and five layers of FL, respectively. Evidently, the results with FL have clearer and more accurate boundary information. However, the results show little visual difference when the number of FL layers increases from three to five (Figure 13f–h). Table 7 presents the metric values for different numbers of FL layers, shown in Figure 13. From Table 7, it can be seen that the IoU, Precision, Recall, and F1-score values are 90.19%, 95.33%, 94.36%, and 94.84% in FL (four
layers). They are all higher than the values for other numbers of FL layers. In particular, the Recall of FL (five layers) is the same as that of FL (four layers), while the other three metrics are lower than those of FL (four layers). The metrics on all the testing dataset images similarly corroborate the superiority of FL (four layers), as seen in Table 8. Therefore, FL (four layers) is superior to the others, both in terms of visual effects and numerical metrics.

**Figure 12.** Visualization results of FL ablation experiment. The red rectangles indicate differences.

**Table 6.** Accuracy evaluation of FL ablation experiment in testing datasets (unit: %).

<table>
<thead>
<tr>
<th>Model</th>
<th>Scene 7</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IoU</td>
<td>Precision</td>
<td>Recall</td>
<td>F1</td>
<td>IoU</td>
<td>Precision</td>
<td>Recall</td>
<td>F1</td>
<td>IoU</td>
<td>Precision</td>
<td>Recall</td>
<td>F1</td>
<td>IoU</td>
</tr>
<tr>
<td>Without FL</td>
<td>90.98</td>
<td>93.81</td>
<td>96.79</td>
<td>95.28</td>
<td>81.85</td>
<td>89.59</td>
<td>90.45</td>
<td>90.02</td>
<td>80.88</td>
<td>91.92</td>
<td>89.30</td>
<td>90.58</td>
<td>82.80</td>
</tr>
<tr>
<td>With FL</td>
<td>92.34</td>
<td>95.90</td>
<td>96.13</td>
<td>96.02</td>
<td>82.80</td>
<td>91.92</td>
<td>89.30</td>
<td>90.58</td>
<td>82.87</td>
<td>92.51</td>
<td>90.69</td>
<td>92.51</td>
<td>90.69</td>
</tr>
<tr>
<td>Rise</td>
<td>1.36</td>
<td>2.09</td>
<td>-0.66</td>
<td>0.74</td>
<td>0.95</td>
<td>-1.15</td>
<td>0.56</td>
<td>2.09</td>
<td>2.08</td>
<td>0.35</td>
<td>1.26</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Bold and italic numbers indicate the decreased values in each column.

**Figure 13.** FL layers ablation experiment. The red rectangles indicate differences. (c) The result without FL. (d–h) The results with one, two, three, four, and five layers of FL, respectively.
Table 7. Accuracy evaluation of FL layers ablation experiment in Figure 13 (unit: %).

<table>
<thead>
<tr>
<th>Model</th>
<th>IoU</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without FL</td>
<td>84.27</td>
<td>91.54</td>
<td>91.38</td>
<td>91.46</td>
</tr>
<tr>
<td>With FL (1 layer)</td>
<td>86.86</td>
<td>93.68</td>
<td>92.26</td>
<td>92.97</td>
</tr>
<tr>
<td>With FL (2 layers)</td>
<td>87.96</td>
<td>93.51</td>
<td>93.55</td>
<td>93.03</td>
</tr>
<tr>
<td>With FL (3 layers)</td>
<td>89.32</td>
<td>94.57</td>
<td>94.15</td>
<td>94.36</td>
</tr>
<tr>
<td>With FL (4 layers)</td>
<td>90.19</td>
<td>95.33</td>
<td>94.36</td>
<td>94.84</td>
</tr>
<tr>
<td>With FL (5 layers)</td>
<td>89.34</td>
<td>94.39</td>
<td>94.36</td>
<td>94.37</td>
</tr>
</tbody>
</table>

Table 8. Accuracy evaluation of FL layers ablation experiment in testing datasets (unit: %).

<table>
<thead>
<tr>
<th>Model</th>
<th>IoU</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without FL</td>
<td>82.97</td>
<td>90.93</td>
<td>90.40</td>
<td>90.57</td>
</tr>
<tr>
<td>With FL (1 layer)</td>
<td>84.51</td>
<td>92.83</td>
<td>89.73</td>
<td>91.31</td>
</tr>
<tr>
<td>With FL (2 layers)</td>
<td>85.03</td>
<td>92.58</td>
<td>90.92</td>
<td>91.72</td>
</tr>
<tr>
<td>With FL (3 layers)</td>
<td>85.97</td>
<td>93.42</td>
<td>91.10</td>
<td>91.76</td>
</tr>
<tr>
<td>With FL (4 layers)</td>
<td>86.08</td>
<td>93.91</td>
<td>91.15</td>
<td>92.34</td>
</tr>
<tr>
<td>With FL (5 layers)</td>
<td>86.06</td>
<td>93.71</td>
<td>91.13</td>
<td>92.27</td>
</tr>
</tbody>
</table>

6. Conclusions

From the perspective of social development and energy utilization, extracting PV panels from high-resolution optical remote sensing images is a research task of great significance. In this study, we constructed a PVI to serve as prior knowledge to reduce the confusion between PV panels and non-PV panels. In the encoder–decoder structure, RCHAM was designed to replace the conventional skip-connection. It reduces semantic differences among features from different levels, preserves effective feature information in both spatial and channel domains, and improves the completeness of the PV panel results. Additionally, was is integrated into the loss function to minimize the occurrence of blurred edges and preserve edge details as much as possible. Qualitative and quantitative experiments demonstrate that the proposed PKGPVN outperforms other comparison methods in terms of visual effects and evaluation metrics. The effectiveness of our PKGPVN was further validated through three ablation experiments. The experiments indicate that our PKGPVN has certain advantages in reducing the problems of missed extractions and background misjudgments, ensuring the completeness of extraction, and keeping boundaries smooth, with strong robustness.

However, there is still space for further improvement. While we adopted the AIR-PV dataset, which contains four different backgrounds, the extraction effect for the PV panels in other regions needs verification using diverse datasets. Future work will involve optimizing the model and enhancing the model’s generalizability and practicality by employing different datasets. Furthermore, applying PV panel extraction results to power generation estimation is a major challenge. We will predict the power generation of solar systems based on deep learning methods by combining meteorological data and geographical coordinate information.
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Abbreviations
Here are the abbreviations covered in this manuscript:

PV Photovoltaic
PVI Photovoltaic Index
RCHAM Residual Convolution Hybrid Attention Module
FL Feature Loss
UAV Unmanned Aerial Vehicle
CNN Convolutional Neural Network
SVM Support Vector Machine
RF Random Forest
RSU Residual U-block
CBAM Convolutional Block Attention Module
CAM Channel Attention Module
SAM Spatial Attention Module
MLP Multilayer Perceptron
BCE Binary Cross-Entropy
GT Ground Truth
IoU Intersection-over-Union

Appendix A

Algorithm A1. PV panel extraction method (PKGPVN).

<table>
<thead>
<tr>
<th>Input: X: PV panels images with shape [b, c, h, w]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: Pf use: final prediction map</td>
</tr>
</tbody>
</table>

1. Compute PVI using Equation (2):
   \[
   B = X[:, 0:1, :, :], G = X[:, 1:2, :, :], R = X[:, 2:3, :, :]
   \]
   \[
   PVI = (B - R) / (R + G + B)
   \]
2. Get network input:
   \[
   E_{\text{input}} = \text{torch.cat([X, PVI], 1)}
   \]
3. while epoch ≤ 100 do
   4. Get encoder output:
      \[
      E_{\text{output}} = \text{RSU}(E_{\text{input}})
      \]
   5. Get RCHAM output:
      \[
      R_{\text{output}} = \text{RCHAM}(E_{\text{output}})
      \]
   6. Get decoder output:
      \[
      D_{\text{output}} = \text{RSU}(\text{torch.cat(}E_{\text{output}}, R_{\text{output}}, \text{dim}) = 1))
      \]
   7. Get P side:
      \[
      P_{\text{side}} = \text{F.interpolate}(D_{\text{output}}, \text{size} = [h, w], \text{mode} = '\text{bilinear}', \text{align}\_\text{corners} = \text{False})
      \]
   8. Get Pf use:
      \[
      P_{\text{f use}} = \text{nn.Conv2d(}E_{\text{side}}, E_{\text{side}}, E_{\text{side}}, E_{\text{side}}, E_{\text{side}}, E_{\text{side}}, \text{dim} = 1))
      \]
9. Compute total loss \( L_{\text{Total}} \) using Equations (3)–(6)
10. Update encoder, RCHAM and decoder to minimize \( L_{\text{Total}} \)
11. end while
12. Obtain the PV panel extraction results through step 4 to 8
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