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Abstract: Space infrared (IR) target recognition has always been a key issue in the field of space technology. The imaging distance is long, the target is weak, and the feature discrimination is low, making it difficult to distinguish between high-threat targets and decoys. However, most existing methods ignore the fuzziness of multi-dimensional features, and their performance mainly depends on the accuracy of feature extraction, with certain limitations in handling uncertainty and noise. This article proposes a space IR dim target fusion recognition method, which is based on fuzzy comprehensive of spatio-temporal correlation. First, we obtained multi-dimensional IR features of the target through multi-time and multi-spectral detectors, then we established and calculated the adaptive fuzzy-membership function of the features. Next, we applied the entropy weight method to ascertain the objective fusion weights of each feature and computed the spatially fuzzified fusion judgments for the targets. Finally, the fuzzy comprehensive function was used to perform temporal recursive judgment, and the ultimate fusion recognition result was obtained by integrating the results of each temporal recursive judgment. The simulation and comparative experimental results indicate that the proposed method improved the accuracy and robustness of IR dim target recognition in complex environments. Under ideal conditions, it can achieve an accuracy of 88.0% and a recall of 97.5% for the real target. In addition, this article also analyzes the impact of fusion feature combinations, fusion frame counts, different feature extraction errors, and feature database size on recognition performance. The research in this article can enable space-based IR detection systems to make more accurate and stable decisions, promoting defense capabilities and ensuring space security.
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1. Introduction

Space-based infrared (IR) target recognition is of great significance in modern military and space technology. Due to the long distances, the energy of space targets received by IR detectors is weak, and the extraction accuracy of radiation and other features is easily affected by many factors. In addition, in order to achieve effective penetration, the attacker will release a large number of decoys in midcourse of the flight to confuse the defender, making it more difficult to identify the real target.

Although there are many decoys, they all simulate target characteristics from one or more aspects but cannot completely simulate all characteristics of the real target [1]. In the past, IR target recognition [2,3] usually relied on a single feature or sensor data, but these methods have certain limitations in terms of dealing with uncertainty and noise. For
example, [2] only used the target IR radiation information and performed classification through the support vector data description (SVDD) method; this method is simple to implement and has high matching accuracy, but it is prone to accumulation errors when the target characteristics change greatly.

With the continuous breakthroughs in offensive and defensive technologies and improvements in space-based IR surveillance systems, the accuracy of extracting multi-dimensional features from space targets has also been continuously enhanced. The research cited in [4,5] analyzed the factors that interfere with the extraction of radiation characteristics of space targets from the aspects of space-based detection systems and space target imaging and provided the equivalent relationship between the radiation value at the target’s entrance pupil and the extracted value. Reference [6] analyzed different motion states of space targets and extracted the IR features of targets in different postures, while [7,8] used variational mode decomposition (VMD) along with the temperature measurement method to extract and denoise the temperature and equivalent cross-sectional area. Micro-motion is the key feature distinguishing active targets from passive decoys. The intrinsic patterns and extraction methods of micro-motion features are discussed in detail in [9,10]. The study cited in [11] used cross-positioning and robust local weighted regression (RLWR) to achieve high-precision estimation of velocity characteristics under multi-satellite observation.

Multi-dimensional features can reflect different attributes of the status of the target. When a certain feature is disturbed, other features can still support the correct recognition of the target. Multiple features are usually fused to achieve complementary description of the target and improve recognition accuracy. Traditional target fusion recognition methods include weighted average, canonical correlation analysis (CCA) [12], multi-kernel learning (MKL) [13], the Dempster–Shafer (DS) evidence theory [14], Bayesian inference [15], etc. These methods are theoretically mature and have been widely used in engineering, but they heavily rely on high-precision extraction of features. When there is significant uncertainty or noise in a certain feature, it will seriously affect the recognition accuracy and cause inestimable losses. Fusion recognition methods based on deep neural networks [16–20] are also a hot topic in current research. For example, [16] combined the two-dimensional convolutional neural network (2D-CNN) to perform fusion recognition processing on the VV and VH polarized bands of Sentinel-2 and Sentinel-1 data and demonstrated excellent performance in terms of fusion metrics and classification accuracy. Nevertheless, the theoretical foundation for deep learning methods is not fully established, posing challenges in interpreting certain outcomes. Moreover, this type of method requires a large amount of training data and calculations, as well as high requirements for hardware performance. These characteristics make it difficult to meet the real-time and stability requirements in engineering.

Fuzzy set theory has great advantages in dealing with uncertainty issues such as information processing [21], task decision making [22], tracking and identification [23], and robust analysis [24]. It is currently one of the most effective theories in the field of probabilistic reasoning. Fuzzy comprehensive is an important branch of fuzzy set theory and is widely used in current research [25,26]. Fuzzy comprehensive can fuse information from different features to reduce the impact of uncertainty and improve the reliability of recognition. However, traditional static fuzzy comprehensive [27–29] tends to ignore the correlation and complementarity of information at previous and subsequent moments and does not fully consider the spatio-temporal relationship between variables with different features and different moments, leading to errors in inference results.

Aiming at the key problem of identifying high-threat space IR targets, this article proposes a fusion recognition algorithm based on spatio-temporal correlation fuzzy comprehensive. This method is simple to implement, fully considers the target recognition results of different features at different times, and has higher accuracy and stability than other methods. This work mainly makes the following three contributions:
A fuzzy comprehensive fusion recognition method based on spatio-temporal correlation is proposed, which can stably, quickly, and accurately identify the types of space IR targets.

The effects of feature combination, fused frame counts, feature extraction error, and feature database size on recognition accuracy were analyzed.

The performances of the proposed method and the comparison method are discussed under various interference environments.

The subsequent sections of this article are organized as follows. Section 2 introduces some prerequisite knowledge and background. Section 3 details the multi-dimensional feature fusion recognition method based on spatio-temporal correlation fuzzy synthesis. Section 4 provides the simulation and comparative experimental results and analysis and analyzes the impact of different influencing factors on accuracy. Finally, a discussion and conclusions are given in Sections 4 and 5, respectively.

2. Preliminaries

2.1. Multi-Dimensional Features of Space Targets under Space-Based IR Observation

When space targets fly, they are usually far away from the IR detector. The amount of radiation from the target reaching the entrance pupil of the detector is weak, and the image only has one or a few pixels, resulting in the loss of target shape and size information. Recognition only from point target images is obviously undesirable [30]. Accurately extracting multi-dimensional features of targets from weak signals is the primary prerequisite for recognition.

Radiation characteristics are the primary attributes for the multi-dimensional feature extraction of research targets. The accuracy of radiation extraction directly affects the effect of target identification [5]. Under the observation of detectors in different spectral bands, the extracted radiation intensities are different. Commonly used spectrum bands are midwave (3–5 µm) and longwave (8–12 µm). Different space targets have unique radiation intensity characteristics, which provide an important reference for their identification. However, the extraction of radiation features is affected by many factors such as optical point spread, cross-pixel, detector noise, calibration error, etc. These uncertainties seriously affect the recognition results.

The temperature level and its continuous changes reflect the internal state changes of the target during flight. The true target has significant thermal inertia and almost maintains the initial temperature; the balloon decoy has low thermal inertia and soon reaches the equilibrium temperature [31]. However, the extraction of temperature features is susceptible to interference from environmental radiation, and further confirmation is needed in terms of reliability and accuracy.

The physical meaning of the target equivalent cross-sectional area is the product of the target detection cross-section and the emission coefficient. We calculated the blackbody radiance at the current temperature based on Planck’s law and then divided the target’s IR radiation intensity by the blackbody radiance to obtain the equivalent cross-sectional area. It should be noted that this feature is different from the radiation cross-section of the target body and reflects the target cross-section features extracted by the sensor signal processing end.

Considering factors such as weight control and design cost, the total mass and mass distribution of each decoy will not be the same as that of the real target. This difference leads to different micro-motion characteristics caused by the transverse impulse moment of the target when it is released. According to the different micro-motion of the target, a series of micro-motion features such as precession angle, nutation angle, rotation angle, and micro-motion period are also different. This article mainly considers the micro-motion period. In fact, passive decoys can be effectively identified using the micro-motion period [32].

In addition to the above features, space targets also include different features under different sensors. This article mainly identifies targets in the background of space-based IR detection. Based on the principle of robustness of identification, five features, i.e., midwave
IR radiation intensity (MW), longwave IR radiation intensity (LW), temperature (T), equivalent cross-sectional area (EA), and micro-motion period (P), are considered. These features have clear physical meanings, are less difficult to extract, and are highly distinguishable. Figure 1 shows an overview of multi-dimensional feature extraction of space dim IR targets.

![Figure 1. Schematic of multi-dimensional features of space dim IR targets.](image)

2.2. Space Target IR Simulation Model

Due to the high sensitivity of the fields involved, it is generally impossible to obtain actual measured data on high-threat real targets in research. IR simulation of different space targets is very necessary. This article simulates five categories of typical space targets (true target, heavy decoy, balloon decoy, equal-shaped light decoy, debris) based on the spatial IR model given in [33,34]. The specific parameters are shown in Table 1.

In Table 1, α and β represent the azimuth and pitch angles of the corresponding micro-motion axes in the reference coordinate system, and ω represents the speed of the corresponding micro-motion mode. In this article, 1000 groups of each type of target are simulated, for a total of 5000 groups. From each category, 200 groups are randomly selected as targets to be identified, and the remaining 4000 groups are used as the original data of the multi-dimensional feature database. Combining the physical properties and motion patterns of the target itself, the feature extraction method in [7,8,32,33] is used to obtain the corresponding multi-dimensional IR feature data. In the real detection environment, there are many factors that affect recognition such as optical point spread, cross-pixel, detector noise, calibration error, feature extraction error, background, flicker, edges, etc. We assumed that these noises and errors reflected on each feature conformed to the normal
distribution; the mean value was 0, and the standard deviations were \( \sigma_{MW}, \sigma_{LW}, \sigma_{T}, \sigma_{EA}, \) and \( \sigma_p \), respectively. By setting different standard deviations, complex space detection scenarios were simulated.

<table>
<thead>
<tr>
<th>Targets</th>
<th>True Target</th>
<th>Heavy Decoy</th>
<th>Balloon Decoy</th>
<th>Equal-Shaped Light Decoy</th>
<th>Debris</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shape</td>
<td><img src="image1" alt="Shape" /></td>
<td><img src="image2" alt="Shape" /></td>
<td><img src="image3" alt="Shape" /></td>
<td><img src="image4" alt="Shape" /></td>
<td><img src="image5" alt="Shape" /></td>
</tr>
<tr>
<td>Micro-motion mode</td>
<td>Spinning and coning</td>
<td>Spinning and coning</td>
<td>None</td>
<td>Tumbling</td>
<td>Tumbling</td>
</tr>
<tr>
<td>Micro-motion parameters</td>
<td>( a_i = 0.0 \pi )</td>
<td>( a_i = 0.0 \pi )</td>
<td>( \beta_i = 0.1 \pi \sim 3.0 \pi )</td>
<td>( \alpha_i = 0.0 \pi )</td>
<td>( \alpha_i = 0.0 \pi )</td>
</tr>
<tr>
<td>Coating thickness/mm</td>
<td>0.01–0.15</td>
<td>0.01–0.15</td>
<td>0.01–0.1</td>
<td>0.01–0.1</td>
<td>0.01–0.1</td>
</tr>
<tr>
<td>Initial temperature/K</td>
<td>290–310</td>
<td>290–310</td>
<td>200–300</td>
<td>200–300</td>
<td>200–300</td>
</tr>
<tr>
<td>Density/kg/m³</td>
<td>3849</td>
<td>1950</td>
<td>1390</td>
<td>900</td>
<td>2700</td>
</tr>
<tr>
<td>Emissivity</td>
<td>0.94</td>
<td>0.75</td>
<td>0.5</td>
<td>0.5</td>
<td>0.45</td>
</tr>
<tr>
<td>Specific capacity/J/kg °K</td>
<td>710</td>
<td>610</td>
<td>1150</td>
<td>1950</td>
<td>904</td>
</tr>
</tbody>
</table>

IR detector parameters | Wave bands: 3 ~ 5 μm, 8 ~ 12 μm; observation time: 50 s; sample frequency: 25 Hz |

2.3. Fuzzy Comprehensive Function

We assumed that the possibility distribution of the fusion system judging target sample point \( u \) as the \( m \)-th target type was \( A_m(u) = \{ a_{m1}(u), a_{m2}(u), \ldots, a_{mN}(u) \} \in [0, 1]^N \), where \( a_{mn}(u) \) represents the possibility measure on feature \( n \); \( m = 1, 2, \ldots, M \) represents the target type serial number; \( u = 1, 2, \ldots, N \) represents the feature number. Then, the fuzzy comprehensive function [35] could be defined as mapping:

\[
S_N : [0, 1]^N \rightarrow [0, 1] \tag{1}
\]

That is, the judgment results of \( N \) features were mapped into one judgment result. The mapping should meet the following two conditions:

(a) Order preservation. For \( \forall A_p(u), A_q(u) \in [0, 1]^N \) exists

\[
\| A_p(u) \| \leq \| A_q(u) \| \Rightarrow S_N [A_p(u)] \leq S_N [A_q(u)] \tag{2}
\]

(b) Comprehensive. For \( \forall A_m(u) \in [0, 1]^N \) exists

\[
\bigwedge_{m=1}^{N} a_{mn}(u) \leq S_N [A_m(u)] \leq \bigvee_{m=1}^{N} a_{mn}(u) \tag{3}
\]

After introducing the fuzzy comprehensive function, we defined the fuzzy membership that determines the target sample point \( u \) as the type \( m \) as \( a_m(u) = S_N [A_m(u)] \). Among them, \( a_m(u) \) is the final fusion decision result, which reflects the fusion process of multi-dimensional features.

3. Proposed Method

There is often no direct one-to-one correspondence between the characteristic information of spatial targets and the target type. If the type of target point is judged directly based on the characteristic information of the target point, it will cause a great misjudgment. The essence of the target recognition problem based on feature extraction is to establish a mapping relationship between feature information and target types. The proposed method mainly uses the fuzzy comprehensive method of spatio-temporal correlation to establish this mapping relationship. It is mainly divided into five parts: multi-dimensional IR feature extraction; establishment of fuzzy-membership function and calculation; use of the entropy
weight method (EWM) to determine feature fusion weight; spatio-temporal fusion judgment; and database update. The extraction of multi-dimensional IR features from targets serves as the data source for the entire recognition process. Based on these data, fuzzy membership can be calculated. Inputting the fuzzy membership into the spatio-temporal correlation fusion judgment identifies the target’s category. Among them, the fuzzy membership functions and initial fusion weights are computed from the multi-dimensional IR feature database, employing the EWM method for the latter. The finally identified multi-dimensional IR features of the target are added to the database after expert appraisal to further correct the fuzzy-membership function and fusion weights. The multi-dimensional IR feature extraction methods are complex and varied and are not the central focus of this article. They will not be described again. The entire method’s flowchart is depicted in Figure 2.

![Flowchart of the Proposed Spatio-Temporal Correlation Fuzzy Comprehensive Method](image)

**Figure 2.** Flowchart of the proposed spatio-temporal correlation fuzzy comprehensive method.

### 3.1. Establishment of Fuzzy-Membership Function and Calculation

The space-based IR surveillance system received various target information reported by the detector, thus accumulating a large amount of historical data. Combining different feature extraction methods, a multi-dimensional feature database of spatial IR targets can be constructed. We assume that there were identified data of \( M \) targets in the current database. Each type of target had \( N \) features and \( K \) groups of data, and the length of each group was \( L \). Then, the fuzzy set on the database could be expressed as:

\[
\Theta_{mn}^{kl} \quad m = 1, 2, \ldots, M; \quad n = 1, 2, \ldots, N; \quad k = 1, 2, \ldots, K; \quad l = 1, 2, \ldots, L
\]  

(4)
For the target to be identified, the fuzzy set was expressed as:

\[ \theta_n \quad n = 1, 2, \cdots, N; l = 1, 2, \cdots, L \]  

(5)

Since the extraction of target features will be interfered by noise, etc., the extracted features have certain uncertainties. The process of determining the membership function is actually to fuzzify the extracted features. Using the normal membership function, we defined the membership of the sample point \( \theta \) of the fuzzy set to be tested under the \( m \)-th target and \( n \)-th feature as:

\[ \chi_{mn}^l(\theta) = \exp \left( \frac{- (\theta - b_{mn})^2}{2 \sigma_{mn}^2} \right) \]  

(6)

where \( b_{mn} \) and \( \sigma_{mn} \) are, respectively, the central value and standard deviation of the fuzzy set \( \Theta_{mn}^l \) in the multi-dimensional feature database and are calculated as follows:

\[ b_{mn} = \frac{\sum_{k=1}^{K} \sum_{l=1}^{L} \Theta_{mn}^l}{KL} \]  

(7)

\[ \sigma_{mn} = \sqrt{\frac{\sum_{k=1}^{K} \left( \sum_{l=1}^{L} \Theta_{mn}^l - b_{mn} \right)^2}{K}} \]  

(8)

The fuzzy membership represents the degree to which its feature values are consistent with different targets. The normal membership function can naturally represent the distribution characteristics of fuzzy sets and has a simple mathematical form. In addition, the continuity and smoothness of the normal function help to avoid introducing discontinuities in system reasoning, thereby improving the system’s stability and performance. We input the features of the target to be identified into Equation (6), and the membership matrix \( X = (\chi_{mn}^l)_{M\times N\times L} \) of the target to be identified could be calculated.

3.2. EWM to Determine Fusion Weight

Information entropy is a measure of system state uncertainty, and EWM uses the entropy value of each feature to determine the fusion weight of the feature. If a certain feature has a greater degree of discreteness, it contains more information and plays a greater role in fusion recognition, so its weight is correspondingly larger. EWM has strict mathematical meaning. The calculation of weight value uses the original data in the database, which can eliminate the influence of subjective factors [36,37]. The specific steps are as follows:

(a) Building the target feature matrix. According to Equation (7), the target feature matrix \( B = (b_{mn})_{M\times N} \) is constructed based on the multi-dimensional feature database, where \( b_{mn} \) is the central value of the \( m \)-th target under the \( n \)-th feature.

(b) Matrix normalization. The purpose of normalization is to be dimensionless and facilitate objective confirmation of the feature weights. As various target features lack explicit directionality, normalization cannot be directly achieved using a simple forward or reverse range method. In this article, the normalized value is first calculated based on the absolute distance between each feature value and the average value. Then, the forward range method is used to further normalize it so that it is in the range of [0, 1]. The calculation is as follows:

\[ c_{mn} = 1 - \frac{|b_{mn} - \mu|}{\mu} \]  

(9)

\[ c'_{mn} = \frac{c_{mn} - \min_{1\leq m \leq M} c_{mn}}{\max_{1\leq m \leq M} c_{mn} - \min_{1\leq m \leq M} c_{mn}} \]  

(10)
where \( \mu = \frac{\sum_{m=1}^{M} c_{mn}}{M} \). Finally, the normalized matrix \( C = (c_{mn})_{M \times N} \) was obtained.

(c) Calculate the feature entropy value. First, we calculated the proportion of each feature under different targets and obtained the matrix \( D = (d_{mn})_{M \times N} \), where \( d_{mn} = \frac{c_{mn}}{\sum_{m=1}^{M} c_{mn}} \).

According to the definition of information entropy in information theory, the information entropy of each feature is:

\[
e_n = -\frac{\sum_{m=1}^{M} d_{mn} \ln d_{mn}}{\ln m}
\]

(11)

(d) Calculate the feature fusion weight. The fusion weight of each feature is calculated through information entropy, as shown in Equation (12). The fusion weight vector is expressed as \( w = (w_n)_N \).

\[
w_n = \frac{1 - e_n}{N - \sum_{n=1}^{N} e_n}
\]

(12)

3.3. Spatio-Temporal Fusion Judgment

The traditional fuzzy comprehensive method is based on the similarity of feature matching, and its fusion results rely on the design of typical features and do not fully utilize the constrained prior knowledge between features. At the same time, static fuzzy comprehensive cannot express the dynamic changes in feature variables in the sequence and has limitations. Therefore, this article proposes a fuzzy comprehensive recognition method of spatio-temporal correlation. The entire spatio-temporal fusion judgment process is shown in Figure 3.

Figure 3. Schematic of spatio-temporal fusion judgment.

3.3.1. Spatio-Domain Feature Fusion

After obtaining the fusion weights, the feature fusion needs to be completed based on the decision-making information of the features and certain rules. This article uses a weighted summation method to fuse the characteristics of the targets. As shown in Equation (13), by multiplying the membership matrix \( X^l \) of the \( l \)-th frame of the target to be identified by the fusion weight vector \( w \), the local judgment results \( F^l \) of the target can be obtained.

\[
F^l = X^l \cdot w = \begin{bmatrix}
X_{11}^l & X_{12}^l & \cdots & X_{1N}^l \\
X_{21}^l & X_{22}^l & \cdots & X_{2N}^l \\
\vdots & \vdots & \ddots & \vdots \\
X_{M1}^l & X_{M2}^l & \cdots & X_{MN}^l
\end{bmatrix} \begin{bmatrix}
w_1 \\
w_2 \\
\vdots \\
w_N
\end{bmatrix} = \begin{bmatrix}
f_{1}^l \\
f_{2}^l \\
\vdots \\
f_{M}^l
\end{bmatrix}
\]

(13)

Spatio-domain feature fusion is performed on each frame to obtain the spatial fusion matrix \( F = (f_m^l)_{M \times L} \).
3.3.2. Temporal-Domain Recursive Fusion

Due to the existence of interference, the target recognition results of a single frame are often unreliable. It is necessary to recursively accumulate the local judgment results of spatial fusion. We assumed that the number of fused frames was $S$ ($0 < S \leq L$), and the fusion result was obtained after fusing the historical data of the previous $S - 1$ frames with the current frame $l$ ($S \leq l \leq L$). Using Equation (14), the temporal-domain recursive fusion judgment of consecutive multiple frames was obtained.

$$g^l_{Sm} = \left( f^l_m \prod_{i=1}^{l-1} g^i_{Sm} \right)^{1/\xi}$$

where $g^l_{Sm}$ and $g^i_{Sm}$ are the recursive fusion results of the historical frame and the current frame, respectively. In this article, the fusion frame count $S$ is set to 70, and the impact of the number of fusion frames will be discussed in the experimental section. For the sample to be identified, the last frame, $g^L_{Sm}$, is taken as the final fusion result. The temporal-domain accumulation fusion result is expressed as $G = (g^l_{Sm})^M$.

3.3.3. Final Judgment

The result $G$ of temporal-domain accumulation and fusion is not a category with a clear pattern but belongs to each category with a certain degree of membership. In the final level of judgment, a clear category judgment is needed, and the principle of maximum membership is used to process the fuzzy judgment results. The principle of maximum membership is expressed as follows:

$$res = \arg\max_{1 \leq m \leq M} g^L_{Sm}$$

Combining Equations (1) and (12)–(15), the entire fusion recognition calculation process can be obtained:

$$res = S\left( \chi^l_{mn} \right) = \arg\max_{1 \leq m \leq M} \left( \chi^L_{mn} \right)^{1/(M + N)} \left( w_n \prod_{i=1}^{l-1} g^i_{Sm} \right)^{1/\xi}$$

where $S(\cdot)$ is the fuzzy comprehensive function of spatio-temporal correlation designed in this article. This takes into account the temporal-domain and spatio-domain fusion so that the decision process does not rely on a single feature or single frame, and the final result is more stable and credible.

3.4. Expert Identification and Updates

Since the proposed method has certain requirements for the integrity and reliability of historical data in the multi-dimensional feature database, the steps of expert identification and updating the database are added to correct the recognition results in a timely manner and continuously improve the historical data in the database. This improves the adaptability of the algorithm and can enable better adaptation to complex detection environments, and the real targets and decoys are constantly updated. The number of database samples, $K$, will be discussed further in the experimental section.

4. Experiments

This section is mainly divided into three parts: simulation experiment, comparative experiment, and analysis of influencing factors. All the methods were run on the PC platform (Intel Core i7-11800H) produced by Dell in Rondelock, TX, USA. Except for the comparative deep learning method, which was implemented in Python 3.8 with the TensorFlow 2.4 wrapper, other methods were implemented based on MATLAB R2021b.
4.1. Simulation Experiment

Since the measured radiation characteristic data of real high-threat space targets and decoys are not yet available, the method in this article mainly uses the simulation data generated by the space IR target model simulation in Section 2.2 for testing. Among them, 1000 groups of targets to be identified were randomly selected, including 200 of each category, and no noise was added. The number of fused frames $S$ was 70, the number of fused features $N$ was 5, and the size $K$ of the multi-dimensional feature database was 4000.

Due to the high destructiveness of real targets, missed negatives and false alarms will cause incalculable losses. Therefore, the main indicators considered in the experiment are recall, false alarm rate (FAR), missed alarm rate (MAR), and overall accuracy. It should be noted that when calculating the recall, FAR, and MAR of a certain category in this article, all other categories were regarded as negative samples. The results are presented in Table 2. The overall recognition accuracy of the proposed method reached 88.0%, of which the recall of true targets was 97.5%, the FAR was 0.5%, and the MAR was 2.5%. In addition, the balloon decoy recall was the lowest, at 61.0%, and the FAR of the equal-shaped light decoy was the highest, at 8.5%.

<table>
<thead>
<tr>
<th>Targets</th>
<th>True Target</th>
<th>Heavy Decoy</th>
<th>Balloon Decoy</th>
<th>Equal-Shaped Light Decoy</th>
<th>Debris</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recall</td>
<td>97.5%</td>
<td>98.0%</td>
<td>61.0%</td>
<td>87.0%</td>
<td>96.5%</td>
</tr>
<tr>
<td>FAR</td>
<td>0.5%</td>
<td>2.6%</td>
<td>2.9%</td>
<td>8.5%</td>
<td>0.5%</td>
</tr>
<tr>
<td>MAR</td>
<td>2.5%</td>
<td>2.0%</td>
<td>39.0%</td>
<td>13.0%</td>
<td>3.5%</td>
</tr>
<tr>
<td>Accuracy</td>
<td></td>
<td></td>
<td>88.0%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The specific recognition results of each category in the test sample are shown in Figure 4. Among them, (a)–(e), respectively, represent the confidence that the sample of this category belongs to each category. It can be seen from the figure that the recognition results of heavy decoys and true targets were better, with only 4 to 5 errors, and the confidence of the heavy decoy reached 0.8; the recognition results of the balloon decoy were the worst, with a confidence of 0.3–0.4. In addition, true targets were easily confused with heavy decoys; balloon decoys, equal-shaped light decoys, and debris were also easily confused. This is the result of the combined effect of multi-dimensional features.

![Figure 4. Confidence of test samples of different categories.](image)
4.2. Comparison Experiment

To further validate the effectiveness and novelty of the proposed method, a comparative analysis was conducted with other existing methods [38–40]. Among them, there are two traditional fusion recognition algorithms and a deep neural network method. Zhou’s method uses feature fusion based on Bayesian decision theory to identify radar deception jamming signals and uses kernel density estimation to improve the fusion algorithm [38]. Gao proposed a similarity standard based on cross-entropy to modify the basic probability assignment of multiple features and then performed fusion recognition based on DS evidence theory [39]. Dual-channel long short-term memory (DC-LSTM) is a deep learning method that inputs space IR object grayscale into two LSTM channels to extract global and local features, respectively [40]. In the comparative experiment, five scenes under different noise and error environments were set up. The scene settings are shown in Table 3. The experimental results are shown in Table 4, where the recall is the recall of the true target.

Table 3. Scene setting.

<table>
<thead>
<tr>
<th>Scene</th>
<th>$\sigma_{MW}(W \cdot sr^{-1})$</th>
<th>$\sigma_{LW}(W \cdot sr^{-1})$</th>
<th>$\sigma_{T}$ (K)</th>
<th>$\sigma_{EA}(m^2)$</th>
<th>$\sigma_{P}(s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>20</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>30</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>40</td>
<td>0.4</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Table 4. Comparison experiment results.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Zhou’s [38]</th>
<th>Gao’s [39]</th>
<th>DC-LSTM [40]</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recall</td>
<td>Accuracy</td>
<td>Recall</td>
<td>Accuracy</td>
</tr>
<tr>
<td>0</td>
<td>97.5%</td>
<td>86.9%</td>
<td>65.0%</td>
<td>61.3%</td>
</tr>
<tr>
<td>1</td>
<td>93.0%</td>
<td>80.0%</td>
<td>61.5%</td>
<td>51.0%</td>
</tr>
<tr>
<td>2</td>
<td>83.0%</td>
<td>72.9%</td>
<td>41.0%</td>
<td>39.4%</td>
</tr>
<tr>
<td>3</td>
<td>71.2%</td>
<td>67.1%</td>
<td>3.5%</td>
<td>35.0%</td>
</tr>
<tr>
<td>4</td>
<td>59.0%</td>
<td>60.3%</td>
<td>0</td>
<td>34.7%</td>
</tr>
</tbody>
</table>

As can be seen from Table 4, the recall and accuracy of the method proposed in this article were better than other comparison methods in all scenarios except scene 0. From the perspective of scenes, all methods gradually decreased in accuracy as noise and error increased, and the recall of true targets decreased. From the perspective of indicators, the indicators of the proposed method were better than other methods in most scenes. DC-LSTM had the highest accuracy in scene 0, but as the scene became more complex, the accuracy dropped sharply, indicating that this method is difficult to adapt to complex spatial environments. Gao’s method also has the same problem. In scene 4, the recall of Gao’s method was 0, which was invalid. However, the proposed method was also able to maintain an accuracy of 65.8% and a recall of 62.5%. Overall, the proposed method performed well in terms of both recognition accuracy and robustness.

Figure 5 plots the confusion matrices of the four methods under scene 1. The table in the right column of each picture shows the recall and MAR of each category. Zhou’s method (Figure 5a) easily identifies the equal-shaped light decoy as debris, both of which have consistent micromotion patterns and similar temperature changes. The recall of Gao’s method (Figure 5b) for the balloon decoy, equal-shaped light decoy, and heavy decoy was less than 0.5, and the recall for the true target was only 61.5%, the lowest among the four methods. The DC-LSTM method (Figure 5c) showed a balanced performance in terms of identifying various categories in this scene. The proposed method (Figure 5d) had the best performance in the recall of true targets, reaching 96%, and had no obvious shortcomings in other categories.
Figure 5. Confusion matrix of four methods. (a) Zhou’s method [38]; (b) Gao’s method [39]; (c) DC-LSTM [40]; (d) proposed method.

In offensive and defensive confrontations in space, time consumption is a very important indicator. Based on the recognition process of five scenes and one thousand targets to be identified in each scene, the average runtime for the four methods is presented in Table 5. Gao’s method had the shortest running time of 0.0539 s; DC-LSTM had the longest running time of 1.3674 s, which was related to its huge number of parameters; the proposed method had a running time of 0.1283 s, which is still acceptable in space-based IR detection systems.

Table 5. Comparison of average runtimes.

<table>
<thead>
<tr>
<th></th>
<th>Zhou’s [38]</th>
<th>Gao’s [39]</th>
<th>DC-LSTM [40]</th>
<th>Proposed Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average runtime (s)</td>
<td>0.0844</td>
<td>0.0539</td>
<td>1.3674</td>
<td>0.1283</td>
</tr>
</tbody>
</table>

We plotted the receiver operating characteristic (ROC) curve under scene 1 in Figure 6 to further compare the performance of the four methods under different criteria. The area under curve (AUC) is a performance indicator to measure the pros and cons of a classifier. In Figure 6, the proposed method achieves the best performance with an AUC of 0.948, indicating that it has the best classification ability.

Figure 6. ROC curve of four methods [38–40].
4.3. Analysis of Influencing Factors

4.3.1. Analysis of Fused Feature Combinations

We will further explore the impact of the combination of fused features on the accuracy of the proposed method. As mentioned in Section 2.2, the features fused in this article include midwave radiation intensity (MW), longwave radiation intensity (LW), temperature (T), equivalent cross-sectional area (EA), and micro-motion period (P). The results are shown in Figure 7.

![Figure 7. The impact of different feature combinations on recognition.](image)

From the perspective of the number of features, the average accuracy from a single feature to five features gradually increased. For example, in scene 0, the average accuracies were 0.5604, 0.6927, 0.7932, 0.8442, and 0.88, respectively. This is consistent with actual experience. Adding features can enable the recognition method to better capture non-linear relationships in the data and improve the recognition ability under complex patterns. We also noticed that as the number of features increased, the accuracy improvement gradually slowed down. The added features may contain redundant information or noise, which may negatively impact performance.

From the feature itself, under scene 0, the different feature combinations with the highest accuracies were, in order, EA (0.7), MW-T (0.753), MW-T-EA-P (0.83), MW-T-EA-P (0.865). The most accurate combinations all involved midwave radiation intensity and temperature. In scene 4, the different feature combinations with the highest accuracies were, in order, LW (0.407), LW-P (0.496), LW-T-P (0.574), and MW-LW-T-P (0.647), and the most accurate combinations with the highest accuracies all involved longwave radiation intensity and the micro-motion period. These situations are related to the physical properties of the features themselves and the noise generation mode, which can provide a reference for feature selection in practical applications.
From the perspective of scenes, as the noise increased, combinations with fewer features experienced a faster decline in accuracy. For example, the average accuracy of the combination of five features dropped by 0.222 from scene 0 to scene 4, but the average accuracy of the single feature combination dropped by 0.2888. In fact, in scene 4, the lowest accuracy reached 0.2 (equivalent to random selection) and did not drop further. These situations illustrate that multi-dimensional features are more robust against noise and can better adapt to complex space environments.

4.3.2. Analysis of Fused Frame Counts

In the proposed method, a parameter $S$ for temporal recursive fusion frame counts is set. Figure 8 illustrates the impact of fusion frame counts on recognition results. When there is no temporal recursive fusion, the last frame is used as the recognition result. From the graph, it can be observed that with an increase in the number of fusion frames, accuracy and recall gradually improved. The highest accuracy was achieved at around 70 frames, after which it began to stabilize. As the scene became more complex, the peak of accuracy gradually shifted to the left. This is because, with increasing noise, more fusion frames lead to more interference. In specific scenes, it is necessary to choose an appropriate number of fusion frames.

![Figure 8](image)

**Figure 8.** The impact of different fusion frame counts on recognition. (a) Accuracy; (b) recall of true targets.

4.3.3. Analysis of Feature Extraction Errors

The effects of different feature extraction errors on recognition accuracy are not uniform. In each scene, the presence or absence of the above five feature extraction errors is changed in turn. Figure 9 illustrates the impact of each feature extraction error in the recognition process. Through linear fitting, the magnitudes of the five feature extraction errors exhibited an approximate linear relationship with the final classification accuracy. Additionally, the accuracy changes caused by different feature errors had certain differences. From the graph, it can be observed that the P had the greatest impact on accuracy, followed by T, LW, EA, with MW having the least impact. For the recall of true targets, P had the greatest impact, followed by LW, T, MW, and EA. Therefore, considering the overall recognition situation, MW was relatively robust, while P required more accurate extraction. If considering the recognition of true targets, the EA feature would be a relatively robust feature, while P would require more accurate extraction.
4.3.4. Analysis of Feature Database Size

Figure 10 illustrates the impact of the size K of the multi-dimensional feature database on recognition results in different scenes. Clearly, as the size of the feature database decreased, both accuracy and the recall of true targets gradually declined. This trend became more pronounced as the scenes became more complex. In scene 0, the recall of true targets for K = 4000 (0.945) differed by only 0.22 from K = 1000 (0.725). However, in scene 4, the recall of true targets for K = 4000 (0.87) differed by 0.85 from K = 1000 (0.02). These cases demonstrate that in more complex environments, the recognition of space targets requires ensuring an ample sample library. A larger feature database can provide more information, enabling the model to better learn the data.

5. Discussion

The proposed method enhances the recognition accuracy of space IR targets and demonstrates robustness in complex scenes. This can be attributed to two key characteristics.

(1) Spatio-temporal correlation fusion method: The spatio-temporal correlation fusion method maximally preserves information in both the spatial and temporal domains. Figures 11 and 12 provide specific examples in scene 4.
Figure 11. Confidence of each class of a true target. (a) Before spatial fusion; (b) after spatial fusion.

Figure 12. Confidence of each class of a true target. (a) Before temporal fusion; (b) after temporal fusion.

Figure 11 illustrates the confidence outputs for various classes of a specific true target sample in the last frame. Figure 11a shows the output of single-feature decision making, while Figure 11b presents decision making after the fusion of five features. It can be observed that without spatial fusion, when making decisions based on the maximum confidence, three out of the five features mistakenly identified the true target as a balloon decoy, debris, and a heavy decoy, respectively. After spatial fusion of the five features, the highest confidence was assigned to the true target, which was consistent with reality.

Figure 11 displays the real-time confidence outputs for various classes of a specific true target sample. Figure 12a shows the output without temporal fusion, while Figure 12b shows the output with a fusion frame count of 50 (2 s). It can be observed that without temporal fusion, the confidence of decoys was higher than that of the true target at some time points, leading to misjudgments. However, with the inclusion of temporal fusion, the confidence in the true target remained consistently higher than the other types.

From these two figures, it can be seen that the fusion of various decision results leads to stable recognition outcomes. Errors in target misjudgments under single features and single frames are corrected after spatio-temporal correlation fusion. The temporal-spatial correlation fusion algorithm effectively integrates various decision results, improving the reliability of spatial infrared target recognition.

(2) Use of fuzzy set theory: The extraction of multi-dimensional features from space IR dim targets involves a significant amount of noise and errors. Using them directly as inputs for the recognition algorithm would introduce considerable instability. In this article, based on the principles of fuzzy set theory, the uncertainty of extracted features is
characterized using fuzzy membership degrees. We propose a multi-dimensional feature fusion algorithm based on EWM. This algorithm assigns appropriate weights to different features based on the fuzziness of the effective measurement sets of each feature. The weights adaptively change with updates to the feature library, demonstrating objectivity and environmental adaptability.

This research focuses on multi-dimensional feature fusion recognition of space IR targets and has achieved certain results. However, there are still some shortcomings in the research work:

(1) The data used in the research are the processed multi-dimensional feature data of space IR targets. However, in a real detection process, there are many factors that affect recognition, such as optical point spread, cross-pixel, detector noise, calibration error, feature extraction error, etc. This article uniformly simplifies this parameter. We assumed that these noises and errors reflected on each feature conformed to the normal distribution; the mean value was 0, and the standard deviations was $\sigma$. However, the effects of these parameters on recognition are complex and varied. In future research, we will strive to conduct a more comprehensive analysis of the entire detection process to optimize our method.

(2) Regarding the issue of small targets, which are far from the imaging surface and usually occupy few pixels in an IR image of the detector. In addition, due to the instability of the previous feature extraction method, the extracted features will not meet the input requirements of the proposed method. Although we briefly analyzed the impact of feature combination on recognition in Section 4.3.1, more in-depth research on the small target issue is still needed to meet the application requirements in more scenes.

This article only briefly discusses the impact of the combination of fused features on the accuracy. However, the variable orbits and complex parameters of satellites in orbit will inevitably affect velocity estimation. Therefore, the influence of satellite parameters needs to be further explored in the future to meet the application requirements in more scenarios.

6. Conclusions

In the identification of high-threat targets, the uncertainty of features in each dimension will directly affect the correctness of threat judgment. To improve the recognition accuracy and robustness, this article proposes a recognition method based on multi-dimensional feature fusion, which utilizes the fuzzy comprehensive method of spatio-temporal correlation to handle uncertainty information and feature weight allocation. Simulation and comparative experiments verified the effectiveness of the proposed method. Among them, under an ideal environment, the recognition accuracy of our method can reach 88.0%, and the recall rate for high-threat real targets can reach 97.5%. We also analyzed the impact of fusion feature combination, fusion frame counts, feature extraction error, and feature database size on the accuracy of the proposed method. Our research results provide valuable insights into the identification of high-threat space targets and have certain value for engineering application in specific fields.
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