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Abstract: Point cloud registration serves as a critical tool for constructing 3D environmental maps. Both geometric and color information are instrumental in differentiating diverse point features. Specifically, when points appear similar based solely on geometric features, rendering them challenging to distinguish, the color information embedded in the point cloud carries significantly important features. In this study, the colored point cloud is utilized in the FCGCF algorithm, a refined version of the FCGF algorithm, incorporating color information. Moreover, we introduce the PointDSCC method, which amalgamates color consistency from the PointDSC method for outlier removal, thus enhancing registration performance when synergized with other pipeline stages. Comprehensive experiments across diverse datasets reveal that the integration of color information into the registration pipeline markedly surpasses the majority of existing methodologies and demonstrates robust generalizability.
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1. Introduction

Rigid point cloud registration, a fundamental task in the fields of computer vision and robotics, involves finding a rigid transformation that aligns two point clouds, which could have many important applications, such as autopilot [1–3], surgical navigation [4] and SLAM [5,6]. A commonly adopted registration pipeline typically comprises four consecutive steps: feature detection, feature description, feature matching, and transformation estimation. The effectiveness of a registration algorithm relies on the collaboration of all four components [7]: Feature detection refers to the process of identifying distinctive and salient points or regions within a point cloud model, while the feature description involves capturing and representing the local appearance or characteristics of the detected key points in a compact and informative manner. Then, feature matching is applied to match these descriptors. Finally, the correspondences are used for transformation estimation to find final rigid transformations. It should be noted that the failure of any individual step can result in inaccurate estimation of the transformation, leading to sub-optimal registration performance.

Recent registration studies have been dominated by learning-based methods, most of which establish an end-to-end trainable network, such as [1,8,9] for learning detectors, [10–14] for learning descriptors, [15–17] for matching and excluding outliers, and [18–20] for transformation estimators. Nevertheless, the presence of repetitive patterns, noise, and uneven point density poses significant challenges in constructing robust models for the aforementioned four components. In particular, for feature detection, the ambiguity of the key point definition may lead to misguidance in the other steps. In the context of description, it is necessary for the acquired descriptors to possess invariance towards unfamiliar rotations.
This requirement typically necessitates the utilization of external Local Reference Frames (LRFs) [10,12] or handcrafted rotation-invariant characteristics [21,22]. However, these approaches have limitations in terms of their stability and discrimination ability [13], especially when faced with noise or variations in density. In feature matching, the inaccuracies or deviations that occur during the process of aligning corresponding features in different point clouds can arise due to various factors such as noise, occlusion, incomplete data, or ambiguities in the feature descriptors. For transformation estimation, the presence of repetitive structures or similar local geometric patterns that confuse the algorithm may lead to mismatching when establishing accurate correspondences. To solve this, a Random Sample Consensus (RANSAC) [19], together with other methods [23,24], is utilized to eliminate the outliers.

We argue that all the above challenges can be addressed by utilizing color information. Both geometric and color information play crucial roles in distinguishing different point features. In particular, the color information of the point cloud contains more important features when it is challenging to differentiate points based solely on their geometric features. Ref. [25] emphasized the role of color information in enhancing the registration precision of high point clouds, addressing existing issues with ICP. Similarly, [26] offered a method to impose constraints on both geometric and color information. By leveraging the distribution of color on the tangential plane, a continuous color gradient was established to symbolize the functional shift in color concerning location. A combined error function, comprising geometric and color errors, was developed to effectively restrain both the geometric and color information. However, the employed color space was the RGB color space, which requires the translation of color information into gray-scale information. This process is highly susceptible to disturbances from ambient light, leading to substantial data instabilities. In this study, we investigated the influence of different color spaces on the result when integrating it into the point cloud registration pipeline.

As shown in Figure 1, the colored point clouds were used in the improved FCGF (Fully Convolutional Geometric Feature) and PointDSC (Robust Point Cloud Registration using Deep Spatial) methods with integrated color information for feature extraction and outlier elimination purposes. To evaluate the proposed approaches objectively, a unique colored point cloud dataset based on a forest scene was established. In addition, we developed a strategy for dataset division to create overlapping pairs of colored point clouds for testing. The experimental results demonstrate that the algorithms introduced in this paper can achieve precise point cloud registration by utilizing color and geometric information when cooperating with various ICP methods, even in scenarios with geometric degradation and complex scenes. This proves that the algorithm can enhance the accuracy of colored point cloud registration.

Our main contributions are as follows:

- An improved FCGCF (Fully Convolutional Geometric and Color Feature) algorithm based on FCGF is proposed. This approach incorporates the HSV color information of the colored point cloud into the network. This descriptor is then employed to estimate the correspondences for point cloud registration.
- The PointDSC algorithm is enhanced with the incorporated HSV color consistency among the registration pairs, termed the PointDSCC (Robust Point Cloud Registration using Deep Spatial and Color Consistency). This supports the effective removal of improperly registered point pairings and improves the registration accuracy.
- The creation and partition of datasets. To facilitate the exploration of the algorithms, we created a unique colored point cloud dataset specifically for forest environments. In addition, a dividing method was developed to construct overlapping point cloud pairs from an entire cloud. This not only reduces data storage requirements, but it also enhances computational efficiency and experimental flexibility.

The extensions of the FCGF and PointDSC algorithms, namely FCGCF and PointDSCC, have addressed major issues by incorporating appropriate color information and increasing the dimensionality of consideration. These improvements have expanded the applicability
boundaries, enhanced the robustness, and improved the accuracy of point cloud registration pipeline. This improvement is achieved by simultaneously considering both spatial and color consistency aspects.

Figure 1. The pipeline of the proposed framework for 3D rigid point cloud registration is as follows. Firstly, the colored point cloud dataset, Trees, is created by COLMAP algorithm. Subsequently, the newly generated dataset Trees, together with other colored datasets 3DMatch and SensatUrban, are divided to overlapping point cloud pairs using a partitioning method proposed in this study. To enhance robustness in varying lighting conditions, the color information is then converted from the RGB format to the HSV color space. Finally, the HSV information is integrated into the improved FCGCF and PointDSCC methods respectively for the coarse registration. This feature is used in the ICP (Iterative closest point) processes as well for the fine registration.

2. Related Work

For feature extraction, Point Feature Histograms (PFHs) [27] use a parameterized approach to describe the spatial differences between the query point and its neighboring points, generating multi-dimensional statistical histograms to accurately describe the geometric features of the query point. Although PFH can efficiently extract the geometric information of point cloud data, its time complexity is high and the calculation efficiency is low. To solve these problems, researchers proposed the Fast Point Feature Histogram (FPFH) feature descriptor [28]. This feature descriptor improves on the basis of PFHs, introducing the information of the point normal vector, optimizing the calculation process, reducing repeated calculations, and thereby enhancing the calculation efficiency. The FPFH descriptor not only retains all features of the PFH, but it also reduces the time complexity, making it applicable to point cloud data with varying densities or noise levels. Handcrafted point cloud feature descriptors often perform poorly in complex scenarios such as noise and occlusion. However, the rapid development of deep learning in recent years has brought new opportunities for the research of point cloud feature descriptors. Convolutional neural networks have demonstrated remarkable capabilities in deep feature extraction and expression. Therefore, applying deep learning techniques to optimize and replace point cloud feature descriptors has become a mainstream direction in current research.

PointNet [29] uses a simple symmetric function, i.e., max pooling, to handle each point, eliminating the influence of the unordered nature of point cloud data on the output results. However, PointNet has a low sensitivity to local information. To address this issue, PointNet++ [30] was proposed. This network divides the point cloud into local regions and uses PointNet to extract features from each local point cloud, thereby more comprehensively describing local information. Moreover, PointNet++ also employs techniques such as Multi-Scale Grouping (MSG) and Multi-Resolution Grouping (MRG) to handle situations where
the point cloud density is uneven, thereby enhancing its robustness. 3DMatch [31] can generate a descriptor for each point in the point cloud data. These descriptors link a point with its surrounding points, thereby providing more comprehensive local information for that point. By comparing the feature descriptors of corresponding points in different point clouds, the 3DMatch network can establish the correspondence between point cloud pairs. A weakly supervised approach is then introduced in 3DFeatNet to learn 3D feature detectors and descriptors. This does not require manually labeled matching point clusters. Instead, for 3D point clouds labeled with the combined GPS/INS (Global Positioning System/Inertial Navigation System), alignment operations and attention mechanisms are used to learn the point features. The Fully Convolutional Network (FCGF) [11] uses sparse convolution in the MinkowskiEngine [32] to replace traditional 3D convolution, thus improving the utilization of space and time. Moreover, the network also designs a loss function using metric learning methods, providing a new perspective for point cloud registration research. The D3Feat network [8] operates by using the Fully Convolutional Network of KPConv [33] and a joint optimization framework to simultaneously detect key points and extract feature descriptors. Additionally, it proposes a new density-invariant key point selection strategy to ensure that the extracted key points can be repeatedly detected.

For feature matching and transformation estimation, a significant portion of traditional methods require an initial transformation, tending to find a locally optimal solution near the starting point. The Iterative Closest Point (ICP) [34], algorithm, an early and notable example, functions through this process. ICP begins with an initial transformation, and then it repeatedly alternates between solving two straightforward sub-problems: identifying the closest points as correspondences under the current transformation, and calculating the optimal transformation using Singular Value Decomposition (SVD) based on the discovered correspondences. Numerous modifications [35–37] have been suggested to enhance the ICP methodology. Nonetheless, ICP and its derivatives can merely converge to a local optimum, and their effectiveness heavily dependent on a sound initialization. The misaligned point pairs found based on the extracted feature descriptors will have a negative impact on the registration results; thus, RANSAC-like methods have been introduced to combat this. Fast Global Registration (FGR) [38] optimizes a correspondence-based objective function using a graduated non-convex strategy, achieving cutting-edge results in correspondence-based point cloud registration. PointDSC [24] removes incorrectly registered point pairs based on the principle of spatial consistency, introducing random seeds to alleviate the problem where correct matches fail to dominate when there are many outliers, thereby improving the final registration results. However, these correspondence-based methods can be sensitive to duplicate structures and partial-to-partial point clouds. In such situations, a substantial portion of the potential correspondences might be incorrect.

With advancements in sensor technology, acquiring color information in point clouds has become significantly more accessible, even at low costs. RGB-D cameras [39] combine RGB (color) and depth sensors to capture both color and depth information simultaneously. They are commonly used for indoor 3D scanning and mapping applications. Some LiDAR scanners are equipped with integrated cameras [40] that capture color images alongside the 3D point cloud data. This allows for the acquisition of colored point clouds with precise spatial information. Photogrammetry [41,42] involves capturing a series of overlapping images of a scene from different angles and processing them to reconstruct a 3D point cloud. By capturing high-resolution color images, photogrammetry can generate colored point clouds. Some structured light scanners [43,44] project a pattern of structured light onto the scene and use cameras to capture the deformation of the pattern and color information simultaneously. By analyzing these information, a colored point cloud can be generated. Hence, numerous studies have been put forth aiming to enhance the precision of point cloud registration by integrating color map data. The traditional formulation for integrating color into geometric registration algorithms is to lift the alignment into a higher-dimensional space, parameterized by both position and color [34,45–47]. Ref. [48] reduced the impact of ambient brightness changes by converting the RGB color space into a hue color space.
3. The HSV Color Space

In this section, we introduce that the HSV color space is used to express the color information in this study. Typically, the RGB format is a color space that frequently employed due to its composition of three primary colors: red, green, and blue. Each of these colors has a range between 0 and 255, making it a widely utilized model in the field of computer vision. However, the RGB color space presents some challenges; it lacks uniformity, the color differences are not directly proportional to spatial distances, and it doesn’t manage brightness levels well. Moreover, the ambient light can affect the point cloud, causing color deviations when models are taken from different angles.

To solve the aforementioned problem, this article utilizes the HSV color model. The HSV color space is established based on human visual perception, composed of Hue (H), Saturation (S), and Value (V). Among these, V is independent of the point cloud’s color information, while H and S correlate with the way humans perceive color. Using the HSV color space allows for the separation of color and brightness. Setting the red, green, and blue channels in each original RGB point cloud as \( R, G, B \), and \( C_{\text{max}} \) as the largest of the three channels, the formula for transforming the RGB color model to the HSV color model is as follows:

\[
\begin{align*}
R', G', B' &= \frac{R}{255}, \frac{G}{255}, \frac{B}{255} \\
C_{\text{max}} &= \max(R', G', B') \\
C_{\text{min}} &= \min(R', G', B') \\
\Delta &= C_{\text{max}} - C_{\text{min}} \\
H &= \begin{cases} 
0 & \text{if } \Delta = 0, \\
60^\circ \times ((G' - B')/\Delta \mod 6) & \text{if } C_{\text{max}} = R', \\
60^\circ \times ((B' - R')/\Delta + 2) & \text{if } C_{\text{max}} = G', \\
60^\circ \times ((R' - G')/\Delta + 4) & \text{if } C_{\text{max}} = B', 
\end{cases} \\
S &= \begin{cases} 
0 & \text{if } C_{\text{max}} = 0, \\
\Delta/C_{\text{max}} & \text{otherwise}, 
\end{cases} \\
V &= C_{\text{max}}
\end{align*}
\]

where \( R', G', B' \), respectively, represent the normalized results of R, G, and B in corresponding places; \( C_{\text{min}} \) is the minimum value of \( R', G', \) and \( B' \); and \( \Delta \) is the difference between the maximum value and minimum value of \( R', G', \) and \( B' \).

4. Fully Convolutional Geometric and Color Features

In this section, the HSV information is integrated into the FCGF algorithm, enhancing the robustness and precision of the registration.

4.1. Preliminary

FCGF is a feature extraction algorithm based on learning, utilizing a 3D Fully Convolutional Network. Traditional 3D convolution operations typically need a fixed size for the input data, therefore requiring large-scale point cloud data to be segmented. However, fully convolutional operations can accept inputs of any size, with the output size correspondingly matching the input, hence eliminating the need for data segmentation. Moreover, Fully Convolutional Networks have a large receptive field, allowing them to perceive extensive contextual information; they also possess weight sharing characteristics during training, making them faster and more efficient. A metric learning loss is used for fully convolutional feature learning.
The sparse tensor for 3D data can be represented as a set of coordinates $C$ and associated features $F$.

$$C = \begin{bmatrix} x_1 & y_1 & z_1 & b_1 \\ \vdots & \vdots & \vdots & \vdots \\ x_N & y_N & z_N & b_N \end{bmatrix}, F = \begin{bmatrix} f_1^T \\ \vdots \\ f_N^T \end{bmatrix}$$ (2)

Convolutions on sparse tensors (also known as sparse convolutions) require a somewhat different definition from conventional (dense) convolutions. In discrete dense 3D convolution, we extract input features and multiply with a dense kernel matrix. Denote a set of offsets in n-dimensional space by $V_n^K$, where $K$ is the kernel size. For example, in 1D, $V_1^1(3) = \{-1, 0, 1\}$ and $W_i$ denotes the kernel value at offset $i$.

For sparse convolutions, a sparse tensor has a feature at location $u$ only if the corresponding coordinates are present in the set $C$. Thus, it suffices to evaluate the convolution terms only over a subset $N_n^K(u, C) = \{i | i \in V_n^K, i + u \in C\}$. (I.e., the set of offsets $i$ for which $i + u$ is present in the set of coordinates $C$.)

The generalized sparse convolution can be summarized as

$$x_u \rightarrow_{\text{out}} = \sum_{i \in N_3^K(u, K, C)} W_i x_{u+i} \rightarrow_{\text{in}} \text{ for } u \in C_{\text{out}}$$ (3)

where $C_{\text{in}}$ and $C_{\text{out}}$ are the sets of input and output coordinates, respectively, and $K$ is the kernel size.

In FCGF, a U-Net structure with skip connections and residual blocks is implemented to extract such sparse fully convolutional features, and the “hardest contrastive” and “hardest triplet” metric learning losses are computed.

### 4.2. FCGCF

FCGCF enhances the network input by incorporating the color information of point clouds as the feature matrix $F$ in the network input. The Fully Convolutional Networks fuse color into the extracted point feature descriptors. This results in the acquisition of FCGCF feature descriptors infused with color information. The modified form of the network input is as follows:

$$C = \begin{bmatrix} x_1 & y_1 & z_1 & b_1 \\ \vdots & \vdots & \vdots & \vdots \\ x_N & y_N & z_N & b_N \end{bmatrix}, F_{\text{hsv}} = \begin{bmatrix} h_1 & s_1 & v_1 \\ \vdots & \vdots & \vdots \\ h_N & s_N & v_N \end{bmatrix}$$ (4)

### 5. Robust Point Cloud Registration Using Deep Spatial and Color Consistency

The PointDSC algorithm incorporates correspondences into high-dimensional features through the joint weighting of features and spatial consistency using SCNonlocal. However, colored point clouds not only possess spatial consistency features but also color consistency features, which constrain the relationships between correctly registered point pairs. Based on this, the PointDSCC is proposed.

#### 5.1. Preliminaries

The PointDSC algorithm is a learning-based outlier removal algorithm based on the concept of the SM algorithm (Spectral Matching). Its core idea is to eliminate erroneous outliers based on spatial consistency relationships. It improves upon the issues present in the SM algorithm by initially using geometric feature extraction for the registered point pairs, replacing the length consistency used in SM for spatial consistency calculations. This addresses the issue of insufficient differentiation with length consistency. Additionally,
it introduces random seeds to solve the problem of correctly registered points failing to dominate when there are many outliers.

5.1.1. SCNnonlocal

First, the input is processed through the SCNonlocal (Spatial Consistency Nonlocal) module to embed correspondences into high-dimensional features, thereby generating a feature for each registered point pair that possess rotation and translation invariance. This module consists of 12 blocks with identical structural parameters, each block consisting of a shared perception layer composed of one-dimensional convolution, a BN (BatchNorm) [49] normalization layer, a ReLU activation layer, and an improved nonlocal layer [50]. The input parameter for this module is a 6-dimensional vector constructed by concatenating the coordinates of each group of registered point pairs \((N \times 6)\), and the output is the high-dimensional feature \(f_i\) corresponding to each vector \(c_i\). The feature update formula is as follows:

\[
f_i = f_i + \text{MLP}(\sum_j \text{softmax}_j(a\beta)g(f_j))
\]

where \(g\) is a linear projection function. The feature similarity term \(a\) is defined as the embedded dot-product similarity. The spatial consistency term \(\beta\) is measured by the length difference between the line segments of the point pairs in \(X\) and the corresponding segments in \(Y\). MLP (Multi-layer Perceptron) is utilized to estimate an initial confidence level for each registered point pair, MLP can perform nonlinear transformations and feature extraction on this value.

\[
\beta_{ij} = \left[1 - \frac{d_{ij}^2}{\sigma_d^2}\right]_+, \; d_{ij} = \|x_i - x_j\| - \|y_i - y_j\|
\]

where \([\cdot]_+\) is the \(\max(\cdot, 0)\) operation to ensure a non-negative value of \(\beta_{ij}\), and \(\sigma_d\) is a distance parameter to control the sensitivity to the length difference. Correspondence pairs with a length difference exceeding \(\sigma_d\) are deemed incompatible and assigned a \(\beta_{ij}\) value of zero. Conversely, \(\beta_{ij}\) assigns a significant value only when the two correspondences, \(c_i\) and \(c_j\), exhibit spatial compatibility. This serves as a dependable modulator for the feature similarity term.

5.1.2. Seed Selection

Each feature descriptor \(f_i\) extracted by SCNonlocal for every registered pair is fed into a Multi-Layer Perceptron (MLP), which estimates an initial confidence level for each registered point pair. Then, Non-Maximum Suppression [40] is used to obtain multiple local maxima, thereby acquiring uniformly distributed registered point pairs as seeds.

5.1.3. Neural Spectral Matching

For all the seeds obtained, those with higher confidence levels are selected first. Using a nearest neighbor search in the feature space, registration point pairs with similar distances to the seeds in the feature space are clustered, thus expanding each seed into a set of registration point pairs. Each pair set is input into the NMS (Neural Spectral Matching) module, and based on the principle of spatial consistency, the registration point pair sets with higher confidence levels are identified.

5.1.4. Singular Value Decomposition

For each set of registration point pairs, a transformation matrix is obtained through SVD (Singular Value Decomposition). From all the hypotheses, the best transformation matrix is selected, which is the matrix that includes the most correct registration point pairs.
5.2. PointDSCC

As shown in Figure 2, similar to the principle of spatial consistency, the color difference between the correctly registered point pairs should be equal. Based on this principle, the SCNonlocal model is improved in PointDSCC.

![Image of improved SCNonlocal module network structure.](image)

**Figure 2.** Improved SCNonlocal(Spatial Consistency Nonlocal) module network structure. Similar to the principle of spatial consistency, the color difference between the correctly registered point pairs should be equal. The consistency coefficient is jointly determined by the spatial and the color consistency coefficient

In the improved SCNonlocal, the consistency coefficient $\beta$ is jointly determined by the spatial consistency coefficient $\beta_1$ and the color consistency coefficient $\beta_2$.

$$\beta_1 = \left[1 - \frac{d_{ij}^2}{\sigma_d^2}\right]_+, \quad d_{ij} = \|x_i - x_j\| - \|y_i - y_j\|$$

$$\beta_2 = \left[1 - \frac{d_{ij}^2}{\sigma_{dc}^2}\right]_+, \quad d_{ij} = \|x_i - x_j\| - \|y_i - y_j\|$$

$$\beta = \beta_1 + \lambda \beta_2$$

(7)

where $\beta_2$ indicates the color difference between the line segments of the point pairs in $X$ and its corresponding segments in $Y$, and $\sigma_{dc}^2$ is the color distance parameter. $\lambda \in [0, 1]$ can be used to adjust the impact weight of the color and geometric information on the registration. Based on our empirical observations, we consistently set the value of $\lambda$ to 0.5 across all our experiments, as this choice has consistently yielded favorable performance outcomes.

In PointDSCC, the loss function consists of two parts, node-wise and edge-wise supervision. The formulas are as follows:

$$L_{total} = L_{sm} + \theta L_{class}$$

$$L_{sm} = \frac{1}{|C|^2} \sum_{ij} (\gamma_{ij} - \gamma_{ij}^*)^2$$

$$L_{class} = BCE(v, w^*)$$

(8)

where $L_{sm}$ is used to supervise the registration point pairs predicted by the algorithm, and $L_{class}$ is used to supervise the transformation matrix predicted by the algorithm. $\theta$ is a hyperparameter used to balance the two loss functions. Based on our experience, we consistently use $\theta = 0.5$ in all our experiments, which has consistently yielded good performance.
represents the predicted registration point pairs. When point \( i \) of the source point cloud and point \( j \) of the target point cloud are mutual registration pairs, \( \gamma_{ij} \) is 1, otherwise it is 0. \( \gamma_{ij}^{\ast} \) represents the actual registration point pairs. \( w^* = \| R^\ast x_i + tr^\ast - y_i \| < \tau \) denotes the set of predicted registration point pairs that remain as registration point pairs under the actual transformation matrix. The BCE (Binary Cross-Entropy) is calculated with the predicted registration point set \( v \) to obtain \( L_{\text{class}} \).

6. Creation and Partition of the Datasets

This study used colored point clouds, which are uncommon in public datasets. Most existing point cloud datasets, like KITTI [51], typically consist of colorless point clouds. To carry out the algorithmic research and to apply point cloud registration and stitching techniques to forest scenes, a colored point cloud dataset for forest scenes was created, termed Trees. In addition, it is necessary to process colored point clouds to generate overlapping point cloud pairs. Typically, the storage space for point cloud data is substantial, and storing each point cloud fragment with an overlapping area separately would lead to wastage and redundancy in storage. Therefore, an effective method to reduce storage space utilization is to segment a complete point cloud into multiple point cloud fragments that have overlapping areas with each other.

6.1. Trees Dataset

There are many ways to acquire point cloud data, and the devices used for acquisition vary widely. The simplest method for point cloud acquisition involves using LiDAR to measure the distance from the radar to the target, thereby generating a point cloud. However, the high-precision radar required for this method is expensive and unable to capture the color of objects. Therefore, we used COLMAP, a more cost-effective method, to acquire our point cloud dataset.

Since the forest colored point cloud dataset cannot be directly obtained from public datasets, the Trees forest colored point cloud dataset used in this study was collected through field image acquisition in multiple forest parks, including the Beijing Jufeng National Forest Park and the Beijing Olympic Forest Park. We then used the existing open-source software COLMAP for 3D reconstruction to produce multiple pieces of colored point cloud data, which serve as the real dataset for our experiment.

Both parks are excellent locations for conducting forest scene algorithm experiments and applications, as they boast a wealth of tree species and diverse terrains. The flora in these parks include different types of trees and vegetation, providing a rich set of data and samples for algorithmic research. Additionally, the varied terrains in these parks can simulate different forest environments. Therefore, conducting forest scene algorithm experiments and applications in these parks will provide researchers with more accurate and realistic data, contributing to the improvement of the algorithm’s effectiveness and performance.

The Beijing Jufeng National Forest Park is located at the western end of Beiqing Road in the northwest of Haidian District. The park is situated in a temperate humid monsoon climate zone and belongs to the temperate deciduous broad-leaved forest belt, with a forest coverage rate of up to 96.4%. The highest peak in the park is 1153 m above sea level, and it covers an area of 832.04 hectares. The Beijing Olympic Forest Park is located in the North Fifth Ring Lin Cui Road in Chaoyang District of Beijing. The park covers an area of 680 hectares, dominated by arbor-shrub, with a forest coverage rate of 95.61%.

COLMAP utilizes incremental Structure from Motion (SfM) [41] and Multi-View Stereo (MVS) algorithms [42], both capable of reconstructing accurate three-dimensional models from ordered and unordered image collections. The 3D reconstruction process mainly includes the following four steps. Data collection: Gathering a series of high-quality images of the target scene, which can be either ordered or unordered. Sparse reconstruction: This step mainly involves feature extraction and matching on the input images using the SfM algorithm. Depth map estimation: Primarily uses the MVS algorithm to estimate the
depth for each input image. Dense reconstruction: Fusing the depth maps into a complete 3D model.

The use of COLMAP for 3D reconstruction does not require depth information of the object, and the captured image dataset can be directly imported into the software to generate a 3D reconstruction model. This makes it a more cost-effective and convenient method compared to other 3D reconstruction approaches. Therefore, as shown in Figure 3, the Trees forest colored point cloud acquisition uses this method.

Although the point cloud quality of the 3D reconstruction based on COLMAP is not as good as that obtained by LiDAR scanning, the high cost of LiDAR makes it unsuitable for widespread use. In contrast, the point cloud synthesized using the SfM algorithm is less expensive, easier to operate, and still maintains a high level of precision, making it more suitable for experiments.

Figure 3. Three-dimensional reconstruction of point clouds in the Trees dataset using COLMAP.

6.2. Partition Method

In the point cloud partition method we propose, each fragment needs to only store itself and its overlapping neighbors, instead of the entire point cloud data. Then, by combining these segments, a large number of overlapping fragments can be generated for training, validation, and testing. Compared with traditional methods that repetitively store identical point cloud fragments, this approach stores the entire point cloud once as a whole, which can reduce storage space usage while improving computational efficiency and the flexibility of experiments.

Firstly, in Algorithm 1, a complete point cloud is evenly divided along a certain axis into point cloud fragments numbered from 1 to L, each saved separately, as shown in Figure 4a. Then, the central lengths, \( U_P \) and \( U_Q \), and the edge lengths, \( V_P \) and \( V_Q \), of the point clouds, P and Q, are given, respectively. The central length indices and the length of the point cloud fragment indices serve as the main part in one of the point cloud pair, and the edge length refers to the number of indices in the potential overlapping area. Next, these two fragment windows slide from left to right iteratively, consistently maintaining an overlapping portion. After this, to enhance the robustness of the algorithm when faced with noisy situations, we conducted data augmentation on the training dataset to simulate these conditions. Specific measures included (1) randomly dropping 30% of the points in the point cloud; and (2) randomly adding Gaussian noise with a standard deviation of 0.005 to 30% of the points in the point cloud. Finally, when utilizing the point clouds, the selected fragments were combined and stitched together for use, as illustrated in Figure 4b.
Algorithm 1 The partition method.

**Input:** the central-lengths $U_P, U_Q$, the edge-lengths $V_P, V_Q$, the total number of fragment $L$.

**Output:** the selected fragment indexes pairs with augmentation.

1. Initialization: $Pairs = \{\}$;
2. Evenly dividing the entire point cloud along a certain axis into $L$ fragments.
3. for $l$ in $L$ do
4. Randomly Dropping
5. Gaussian Noise
6. end for
7. for $a = 1, a <= L - (U_P + V_P), a + +$ do
8. for $b = a + U_P + 1, a + U_P + V_P - \min(V_P, V_Q) < b < a + U_P + V_P$ and $b <= L - (U_Q + V_Q), b + +$ do
9. $overlap - rate = \frac{a + U_P + V_P - b}{\max(U_P + V_P, U_Q + V_Q)}$;
10. $Pairs.add(overlap - rate : ([a, a + U_P + V_P], [b, b + U_Q + V_Q]))$
11. end for
12. end for

In the above method, we divide each point cloud into multiple non-overlapping point cloud fragments, and then construct overlapping colored point cloud pairs through their flexible combination. At the same time, the augmented point cloud fragments are expect to improve the robustness of the registration. This dataset partition scheme not only effectively reduces storage usage, but it also allows for flexible selection of the overlapping rate between point cloud pairs, enhancing the computational efficiency.

Figure 4. (a) A complete point cloud is evenly divided along a certain axis into point cloud fragments numbered from 1 to $L$, each saved separately. (b) The algorithmic process of dividing an entire point cloud into pairs with various overlap rates.

7. Experiments

In this section, we evaluate the performances of FCGCF and PointDSCC and the efficiencies when they cooperate with other steps in the pipeline, including SVD and ICPs. In our experiments, three datasets were used, including Trees, 3DMatch and SensatUrban.

The 3DMatch dataset[31], created by a research team from Princeton University in 2017, is an indoor dataset primarily used for tasks such as point cloud key point detection,
point cloud registration, and RGBD image reconstruction. The original 3DMatch dataset does not include point cloud files. Each scene data is composed of two parts: the intrinsic parameters of the camera; and one or more RGB-D video sequence files. Each sequence file contains multiple frames of color images, depth images corresponding to the color images, and text files for the camera pose when the frame was taken. Therefore, it is necessary to synthesize colored point clouds based on the RGB-D video sequence files.

SensatUrban [52,53] is a large-scale urban colored point cloud dataset, encompassing a 7.6 square kilometer range across three cities in the United Kingdom (Birmingham, Cambridge, and York). The dataset includes various categories of geometric structures and landmarks, such as buildings, bridges, railways, sidewalks, etc., and provides color information. This dataset can be used for tasks such as semantic recognition, object recognition, and point cloud registration. Due to the dense point clouds provided by the dataset requiring a significant amount of GPU space and slow computation speed, the performance of algorithm training is impacted. To address this issue, the dataset was sub-sampled using a 0.01 m voxel filter, replacing the points near the center in the voxel grid with all the point clouds within the voxel. This method can reduce the amount of data while maintaining the shape features of the point cloud, consequently not affecting the registration results of the point cloud.

The hardware setup for the experiments included CPU, Intel(R) Core(TM) i5-9500 cpu @ 3.00 GHz; GPU, a single RTX3090Ti; the total device memory was 32 G, and the GPU memory was 24 G. All experiments were conducted in this environment.

7.1. The Results of the FCGCF

7.1.1. Estimating Point Cloud Registration Pair Sets through a Nearest Neighbor Search in the Feature Space

Point cloud feature descriptors exhibit rotation invariance, meaning that the feature descriptors extracted for each point in the point cloud remain unchanged regardless of how the point cloud undergoes rigid transformations. In practical situations, registration pairs of points that have overlap or are extremely close usually possess similar or identical features. Therefore, the distances between these pairs in the feature space are also very close. This allows the use of a nearest neighbor search in the feature space to effectively find registration pairs between each pair of point clouds. That is, for each point in point cloud P, the point in point cloud Q nearest in the feature space can be found as its registration point. The formula for finding the registration points is as follows:

$$\hat{q} = \arg\min_{q} \frac{1}{K} \sum_{i=0}^{K} ||f_{P_i} - f_{Q_q}||^2$$  \hspace{1cm} (9)

where $f_{P_p}$ represents the feature descriptor of point $p$ in point cloud $P$, and $f_{Q_q}$ represents the feature descriptor of point $q$ in point cloud $Q$. $\hat{q}$ is the estimated registration point for point $p$ in point cloud $P$.

7.1.2. Evaluation Metrics

We use three standard metrics to measure the quality of features under registration: feature-match recall, registration recall, and relative rotation error.

Feature-match recall. The feature-match recall (FMR) [21], measures the percentage of fragment pairs that can recover the pose with high confidence. Mathematically, it is write as

$$R = \frac{1}{M} \sum_{s=1}^{M} \sum_{(i,j) \in \Omega} 1(||T^T x_i - y_j|| < \tau_1) > \tau_2)$$  \hspace{1cm} (10)

where $M$ is the number of fragment pairs, $\Omega_s$ is a set of correspondences between a fragment pair $s$, $x$ and $y$ are 3D coordinates from the first and second fragment, respectively, and
\( T^* \in SE(3) \) is the ground truth pose. \( \tau_1 = 0.1m \) is the inlier distance threshold, and \( \tau_2 = 0.05 \) or 5\% is the inlier recall threshold.

Registration recall. The feature-match recall assesses the performance of features under pairwise registration. Yet, this metric does not evaluate the efficacy of the feature within a reconstruction system. Alternatively, the registration recall [54] operates by considering a group of overlapping fragments with an established ground truth pose, and then it gauges the number of overlapping fragments a matching algorithm is capable of accurately retrieving. Specifically, the registration recall uses the following error metric between the estimated fragments \( i, j \) and the corresponding pose estimation \( \hat{T}_{ij} \) to define a true positive:

\[
E_{RMSE} = \sqrt{\frac{1}{\Omega^*} \sum_{(x^*, y^*) \in \Omega^*} \| \hat{T}_{ij}x^* - y^* \|^2}
\]

where \( \Omega^* \) is a set of corresponding ground truth pairs in fragments \( i, j \), and \( x^* \) and \( y^* \) are the 3D coordinates of the ground truth pair. For fragments \( i, j \) with at least 30\% overlap, the registration is evaluated as a correct pair if \( E_{RMSE} < 0.2m \) [11,17,55]. As noted in several works [21,22,54,56], recall is more important than precision since it is possible to improve precision with better pruning.

Relative translation and rotation error. The feature registration inaccuracies for RANSAC are quantified by the relative translation error (TE), relative rotation error (RE) and the final relative rotation (RR). They are indirect measures. TE and RR are defined as:

\[ TE = | \hat{T} - T^* | \]
\[ RE = \arccos((Tr(\hat{R}^T R^*) - 1)/2) \]

where \( \hat{R} \) is the estimated rotation matrix and \( R^* \) is the ground truth rotation matrix. When \( RE \) is less than 15\° and \( TE \) is less than 30 cm, the registration is considered successful; otherwise, the registration is considered unsuccessful. Therefore, the final calculation formula for RR is:

\[ RR = \frac{1}{M} \sum_{i=1}^{M} ( RE < 15\° and TE < 30 \) cm).\]

7.1.3. Training and Testing

The three colored point cloud datasets were used in our experiments. The degree of overlap between the point cloud registration pairs is equal to or greater than 30\%. The 3DMatch dataset includes a total of 1295 pairs of test point cloud fragments, the SensatUrban dataset includes 675 pairs, and the forest colored point cloud dataset includes 950 pairs. Each of the dataset is divided into testing, training, and validation datasets randomly, accounting for 20\%, 60\%, and 20\% of the total dataset respectively. The method of adding noise to the datasets is as following: firstly, 30\% of the points are randomly discarded, and then Gaussian noise with a standard deviation of 0.005 is added to a random 30\% of the remaining points.

We trained and tested the FCGCF feature extraction network under both noisy and noise-free conditions. We compared it with traditional methods, such as FPFH and FCGF point cloud feature descriptors, to evaluate whether the FCGCF feature extraction descriptor has a better performance and stronger robustness in point cloud registration. To ensure the consistency of the experimental environment, we used the same training parameters to train the network model. Specifically, we used the SGD optimizer to optimize the network and set the initial learning rate to 0.1, which gradually decreased as the number of training iterations increased. We used a batch size of four for training and set the batch size to one during the validation process. The maximum number of iterations was set to 100. We also set a judgment criterion, which is an Euclidean distance threshold of 0.1 m between correctly registered point pairs.

7.1.4. Results

Different feature descriptor extraction algorithms were evaluated. To test the robustness of the feature descriptors, experiments were conducted in both noise-free and noisy environments to evaluate the noise resistance of the feature descriptors.
According to Tables 1 and 2, (In all subsequent tables, an ascending arrow (↑) denotes that larger numerical values correlate with superior performance, while a descending arrow ↓ implies that smaller values are more desirable. The bolded figures within each comparison highlight the optimal outcomes achieved. This convention is uniformly maintained throughout the paper.) for the FCGCF point cloud feature descriptor that included color information, there is a noticeable improvement across the different datasets compared to the FCGF feature descriptor. Compared to FCGF, FCGCF(HSV) in a noise-free environment showed increases of 0.0336, 0.0517, and 0.061 in the FMR (Feature-match recall) metric on the Trees, 3DMatch, and SensatUrban datasets, respectively. In a noisy environment, the FCGCF showed even more significant improvements over the FCGF, exhibiting a better resistance to noise with FMR (Feature-match recall) increases of 0.1611, 0.1098, and 0.1828 on the Trees, 3DMatch, and SensatUrban datasets, respectively. To a certain extent, the RR metric represents the quality of point cloud registration. When analyzing this index, it is important to consider the characteristics of the datasets being used. The SensatUrban dataset consists of large-scale urban-level point clouds, while the Trees and 3DMatch datasets represent point cloud models of scenes within limited ranges and indoor environments.

In the large-scale situation, the information is scattered, which may give the impression that the point cloud has a high degree of overlap. However, in reality, a large portion of the point cloud consists of empty regions, and only a small fraction contains truly valuable information. When we apply the same method and parameters to introduce noise, the original point cloud model of the SensatUrban dataset can be significantly disturbed. In addition, the 3D point clouds in the dataset are generated from high-quality aerial images, which may result in lower overlap in certain areas. Therefore, we can expect a significant decrease in the RR metric of the SensatUrban dataset in the presence of noise.

<table>
<thead>
<tr>
<th>Method/Metric</th>
<th>Trees</th>
<th>3DMatch</th>
<th>SensatUrban</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCGF</td>
<td>FMR↑ 0.8978, RMSE↓ 4.13, RR↑ 82.84%</td>
<td>FMR↑ 0.8184, RMSE↓ 0.50, RR↑ 66.81%</td>
<td>FMR↑ 0.7296, RMSE↓ 3.52, RR↑ 56.03%</td>
</tr>
<tr>
<td>FCGCF(RGB)</td>
<td>FMR↑ 0.9242, RMSE↓ 2.57, RR↑ 87.05%</td>
<td>FMR↑ 0.8791, RMSE↓ 0.40, RR↑ 75.57%</td>
<td>FMR↑ 0.8127, RMSE↓ 2.69, RR↑ 69.87%</td>
</tr>
<tr>
<td>FCGCF(HSV)</td>
<td>FMR↑ 0.9314, RMSE↓ 1.96, RR↑ 87.37%</td>
<td>FMR↑ 0.8701, RMSE↓ 0.42, RR↑ 73.25%</td>
<td>FMR↑ 0.7915, RMSE↓ 2.65, RR↑ 69.22%</td>
</tr>
</tbody>
</table>

Comparing the FCGCF feature descriptors extracted with the different color models in a noise-free environment, the FCGCF feature descriptor extracted with the HSV color model did not perform as well as the FCGCF feature descriptor extracted with the RGB color model on the 3DMatch and SensatUrban datasets. However, in a noisy environment, the FCGCF feature descriptor extracted with the HSV color model performed better than the FCGCF feature descriptor extracted with the RGB color model, suggesting that the FCGCF feature descriptor extracted with the HSV color model is more robust. The reason for the advantages of HSV format lies in its resilience to variations in lighting conditions and its close alignment with human perception and description of colors, leading to a more consistent color perception.

7.1.5. Visualization of Features

To intuitively analyze the advantages of the FCGCF(HSV) feature descriptor compared to the FCGF feature descriptor and FCGCF(RGB), Figure 5 exhibits the feature mapping of
the point cloud in the SensatUrban dataset with similar geometric information and different color information. This demonstrates the effectiveness of FCGCF(HSV) when the distinction of geometric features is not pronounced. We used t-Distributed Stochastic Neighbor Embedding (t-SNE) [57] to project all features extracted by the different algorithms in the same point cloud onto a color-coded one-dimensional space and visualized them.

![Image of point cloud with color coding](image)

**Figure 5.** Color-coded features overlaid on the same point cloud. The features extracted by the different methods are mapped onto a scalar space using t-SNE and colorized with the spectral color map.

As illustrated in Figure 5, the original point cloud is from red and white painted roadblocks in the SensatUrban dataset, where the red and white sections have similar geometric information but different color information. As can be intuitively seen from the figure, both the FCGCF(HSV) and FCGCF(RGB) feature descriptors can clearly distinguish between the two sections, while the FCGF feature descriptor cannot. Moreover, the FCGCF(HSV) feature descriptor clearly distinguishes the puddle next to the roadblock, which FCGCF(RGB) does not, thus demonstrating the superior performance of FCGCF(HSV). When faced with scenes that have similar geometric information but different color information, the FCGCF(HSV) feature descriptor can significantly improve the effect of point cloud registration.

### 7.2. The Results of PointDSCC

#### 7.2.1. Evaluation Metrics

Following [58], we used seven evaluation metrics, namely (1) registration recall (RR), rotation error (RE), translation error (TE), root mean square error (RMSE), inlier precision (IP), inlier recall (IR) and inlier F1 (F1). The TE (Translation Error) and RR (Registration Recall) are the same as the ones in FCGCF. The IP, IR and F1 are given below as follows:

\[
IP = \frac{\text{keptinliers}}{\text{keptmatches}}, \quad IR = \frac{\text{keptinliers}}{\text{inliers}}, \quad F1 = \frac{2IP}{IP + IR}
\]
7.2.2. Training and Testing

We followed the same evaluation protocols in FCGCF to prepare the training and testing data. The ADAM optimizer was used to optimize the network, with an initial learning rate set at 0.0001, which gradually decreased as the number of training iterations increased. Due to the constraints of memory size, the batch size for both training and validation processes was set to 16, and the maximum number of iterations was set to 100. The Euclidean distance threshold between the correctly registered point pairs was set to 0.1 m. To accelerate training, different types of feature descriptors in the dataset were extracted and recorded in advance to avoid re-extracting features from the point cloud during each training session. In the input registration point pairs, only the top 1000 pairs with the closest distance in the feature space were selected. The random seed was set to 10% of the input registration point pairs.

7.2.3. Results

Comparison of the Effects of Different Outlier Removal Algorithms

We compared several outlier removal algorithms, including RANSAC(1000), RANSAC (5000) [19], SM [23], FGR (Fast global Registration) [38], PointDSC [24], and PointDSCC. Since all the tested outlier removal algorithms perform well in a noise-free environment, it is not possible to compare their performance differences. Therefore, in this experiment, we extracted FCGCF(HSV) and FCGF feature descriptors from three noisy datasets and used these descriptors to estimate the initial registration point pairs. In this article, the integration of the HSV color space into the point cloud registration pipeline is proposed. Based on the previous experience, this color space has shown better robustness. Therefore, the RGB format is not considered in other stages of the pipeline. Since each pair of point clouds may have different numbers of correspondences, we randomly sample 1,000 correspondences from each pair to build the batched input during training. Extending the selection beyond 1000 pairs may result in increased time consumption without adversely affecting the actual performance of outlier removal. The comparison results are shown in Tables 3–5.

The experimental results show that the registration performance of the algorithm tested on registration point pairs estimated by the FCGCF(HSV) feature descriptor far exceeds that of the algorithm tested on registration point pairs estimated by the FCGCF feature descriptor in all three datasets. This clearly demonstrates the important role of color information in point cloud registration.

For the comparative experiments of different outlier algorithms tested on the registration point pairs estimated by the FCGCF feature descriptor, the proposed PointDSCC algorithm achieved the best results on the RE, TE, IR, and F1 metrics in the 3DMatch dataset. It was slightly lower than the PointDSC algorithm on the RR metric, slightly lower than the SM algorithm (Spectral matching) on the IP metric, and slightly lower than the FGR (Fast Global Registration) and SM algorithms on the RMSE metric.

In the SensatUrban dataset, the PointDSCC algorithm achieved the best scores in the RR, TE, IP, and F1 metrics, but it did not have a clear advantage in the RE, IR, and RMSE metrics.
Table 3. Comparison of the outlier removal algorithms for Trees.

<table>
<thead>
<tr>
<th>Method/Metrics</th>
<th>RR↑</th>
<th>RE↓</th>
<th>TE↓</th>
<th>IP↑</th>
<th>IR↑</th>
<th>F1↑</th>
<th>RMSE↓</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FCGF</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RANSAC(1000)</td>
<td>25.89%</td>
<td>5.18</td>
<td>12.40</td>
<td>13.38%</td>
<td>11.71%</td>
<td>11.68%</td>
<td>9.12</td>
</tr>
<tr>
<td>RANSAC(5000)</td>
<td>24.74%</td>
<td>5.26</td>
<td>12.17</td>
<td>13.24%</td>
<td>11.46%</td>
<td>11.40%</td>
<td>9.15</td>
</tr>
<tr>
<td>FGR</td>
<td>60.84%</td>
<td>1.17</td>
<td>3.05</td>
<td>36.60%</td>
<td>57.29%</td>
<td>44.37%</td>
<td>7.71</td>
</tr>
<tr>
<td>SM</td>
<td>62.42%</td>
<td>0.95</td>
<td>2.32</td>
<td>50.19%</td>
<td>68.22%</td>
<td>46.26%</td>
<td>8.20</td>
</tr>
<tr>
<td>PointDSC</td>
<td>69.26%</td>
<td>0.98</td>
<td>2.25</td>
<td>60.16%</td>
<td>63.03%</td>
<td>61.47%</td>
<td>9.76</td>
</tr>
<tr>
<td>PointDSCC</td>
<td>70.21%</td>
<td>0.93</td>
<td>2.10</td>
<td>61.40%</td>
<td>63.72%</td>
<td>62.44%</td>
<td>9.88</td>
</tr>
</tbody>
</table>

| **FCGCFF(HSV)** |     |     |     |     |     |     |       |
| RANSAC(1000)    | 36.23% | 4.10 | 9.75  | 24.03% | 48.23% | 30.37% | 0.79  |
| RANSAC(5000)    | 39.00% | 4.82 | 7.59  | 23.93% | 47.69% | 30.23% | 0.79  |
| FGR             | 47.86% | 4.32 | 7.39  | 25.76% | 54.23% | 33.55% | 0.68  |
| SM              | 58.42% | 3.88 | 6.09  | 48.63% | 72.35% | 29.26% | 0.75  |
| PointDSC       | 62.80% | 3.48 | 5.73  | 46.91% | 53.99% | 49.76% | 0.82  |
| PointDSCC      | 65.74% | 3.21 | 5.81  | 47.24% | 54.62% | 50.24% | 0.81  |

Table 4. Comparison of the outlier removal algorithms for 3DMatch.

<table>
<thead>
<tr>
<th>Method/Metrics</th>
<th>RR↑</th>
<th>RE↓</th>
<th>TE↓</th>
<th>IP↑</th>
<th>IR↑</th>
<th>F1↑</th>
<th>RMSE↓</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FCGF</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RANSAC(1000)</td>
<td>38.31%</td>
<td>4.59</td>
<td>7.39</td>
<td>24.03%</td>
<td>48.23%</td>
<td>30.37%</td>
<td>0.79</td>
</tr>
<tr>
<td>RANSAC(5000)</td>
<td>39.00%</td>
<td>4.82</td>
<td>7.59</td>
<td>23.93%</td>
<td>47.69%</td>
<td>30.23%</td>
<td>0.79</td>
</tr>
<tr>
<td>FGR</td>
<td>47.86%</td>
<td>4.32</td>
<td>7.39</td>
<td>25.76%</td>
<td>54.23%</td>
<td>33.55%</td>
<td>0.68</td>
</tr>
<tr>
<td>SM</td>
<td>58.42%</td>
<td>3.88</td>
<td>6.09</td>
<td>48.63%</td>
<td>72.35%</td>
<td>29.26%</td>
<td>0.75</td>
</tr>
<tr>
<td>PointDSC</td>
<td>62.80%</td>
<td>3.48</td>
<td>5.73</td>
<td>46.91%</td>
<td>53.99%</td>
<td>49.76%</td>
<td>0.82</td>
</tr>
<tr>
<td>PointDSCC</td>
<td>65.74%</td>
<td>3.21</td>
<td>5.81</td>
<td>47.24%</td>
<td>54.62%</td>
<td>50.24%</td>
<td>0.81</td>
</tr>
</tbody>
</table>

| **FCGCFF(HSV)** |     |     |     |     |     |     |       |
| RANSAC(1000)    | 49.34% | 4.75 | 7.75  | 29.58% | 56.29% | 37.28% | 0.68  |
| RANSAC(5000)    | 49.13% | 4.46 | 7.05  | 29.65% | 56.62% | 37.44% | 0.68  |
| FGR             | 58.68% | 4.05 | 6.77  | 31.53% | 63.84% | 40.77% | 0.60  |
| SM              | 69.29% | 3.71 | 5.85  | 57.59% | 28.99% | 32.82% | 0.65  |
| PointDSC       | 73.09% | 3.26 | 5.51  | 52.21% | 58.37% | 54.83% | 1.14  |
| PointDSCC      | 72.66% | 3.23 | 5.42  | 55.01% | 63.19% | 58.41% | 0.69  |

Table 5. Comparison of the outlier removal algorithms for SensatUrban.

<table>
<thead>
<tr>
<th>Method/Metrics</th>
<th>RR↑</th>
<th>RE↓</th>
<th>TE↓</th>
<th>IP↑</th>
<th>IR↑</th>
<th>F1↑</th>
<th>RMSE↓</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FCGF</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RANSAC(1000)</td>
<td>2.44%</td>
<td>2.76</td>
<td>16.32</td>
<td>6.31%</td>
<td>2.80%</td>
<td>3.12%</td>
<td>8.09</td>
</tr>
<tr>
<td>RANSAC(5000)</td>
<td>2.28%</td>
<td>3.01</td>
<td>19.33</td>
<td>5.85%</td>
<td>2.58%</td>
<td>2.87%</td>
<td>8.13</td>
</tr>
<tr>
<td>FGR</td>
<td>18.08%</td>
<td>1.24</td>
<td>14.50</td>
<td>4.38%</td>
<td>10.17%</td>
<td>5.07%</td>
<td>6.18</td>
</tr>
<tr>
<td>SM</td>
<td>61.40%</td>
<td>1.12</td>
<td>8.44</td>
<td>17.24%</td>
<td>88.37%</td>
<td>26.26%</td>
<td>6.72</td>
</tr>
<tr>
<td>PointDSC</td>
<td>54.89%</td>
<td>0.78</td>
<td>3.97</td>
<td>45.19%</td>
<td>46.44%</td>
<td>45.49%</td>
<td>7.59</td>
</tr>
<tr>
<td>PointDSCC</td>
<td>69.71%</td>
<td>0.89</td>
<td>5.28</td>
<td>50.65%</td>
<td>56.20%</td>
<td>52.73%</td>
<td>7.39</td>
</tr>
</tbody>
</table>

| **FCGCFF(HSV)** |     |     |     |     |     |     |       |
| RANSAC(1000)    | 2.44% | 2.94 | 16.48 | 4.62% | 3.12% | 2.31% | 6.42  |
| RANSAC(5000)    | 4.56% | 3.83 | 16.05 | 4.81% | 3.73% | 2.79% | 6.35  |
| FGR             | 50.49% | 0.77 | 9.70  | 17.13% | 31.98% | 20.98% | 5.16  |
| SM              | 86.48% | 0.73 | 4.32  | 46.07% | 92.06% | 55.13% | 5.54  |
| PointDSC       | 85.34% | 0.68 | 3.30  | 61.41% | 76.68% | 73.71% | 5.88  |
| PointDSCC      | 88.11% | 0.74 | 3.21  | 64.21% | 78.62% | 76.04% | 5.85  |

In the Trees dataset, the PointDSCC algorithm achieved the best scores in the RR, TE, IR, IP, and F1 metrics, but it did not have a clear advantage in the RE and RMSE metrics.
Comparison of Different Fine Registration Algorithms

We performed further registration of the point cloud using a nearest neighbor search and its variant algorithms, including ICP [34], Generalized ICP [59], and Colored ICP [26]. The results on the three datasets are shown in Tables 6–8.

The experimental results show that optimizing the registration results further using the nearest neighbor search algorithm can effectively improve the registration effect. Among the three ICP algorithms, the Generalized ICP algorithm performed the best, achieving the best results in most cases. The Colored ICP algorithm only achieved the best results in a very few cases and did not have a clear advantage. Therefore, based on the analysis, the Generalized ICP algorithm has the best accuracy and universality among the three ICP algorithms.

Table 6. Comparison of the Trees dataset fine registration algorithms.

<table>
<thead>
<tr>
<th>Method/Metrics</th>
<th>RR↑</th>
<th>RE↓</th>
<th>TE↓</th>
<th>IP↑</th>
<th>IR↑</th>
<th>F1↑</th>
<th>RMSE↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM Baseline</td>
<td>91.37%</td>
<td>0.83</td>
<td>3.39</td>
<td>63.53%</td>
<td>71.24%</td>
<td>51.74%</td>
<td>6.46</td>
</tr>
<tr>
<td>ICP</td>
<td>93.26%</td>
<td>0.66</td>
<td>1.31</td>
<td>89.44%</td>
<td>88.27%</td>
<td>88.51%</td>
<td>6.46</td>
</tr>
<tr>
<td>Colored ICP</td>
<td>93.37%</td>
<td>0.68</td>
<td>1.13</td>
<td>89.95%</td>
<td>89.38%</td>
<td>89.53%</td>
<td>6.46</td>
</tr>
<tr>
<td>Generalized ICP</td>
<td>94.21%</td>
<td>0.66</td>
<td>0.42</td>
<td>96.80%</td>
<td>96.52%</td>
<td>96.58%</td>
<td>6.47</td>
</tr>
<tr>
<td>PointDSC Baseline</td>
<td>91.89%</td>
<td>0.75</td>
<td>1.71</td>
<td>82.00%</td>
<td>85.08%</td>
<td>83.25%</td>
<td>6.90</td>
</tr>
<tr>
<td>ICP</td>
<td>92.53%</td>
<td>0.67</td>
<td>0.42</td>
<td>91.56%</td>
<td>91.18%</td>
<td>91.29%</td>
<td>6.88</td>
</tr>
<tr>
<td>Colored ICP</td>
<td>92.63%</td>
<td>0.72</td>
<td>0.89</td>
<td>90.24%</td>
<td>89.73%</td>
<td>89.90%</td>
<td>6.89</td>
</tr>
<tr>
<td>Generalized ICP</td>
<td>96.47%</td>
<td>0.69</td>
<td>0.37</td>
<td>92.32%</td>
<td>92.12%</td>
<td>92.15%</td>
<td>6.88</td>
</tr>
<tr>
<td>PointDSCC Baseline</td>
<td>97.37%</td>
<td>0.78</td>
<td>1.62</td>
<td>87.92%</td>
<td>92.78%</td>
<td>90.15%</td>
<td>6.58</td>
</tr>
<tr>
<td>ICP</td>
<td>97.16%</td>
<td>0.69</td>
<td>0.38</td>
<td>96.24%</td>
<td>96.10%</td>
<td>96.13%</td>
<td>6.59</td>
</tr>
<tr>
<td>Colored ICP</td>
<td>97.68%</td>
<td>0.68</td>
<td>0.73</td>
<td>95.10%</td>
<td>94.85%</td>
<td>94.93%</td>
<td>6.65</td>
</tr>
<tr>
<td>Generalized ICP</td>
<td>97.58%</td>
<td>0.69</td>
<td>0.35</td>
<td>96.48%</td>
<td>96.28%</td>
<td>96.35%</td>
<td>6.57</td>
</tr>
</tbody>
</table>

Table 7. Comparison of the 3DMatch dataset fine registration algorithms.

<table>
<thead>
<tr>
<th>Method/Metrics</th>
<th>RR↑</th>
<th>RE↓</th>
<th>TE↓</th>
<th>IP↑</th>
<th>IR↑</th>
<th>F1↑</th>
<th>RMSE↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM Baseline</td>
<td>69.29%</td>
<td>3.71</td>
<td>5.85</td>
<td>57.59%</td>
<td>28.99%</td>
<td>32.82%</td>
<td>0.65</td>
</tr>
<tr>
<td>ICP</td>
<td>69.39%</td>
<td>2.38</td>
<td>5.12</td>
<td>53.06%</td>
<td>54.14%</td>
<td>53.10%</td>
<td>1.08</td>
</tr>
<tr>
<td>Colored ICP</td>
<td>71.82%</td>
<td>2.13</td>
<td>4.44</td>
<td>56.12%</td>
<td>58.19%</td>
<td>56.74%</td>
<td>1.08</td>
</tr>
<tr>
<td>Generalized ICP</td>
<td>71.82%</td>
<td>1.74</td>
<td>3.42</td>
<td>59.98%</td>
<td>61.42%</td>
<td>60.32%</td>
<td>1.09</td>
</tr>
<tr>
<td>PointDSC Baseline</td>
<td>73.09%</td>
<td>3.26</td>
<td>5.51</td>
<td>52.21%</td>
<td>58.37%</td>
<td>54.83%</td>
<td>1.14</td>
</tr>
<tr>
<td>ICP</td>
<td>76.41%</td>
<td>2.37</td>
<td>5.07</td>
<td>57.64%</td>
<td>60.47%</td>
<td>58.71%</td>
<td>1.14</td>
</tr>
<tr>
<td>Colored ICP</td>
<td>77.78%</td>
<td>2.15</td>
<td>4.69</td>
<td>59.65%</td>
<td>62.33%</td>
<td>60.64%</td>
<td>1.15</td>
</tr>
<tr>
<td>Generalized ICP</td>
<td>76.83%</td>
<td>1.81</td>
<td>3.39</td>
<td>63.63%</td>
<td>65.79%</td>
<td>64.40%</td>
<td>1.15</td>
</tr>
<tr>
<td>PointDSCC Baseline</td>
<td>72.66%</td>
<td>3.23</td>
<td>5.42</td>
<td>55.01%</td>
<td>63.19%</td>
<td>58.41%</td>
<td>0.69</td>
</tr>
<tr>
<td>ICP</td>
<td>75.35%</td>
<td>2.31</td>
<td>4.98</td>
<td>59.06%</td>
<td>62.47%</td>
<td>60.33%</td>
<td>0.69</td>
</tr>
<tr>
<td>Colored ICP</td>
<td>76.89%</td>
<td>2.16</td>
<td>4.50</td>
<td>61.41%</td>
<td>64.17%</td>
<td>62.31%</td>
<td>0.69</td>
</tr>
<tr>
<td>Generalized ICP</td>
<td>77.41%</td>
<td>1.75</td>
<td>3.46</td>
<td>65.43%</td>
<td>66.14%</td>
<td>66.43%</td>
<td>0.70</td>
</tr>
</tbody>
</table>
Table 8. Comparison of the SensatUrban dataset fine registration algorithms.

<table>
<thead>
<tr>
<th>Method/Metrics</th>
<th>SensatUrban</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RR↑</td>
</tr>
<tr>
<td>SM</td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>86.48%</td>
</tr>
<tr>
<td>ICP</td>
<td>85.02%</td>
</tr>
<tr>
<td>Colored ICP</td>
<td>87.13%</td>
</tr>
<tr>
<td>Generalized ICP</td>
<td>90.39%</td>
</tr>
<tr>
<td>PointDSC</td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>85.34%</td>
</tr>
<tr>
<td>ICP</td>
<td>85.18%</td>
</tr>
<tr>
<td>Colored ICP</td>
<td>85.67%</td>
</tr>
<tr>
<td>Generalized ICP</td>
<td>86.32%</td>
</tr>
<tr>
<td>PointDSCC</td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>88.11%</td>
</tr>
<tr>
<td>ICP</td>
<td>88.60%</td>
</tr>
<tr>
<td>Colored ICP</td>
<td>89.58%</td>
</tr>
<tr>
<td>Generalized ICP</td>
<td>90.72%</td>
</tr>
</tbody>
</table>

7.2.4. The Display of Outlier Removal Algorithm Effects

To compare the outlier removal effects of different outlier algorithms, different outlier removal algorithms were used for comparison, and the outlier removal results and registration results were visualized. The input still used the registration point pairs extracted from the above-mentioned point cloud using the FCGCF(HSV) feature descriptor, and 2000 pairs were randomly selected as the input. The comparison effect is shown in Figure 6.

According to the experimental results, all three point cloud registration algorithms can achieve registration effects with a rotation error less than 15 degrees and a translation error less than 30 cm. However, it is impossible to judge the quality of the algorithm with the naked eye, so rotation error and translation error were used as quantitative evaluation indicators. When using the estimated 2000 registration point pairs extracted using the FCGCF(HSV) feature descriptor as the input, the PointDSCC outlier removal algorithm successfully removed outliers, leaving 123 point pairs. Although the number of outliers removed by the PointDSCC outlier removal algorithm was less than that of the PointDSC algorithm, the PointDSCC outlier removal algorithm achieved the best registration effect among the three algorithms. The quantity of removed outliers, which is related to the quality of both point clouds and the previous stages of the pipeline, is not a crucial factor. Instead, what truly matters is whether the application of the outlier removal algorithm leads to improved performance in the registration results. The registration results in solid color(yellow and blue) could provide a visual representation of the alignment process and the quality of the registration by comparing the colors of corresponding points in the aligned point clouds, discrepancies or misalignments can be easily identified. This finding demonstrates that employing dual constraints based on both spatial consistency and color consistency not only increases the probability of eliminating outliers lacking color consistency but also enhances the likelihood of retaining registration point pairs with weak spatial consistency features yet strong color consistency features.
8. Conclusions

This study presents advancements in color-based registration techniques by integrating colored point cloud data into the FCGCF algorithm. The utilization of the HSV color model allows for the separation of color and brightness components, resulting in a more robust registration process. Additionally, the proposed PointDSCC method incorporates color consistency within the PointDSC framework to identify and eliminate outlier points, improving registration performance and providing insights into color variations within the point cloud data. A specialized colored point cloud dataset for forest environments was curated, along with a partitioning approach to generate overlapping point cloud pairs, optimizing computational efficiency and facilitating more effective registration analysis. Extensive experiments demonstrated the superiority of integrating HSV color information, emphasizing the importance and potential advantages of utilizing color cues in registration processes. This study contributes valuable insights and advancements in color-based registration techniques, with potential benefits for researchers in the field. Our code and the Trees dataset can be made available upon request.
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