Stationary Detection for Zero Velocity Update of IMU Based on the Vibrational FFT Feature of Land Vehicle
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Abstract: The inertial navigation system (INS) and global satellite navigation system (GNSS) are two of the most significant systems for land navigation applications. The inertial measurement unit (IMU) is a kind of INS sensor that measures three-dimensional acceleration and angular velocity measurements. IMUs based on micro-electromechanical systems (MEMSs) are widely employed in vehicular navigation thanks to their low cost and small size, but their magnitude and noisy biases make navigation errors diverge very fast without external constraint. The zero-velocity update (ZVU) function is one of the efficient functions that constrain the divergence of IMUs for a stopped vehicle, and the key of the ZVU is the correct stationary detection for the vehicle. When a land vehicle is stopped, the idling engine produces a very stable vibration, which allows us to perform frequency analysis and a comparison based on the fast Fourier transform (FFT) and IMU measurements. Hence, we propose a stationary detection method based on the FFT for a stopped land vehicle with an idling engine in this study. An urban vehicular navigation experiment was carried out with our GNSS/IMU integration platform. Three stops for 10 to 20 min were set to analyze, generate and evaluate the FFT-based stationary detection method. The FFT spectra showed clearly idling vibrational peaks during the three stop periods. Through the comparison of FFT spectral features with decelerating and accelerating periods, the amplitudes of vibrational peaks were put forward as the key factors of stationary detection. For the consecutive stationary detection in the GNSS/IMU integration process, a three-second sliding window with a one-second updating rate of the FFT was applied to check the amplitudes of peaks. For the assessment of the proposed stationary detection method, GNSS observations were removed to simulate outages during the three stop periods, and the proposed detection method was conducted together with the ZVU. The results showed that the proposed method achieved a 99.7% correct detection rate, and the divergence of the positioning error constrained via the ZVU was within 2 cm for the experimental stop periods, which indicates the effectiveness of the proposed method.
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1. Introduction

An inertial navigation system (INS) measures specific forces and the angular velocity of its carrier using accelerometers and gyroscopes [1,2]. The direct dynamic measurements of the carrier make the INS capable of processing independent navigation and avoiding external interference for the user. The inertial measurement unit (IMU) is a kind of INS sensor that generally combines three accelerometers and three gyroscopes to produce three-dimensional acceleration and angular velocity measurements. Due to comprising small size, lightweight and low-cost IMUs, micro-electromechanical systems (MEMSs) are widely applied in vehicular navigation with the global navigation satellite system (GNSS)
and other sensors [3–5]. Nevertheless, magnitude and noisy biases make MEMSs perform poorly in solo-IMU processing, as errors of navigation parameters accumulate quickly via IMU mechanization, i.e., integrating IMU acceleration and angular velocity measurements to update attitude, velocity and position [6].

To apply the independent observations of an IMU without error accumulation in navigation applications, the integration between the INS and other positioning sensors, like the GNSS, camera and lidar, is well studied and practiced [7–9]. In the integrated processing, the GNSS provides absolute geometric observations to align the INS to the Earth-centered Earth-fixed (ECEF) frame and assists with the correction of INS errors [10,11]. However, the GNSS signals are usually weakened and blocked for dynamic users in urban canyons, tunnels or other occluded environments [12–14]. When there is a lack of geometric constraints from other sensors, like the GNSS, the navigation errors produced via the INS diverge rapidly and terminate accurate navigation.

One of the solutions for inhibiting the divergence of IMU errors in the outage of the other sensors is zero-the velocity update (ZVU) constraint [15]. For land vehicles, employing a ZVU-based GNSS/IMU system was found to benefit both ambiguity resolution and positioning accuracy with GNSS-observation gaps in urban canyons [15]. Applying a ZVU and nonholonomic constraint for the land vehicular GNSS/IMU integration system was able to improve the positioning accuracy by 23.3% and 34.3% with GNSS outages of 30 and 60 s, respectively [6]. For a high-grade IMU, the ZVU could also reduce the velocity and position errors to 24.2% and 9.2% in a five-hour solo-IMU vehicular experiment with frequent and short as well as ten-minute stops [16].

The precondition for applying a ZVU constraint is detecting when a vehicle is going to stop. Many efforts that relied on the velocity, acceleration and angular velocity produced via a vehicular IMU have been made to detect the stationary condition for vehicles [10]. Both velocity and angular velocity were suggested to be compared with a specified threshold, while the standard deviation (STD) was proposed to calculate the vehicle acceleration in a sliding window and was used to compare it with the threshold deduced from the stationary data [6,15]. An attitude heading reference system was put forward to detect the stationary states with acceleration data, which achieved an 87% correction rate in a vehicular test [17,18]. A neural network was also trained to use velocity and IMU measurements for stationary detection in GNSS outages [16,19]. A frequency domain method of forward acceleration was proposed to detect the stationary states, and the frequency in the region of common vehicular vibration was eliminated from the method [20,21]. These previous works focus more on the value and STD of the IMU measurements; however, the feature of the acceleration and angular velocity in the frequency domain has not been considered enough. For the stationary detection of land vehicles, this work focuses on the vibration of an idling engine.

The vibrational frequencies of an idling engine have been studied well regarding land vehicles. The vibration of an idling engine was first taken into account for the optimization of engine mounting systems within the frequency range from 6 to 20 Hz [22,23]. The vibrational frequency of an idling engine was found to be mostly determined by the engine’s revolutions per minute (RPM) and its number of cylinders [24–26]. Generally, the vibrational frequency of a land vehicle caused by an idling engine ranges from 10 to 50 Hz [24–28]. When the vehicle is in an idling status, the resonant peak at the double dominant frequency is distinct and considerable [24,25]. It is worth noting that the IMU data sampling frequency is usually in the range of 100 to 200 Hz; hence, the vibrational frequency caused by an idling engine can be available reflected with the IMU [2,6,10].

This paper proposes a novel stationary detection method based on the fast Fourier transform (FFT) and vibrational features of an idling engine. The algorithm of the FFT is introduced in the Section 2. To assess the proposed method, an urban vehicular navigation experiment and the conducted GNSS/IMU integration system are presented in the Experimental Setup. Based on the three stops designed for the vehicular test, the FFT features of a vehicle in stationary, decelerating and accelerating states are analyzed. The stationary
detection method is put forward according to the found features and is applied for the three stop periods together with a three-second sliding window. Finally, the FFT-based stationary detection for land vehicles is evaluated using the correct rate and positioning error constrained by the ZVU.

2. Methods

The key of the proposed stationary detection approach is generating the features of stopped and idling vehicles. For a usual land vehicle, the vibrational frequency of an idling engine falls in the range of 10 to 50 Hz [24–28]. Thus, with the assistance of IMU measurements at a high sampling rate, the FFT serves as a powerful algorithm for spectral analysis in the frequency range of an idling vehicle.

2.1. FFT-Based Vibration Frequency Analysis

Fourier analysis transforms a signal from the original time domain into a representation in the frequency domain. Natural signals, such as the vibration of an object, are continuous (i.e., without gaps). Typically, vibrational signals related to acceleration or angular velocity in each direction of the body frame can be written as the sum of several sinusoidal functions:

\[ V(t) = \sum_{j=1}^{n} A_j \sin(2\pi f_j t + \varphi_j) = \sum_{j=1}^{n} V_j(t) \]  

(1)

where \( V(t) \) and \( V_j(t) \) denote the total and the \( j \)th component of vibration, respectively; \( A_j, f_j \) and \( \varphi_j \) represent the amplitude, frequency and initial phase of the single vibration component, respectively.

However, the signals recorded by sensors like IMUs are discrete. The Discrete Fourier Transform (DFT) offers a solution for converting a finite sequence of equally spaced samples into a sequence of complex numbers containing the frequency information [29]. The DFT for a measurement sequence of length \( N \) is defined as follows:

\[ F(k) = \sum_{n=0}^{N-1} e^{-2\pi i \frac{kn}{N}} M(n), \quad k = 0 \sim N - 1 \]  

(2)

where \( M(n) \) denotes the \( n \)th measurement in the real sequence, \( F(k) \) represents the \( k \)th component of the DFT and \( i \) is the imaginary unit.

With the increase in the length of the sequence, the original DFT requires significantly more resources, as the computation complexity of the DFT is \( O(N^2) \). To address this, the FFT is proposed to reduce the computation complexity of the DFT to \( O(N \log N) \) [30]. The radix-2 decimation-in-time (DIT) FFT derived from the Cooley–Tukey algorithm is one of the most commonly used solutions that has been widely applied in many domains [31,32]. The promoted DIT algorithm can be expressed as follows:

\[ F(k) = \sum_{n=0}^{N/2-1} e^{-2\pi i \frac{kn}{N}} M(2n) + \sum_{n=0}^{N/2-1} e^{-2\pi i \frac{kn}{N}} M(2n + 1) \]  

(3)

\[ F(k + \frac{N}{2}) = \sum_{n=0}^{N/2-1} e^{-2\pi i \frac{kn}{N}} M(2n) - \sum_{n=0}^{N/2-1} e^{-2\pi i \frac{kn}{N}} M(2n + 1) \]  

(4)

In this algorithm, the computation is simplified by dividing the original discrete sequence into even \((2n)\) and odd \((2n + 1)\) parts, each with a length of \( N/2 \).

For the FFT, the maximum frequency that can be analyzed within one consecutive measurement sequence is determined by its sampling rate, while the frequency resolution depends on the total time span covered by the sequence as expressed in the following equations:

\[ \text{max}(f_{FFT}) = \frac{1}{2} f_{\text{meas}} \]  

(5)

\[ \Delta f_{FFT} = \frac{1}{T_{\text{meas}}} \]  

(6)
where \( f_{FFT} \) is the frequency sequence obtained via the FFT algorithm; \( f_{meas} \) and \( T_{meas} \) represent the sampling rate and the time length covering all the measurements, respectively.

### 2.2. ZVU Constraint in GNSS/IMU Tight Integration

In the GNSS/IMU integration process, GNSS provides absolute position information for IMU to correct navigation errors and align to the ECEF frame. In the present contribution, the kinematic Precise Point Positioning (PPP) is employed for processing multi-GNSS dual-frequency Ionosphere-Free (IF) observations. The state parameters for multi-GNSS IF kinematic PPP and the corresponding observation equations within an extended Kalman filter (EKF) are defined as follows [33–35]:

\[
X_{\text{G},k}^T = \begin{bmatrix}
\delta P_{1 \times 3}^e & \delta c_r & \delta \text{ISB}_{1 \times (s-1)} & \delta \text{tro} & \delta N_{\text{LC},1 \times m}^e
\end{bmatrix}_k
\]

(7)

\[
L_{\text{G},k} = \begin{bmatrix}
\varphi_{\text{G},k}^e & \rho_{\text{G},k}^e
\end{bmatrix}_{k} = H_{\text{G},k} X_{\text{G},k}^e - V_{\text{G},k}
\]

(8)

\[
H_{\text{G},k} = \begin{bmatrix}
H_{p,k} \ H_{p,k} \ H_{p,k} \ H_{\text{ISB},k} \ H_{\text{tro},k} \ H_{N,k}
\end{bmatrix}_{k}
\]

(9)

where \( \delta c_r, \delta \text{ISB}, \delta \text{tro} \) and \( \delta N_{\text{LC}} \) denote the errors of the receiver clock, intersystem bias (ISB), tropospheric delay and IF ambiguity, respectively. It is important to note that the italic symbols denote values or numbers, whereas bold symbols represent vectors or matrices. \( s \) and \( m \) represent the number of employed constellations and IF carrier-phase measurements, respectively; the subscript \( k \) denotes the epoch index; \( L_{\text{G},k} \) and \( V_{\text{G},k} \) represent the multi-GNSS observation vector and the corresponding residual vector, respectively; \( \varphi_{\text{G},k} \) and \( \rho_{\text{G},k} \) are carrier-phase and pseudo-range measurements minus the modeled terms, respectively; \( H_{\text{G},k} \) is the PPP design matrix; \( H_{p,k}, H_{p,k}, H_{p,k}, H_{\text{ISB},k}, H_{\text{tro},k} \) and \( H_{N,k} \) represent the design matrices of the corresponding measurement or state parameters in regard to their subscripts.

In the GNSS/IMU integration process, the state parameters for IMU for the EKF are defined as follows:

\[
X_{\text{imu},k}^e = \begin{bmatrix}
\delta \text{e}_{1 \times 3}^e & \delta \text{v}_{1 \times 3}^e & \delta \text{p}_{1 \times 3}^e & \delta \text{a}_{1 \times 3}^b & \delta \text{b}_{1 \times 3}^b
\end{bmatrix}_k
\]

(10)

where the superscript \( e \) stands for the ECEF frame and \( b \) stands for the body frame. In this study, the body frame is defined as the vehicular body Right–Forward–Up (RFU) frame with the same origin as the IMU center. Finally, \( \delta \text{e}, \delta \text{v}, \delta \text{p}, \delta \text{a} \) and \( \delta \text{b} \) represent the error of attitude, velocity, position, accelerometer bias and gyroscope bias, respectively [10].

For a stopped vehicle, ZVU is a common constraint used to inhibit the divergence of IMU errors. The observation equation for the ZVU constraint at epoch \( k \), with respect to the IMU state parameters, is as follows:

\[
\begin{align*}
L_{\text{ZVUT},k} &= -v_{\text{imu},k} = H_{\text{ZVUT},k} X_{\text{imu},k}^e - V_{\text{ZVUT},k} \\
H_{\text{ZVUT},k} &= \begin{bmatrix}0 & 3 & 0 & 3 & 0 & 3 & 0 & 3 & 0 & 3\end{bmatrix}
\end{align*}
\]

(11)

(12)

where \( L_{\text{ZVUT},k} \) and \( V_{\text{ZVUT},k} \) represent the observation vector and the corresponding residual vector, respectively; \( H_{\text{ZVUT},k} \) denotes the design matrix; \( v_{\text{imu},k} \) is the velocity in the ECEF frame as produced by the IMU mechanization; \( I \) denotes the identity matrix.

By combining (7) to (12), one can derive the integrated equation for the ZVU constraint-based GNSS-PPP/IMU tight integration as follows [10]:

\[
X_{k}^T = \begin{bmatrix}
X_{\text{imu},k}^T & \delta c_r & \delta \text{ISB}_{1 \times (s-1)} & \delta \text{tro} & \delta N_{\text{LC},1 \times m}^e
\end{bmatrix}_k
\]

(13)

\[
L_{k} = \begin{bmatrix}
\varphi_{\text{G},k}^e & \rho_{\text{G},k}^e \ -v_{\text{imu},k}^e
\end{bmatrix}_{k} = H_{k} X_{k} - V_{k}
\]

(14)
\[
H_k = \begin{bmatrix}
H_{TC, \phi, k} \\
H_{TC, \rho, k} \\
H_{ZVUT, k}
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & H_{p, k} & 0 & 0 & 1 & H_{ISB, k} & H_{tro, k} & H_{N, k} \\
0 & 0 & H_{p, k} & 0 & 0 & 1 & H_{ISB, k} & H_{tro, k} & 0 \\
0 & -I & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\] (15)

where \(H_{TC, \phi, k}\) and \(H_{TC, \rho, k}\) represent the multi-GNSS design matrix in the GNSS-PPP/IMU tightly integrated equation, as the position errors are uniform with the IMU.

In the present work, Equations (13)–(15) are adopted to implement the GNSS-PPP/IMU tight integration when the vehicle is stopped. When the GNSS signals are blocked or simulated to be in outage during the vehicle stop periods, Equations (10)–(12) are employed for ZVU constraint processing.

3. Experimental Setup

3.1. Hardware Platform

A GNSS/IMU hardware platform was established for testing the land vehicular navigation. Figure 1 depicts the configuration and equipment of the hardware platform on the car. The GNSS receiver and IMU fusion instrument, NovAtel PwrPak7-E2, was secured in the middle of the platform with screws. The GNSS antenna was mounted in front of the IMU within the vehicular body frame. The entire platform was tightly hinged to the roof of the car.

![Figure 1. GNSS/IMU hardware platform and its equipment on the land vehicle.](image)

The IMU integrated in the PwrPak7-E2 receiver is the MEMS EG370N with the specification parameters listed in Table 1. The magnitude of gyroscope bias is in the order of hundreds of deg/h with a stability of less than 1 deg/h. The PwrPak7-E2 receiver is capable of tracking multi-GNSS signals from GPS, GLONASS (GLO), Galileo (GAL) and BDS. The produced pseudo-range and carrier-phase measurements were used for the tight integration of the GNSS with the IMU.

<table>
<thead>
<tr>
<th>PwrPak7-E2</th>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gyroscope</td>
<td>Bias Magnitude</td>
<td>360°/h</td>
</tr>
<tr>
<td></td>
<td>Bias Stability</td>
<td>0.8°/h</td>
</tr>
<tr>
<td></td>
<td>Angle Random Walk</td>
<td>0.06°/√Hz</td>
</tr>
<tr>
<td>Accelerometer</td>
<td>Bias Magnitude</td>
<td>2 mg</td>
</tr>
<tr>
<td></td>
<td>Bias Stability</td>
<td>0.012 mg</td>
</tr>
<tr>
<td></td>
<td>Velocity Random Walk</td>
<td>0.06 mg/√Hz</td>
</tr>
</tbody>
</table>

Table 1. Specifications of MEMS IMU in PwrPak7-E2.
3.2. Experimental Strategy

To evaluate the availability of FFT-based stationary detection with an IMU for an idling car, a vehicular test supported by the GNSS/IMU hardware platform was conducted on a Toyota Prado 2016 with the engine of 7GR-FKS from the GPS time (GPST) 12 October 2021 01:55:20 to 03:50:45. Figure 2 depicts the test trajectory in the urban area of Weihai City, China. The car started moving after the turn-on of the hardware platform and moved forward in a straight line for a while to initialize the yaw angle of the IMU. After aligning the IMU, the vehicle was stopped with the engine idling for three periods lasting 10 to 20 min each. The time spans of these three stops, along with the associated ten-second decelerating and accelerating phases, are detailed in Table 2. The IMU measurements of accelerations and gyroscopes during these three stop periods were used to implement FFT processing to examine the vibrational features of our stationary idling vehicle. Based on the experimental evidence, a three-second sliding window FFT was employed for the stationary detection. To evaluate the proposed detection method, GNSS observations were removed to simulate a complete GNSS outage during each stop period. Then, the proposed detection method was implemented together with the ZVU constraint. Finally, the correct detection rate was calculated, and the positioning errors were compared with the errors of solo-IMU processing without the ZVU constraint.

![Urban trajectory (yellow), base station (blue) and three stop points in vehicular test.](image)

**Table 2. Time range of stop, deceleration and acceleration of the three stop periods.**

<table>
<thead>
<tr>
<th>Period</th>
<th>State</th>
<th>Start</th>
<th>End</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Stop</td>
<td>02:04:07</td>
<td>02:20:13</td>
</tr>
<tr>
<td></td>
<td>Decelerating</td>
<td>02:03:56</td>
<td>02:04:06</td>
</tr>
<tr>
<td></td>
<td>Accelerating</td>
<td>02:20:14</td>
<td>02:20:24</td>
</tr>
<tr>
<td>2</td>
<td>Stop</td>
<td>02:37:31</td>
<td>02:59:32</td>
</tr>
<tr>
<td></td>
<td>Decelerating</td>
<td>02:37:20</td>
<td>02:37:30</td>
</tr>
<tr>
<td></td>
<td>Accelerating</td>
<td>02:59:33</td>
<td>02:59:43</td>
</tr>
<tr>
<td>3</td>
<td>Stop</td>
<td>03:21:42</td>
<td>03:41:54</td>
</tr>
<tr>
<td></td>
<td>Decelerating</td>
<td>03:21:31</td>
<td>03:21:41</td>
</tr>
<tr>
<td></td>
<td>Accelerating</td>
<td>03:41:55</td>
<td>03:42:05</td>
</tr>
</tbody>
</table>

The EKF-based GNSS-PPP/IMU tight integration was conducted to obtain the navigation solution for the entire trajectory, with the processing strategy detailed in Table 3. The kinematic PPP was implemented to obtain the multi-GNSS observation equations for the tight integration with the IMU. The IF combination was utilized to eliminate 99.9% of the ionospheric delay in GNSS measurements. Positioning errors, receiver clock errors, tropospheric delay, intersystem bias and carrier-phase ambiguities were set as the filter state parameters to be estimated. The base station equipped with a Septentrio PolaRx5 receiver was used to obtain a high-accuracy reference position for the trajectory, by employing...
Remote Sens. 2024, 16, 902

multi-GNSS double-differenced (DD) Real-Time Kinematics (RTK) [33]. The GNSS Doppler velocity was used to initialize the yaw of the IMU, while the roll and pitch were initialized based on the direction of gravity [10]. Note that all accelerometer and gyroscope measurements of the IMU were converted from the IMU frame to the vehicular RFU body frame. Hence, in the present paper, the accelerometer X, Y and Z measurements represent right, forward and up accelerations, respectively, and the gyroscope X, Y and Z measurements account for the angular rotational velocity of pitch, roll and yaw, respectively. The sampling rate of the MEMS IMU is 200 Hz, resulting in the maximum FFT frequency of 100 Hz as derived from (5).

Table 3. Processing strategy of post-GNSS-PPP/IMU tight integration.

<table>
<thead>
<tr>
<th>Module</th>
<th>Item</th>
<th>Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNSS</td>
<td>Mode</td>
<td>Post-kinematic PPP</td>
</tr>
<tr>
<td></td>
<td></td>
<td>IF combination of GPS: C1C-C2W/L1C-L2W; GLO: C1C-C2P/L1C-L2P; Galileo: C1C-C5Q/L1C-L5Q; BDS: C2I-C6I/L2I-L6I</td>
</tr>
<tr>
<td></td>
<td>Elevation cutoff</td>
<td>15°</td>
</tr>
<tr>
<td></td>
<td>Measurement weight</td>
<td>Elevation-dependent weight</td>
</tr>
<tr>
<td></td>
<td>Satellite products</td>
<td>Multi-GNSS precise orbit and clock products from IGS</td>
</tr>
<tr>
<td></td>
<td>Receiver clock offset</td>
<td>White noise process</td>
</tr>
<tr>
<td></td>
<td>ISB</td>
<td>Constant mode</td>
</tr>
<tr>
<td></td>
<td>Tropospheric delay</td>
<td>Estimate the zenith total delay as a random walk process</td>
</tr>
<tr>
<td></td>
<td>Phase windup</td>
<td>Corrected for rover</td>
</tr>
<tr>
<td></td>
<td>Ambiguity resolution</td>
<td>Float</td>
</tr>
</tbody>
</table>

| IMU | Alignment | GNSS Doppler velocity |
| Integration | Solution | Tightly coupled |

4. Experimental Results and Discussion

This section describes how the DIT FFT algorithm, as introduced previously in the Methods, was employed to analyze the vibrational features of the idling vehicle. The consecutive measurements from IMU accelerometers and gyroscopes during the three stop periods were addressed using the FFT. In order to compare the results, the decelerating and accelerating periods before and after the three stops are also processed by the FFT algorithm. A stationary detection based on a three-second sliding window method is proposed to extract the FFT features. The present section ends with the artificial removal of GNSS observations during the three stop periods to simulate a complete GNSS outage. Then, the three stop periods are re-assessed using the proposed method and constrained by ZVU. Finally, the correct detection rate is calculated as a reliable indicator of the proposed method, and the results of the IMU constrained by ZVU are presented in comparison with the results without constraints for a complete evaluation.

4.1. FFT Features of Acceleration and Angular Velocity for Stationary Idling Vehicle

Figure 3 depicts the FFT spectrum of acceleration amplitude with respect to frequency for the three stop periods. The IMU acceleration reveals several obvious peaks in all the three directions during the stationary period. Moreover, the two highest peaks in the ranges of 10 to 20 Hz and 20 to 30 Hz show significantly greater amplitude compared to the other frequencies in the forward and up directions. The frequencies of the two peaks correspond to the general vibration frequency range of 10 to 50 Hz for an idling vehicle [24–28]. Although the same apparent peak is observed from 10 to 20 Hz in the right direction, there is no peak within the 20 to 30 Hz range, which is accompanied by more noise than in the other two directions. In contrast, gyroscope measurements presented opposite features, as depicted in Figure 4. The angular velocity presents only one distinct peak within the 10 to 20 Hz range along the X-axis. Even though the gyroscope spectra show the same peaks as the accelerometers within the 10 to 20 Hz and 20 to 30 Hz ranges along the Y- and Z-axes, too
many strong chaotic peaks mask these two peaks. The opposite behavior in axes between accelerometers and gyroscopes is caused by the orthogonality of acceleration and angular velocity vectors in periodic vibrations.

The FFT spectra of accelerometers and gyroscopes clearly delineate the vibrational peaks within the 10 to 20 Hz and 20 to 30 Hz ranges. To analyze these peaks, the spectra are segmented into three frequency ranges: 0 to 10 Hz, 10 to 20 Hz and 20 to 30 Hz, with the statistics of these peaks summarized in Table 4. The result indicates that the frequencies of the highest peaks within the 10 to 20 Hz and 20 to 30 Hz ranges are 12.495 Hz and 24.991 Hz, respectively. The dominant frequency is 12.495 Hz, which indicates that the idling speed of the engine of the experimental vehicle is approximately 750 RPM [24,25].

For simplicity, the peaks at 12.495 Hz and 24.991 Hz are designated as Peak-1 and Peak-2, respectively, with the frequency of the latter being the twice that of the former. These two frequencies are consistent for both acceleration and angular velocity across the three stop periods, as the STDs are even less than the FFT frequency interval. Note that the FFT frequency intervals derived from (6) for the three stop periods are $1 \times 10^{-3}$, $7 \times 10^{-4}$ and $8 \times 10^{-4}$ Hz, respectively, corresponding to the duration of each stop. For the pitch angular velocity, only Peak-1 is prominent compared to the other frequencies. The highest peaks within the 0 to 10 Hz range (denoted by Peak-0) exhibit more uncertainty with the STDs of frequencies ranging from 0.1 Hz to several Hz. Overall, the amplitudes of Peak-1 and Peak-2 are 7 and 37 times greater than that of Peak-0 for the forward and up acceleration, respectively, and the amplitude of Peak-1 is 67 times greater than that of Peak-0 for the pitch angular velocity.
Figure 3. Acceleration FFT spectrum of the Stop 1 (top row), Stop 2 (middle row) and Stop 3 (Bottom row) in the right (left column), forward (middle column) and up (right column) directions.

Figure 4. Angular velocity FFT spectrum of Stop 1 (top row), Stop 2 (middle row) and Stop 3 (Bottom row) in the right (left column), forward (middle column) and up (right column) directions.

Table 4. Analysis of the forward/up acceleration and pitch angular velocity with respect to the three frequency ranges (Hz) in the three stops: highest peak, mean value and STD.

<table>
<thead>
<tr>
<th>Stop Period</th>
<th>Frequency Range (Hz)</th>
<th>Acce Y</th>
<th>Acce Z</th>
<th>Gyro X</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Freq (Hz)</td>
<td>Amp (mg)</td>
<td>Freq (Hz)</td>
</tr>
<tr>
<td>1</td>
<td>0–10</td>
<td>3.071</td>
<td>0.133</td>
<td>3.305</td>
</tr>
<tr>
<td></td>
<td>10–20</td>
<td>12.495</td>
<td>3.085</td>
<td>12.495</td>
</tr>
<tr>
<td></td>
<td>20–30</td>
<td>24.991</td>
<td>2.124</td>
<td>24.991</td>
</tr>
<tr>
<td>2</td>
<td>0–10</td>
<td>0.001</td>
<td>0.890</td>
<td>3.332</td>
</tr>
<tr>
<td></td>
<td>10–20</td>
<td>12.496</td>
<td>1.622</td>
<td>12.496</td>
</tr>
<tr>
<td></td>
<td>20–30</td>
<td>24.991</td>
<td>4.283</td>
<td>24.991</td>
</tr>
<tr>
<td>3</td>
<td>0–10</td>
<td>6.248</td>
<td>0.085</td>
<td>3.573</td>
</tr>
<tr>
<td></td>
<td>10–20</td>
<td>12.496</td>
<td>2.821</td>
<td>12.496</td>
</tr>
<tr>
<td></td>
<td>20–30</td>
<td>24.991</td>
<td>2.829</td>
<td>24.991</td>
</tr>
<tr>
<td>Mean</td>
<td>0–10</td>
<td>3.106</td>
<td>0.369</td>
<td>3.404</td>
</tr>
<tr>
<td></td>
<td>10–20</td>
<td>12.495</td>
<td>2.509</td>
<td>12.495</td>
</tr>
<tr>
<td></td>
<td>20–30</td>
<td>24.991</td>
<td>3.078</td>
<td>24.991</td>
</tr>
<tr>
<td>STD</td>
<td>0–10</td>
<td>2.550</td>
<td>0.369</td>
<td>0.121</td>
</tr>
<tr>
<td></td>
<td>10–20</td>
<td>4 × 10⁻⁴</td>
<td>0.637</td>
<td>4 × 10⁻⁴</td>
</tr>
<tr>
<td></td>
<td>20–30</td>
<td>2 × 10⁻⁴</td>
<td>0.899</td>
<td>2 × 10⁻⁴</td>
</tr>
</tbody>
</table>
4.2. FFT Features of Acceleration and Angular Velocity in Decelerating and Accelerating

For comparison with the features of a stationary idling vehicle, the FFT is also implemented and analyzed for decelerating and accelerating near the three stop periods; the corresponding periods are exhibited in Table 2. The FFT spectra of forward/up acceleration during the decelerating and accelerating periods are depicted in Figures 5 and 6. For the acceleration, Peak-1 and Peak-2 are still observable in the up direction rather than the forward direction during the decelerating and accelerating period, since the motive force of the vehicle is almost along the forward direction. However, because Peak-0 becomes more striking, the vibrational peaks in the forward and up directions are not as prominent as they are during the stationary period. A similar phenomenon is also observed in the angular velocity, where the amplitude of Peak-0 is increased to the same magnitude as Peak-1.

![Figure 5](image-url)  
**Figure 5.** FFT spectrum of forward (left column) and up acceleration (middle column) and pitch angular velocity (right column) during deceleration 1 (top row), deceleration 2 (middle row) and deceleration 3 (bottom row).

Comprehensively taking the FFT features of acceleration and angular velocity during stationary, decelerating and accelerating periods into account, we propose a method of FFT-based stationary detection as depicted by red nodes in Figure 7: a three-second sliding window with a one-second updating rate, i.e., a two-second overlap between the two adjacent windows, is adopted to perform the FFT processing for the forward/up acceleration and the pitch angular velocity. The number of measurements to process with the FFT in a single window is 600 with respect to the 200 Hz sampling rate of the IMU. Once the FFT window is updated, the frequency and amplitude of Peak-0, Peak-1 and Peak-2 are calculated and compared. On one hand, a larger window size might cause the wrong detection of a stationary condition at the start and the end of the vehicle stop, since the window contains more historical dynamic information. On the other hand, a smaller window size could make the detection easily affected by random disturbances or
measurement errors. Therefore, a three-second window size is selected as the optimal size of the sliding window.

![FFT spectrum of forward (left column) and up acceleration (middle column) and pitch angular velocity (right column) during acceleration 1 (top row), acceleration 2 (middle row) and acceleration 3 (bottom row).](image)

**Figure 6.** FFT spectrum of forward (left column) and up acceleration (middle column) and pitch angular velocity (right column) during acceleration 1 (top row), acceleration 2 (middle row) and acceleration 3 (bottom row).

The entire window period is considered as stationary if the FFT result satisfies three conditions. First, the vehicular velocity must be below a threshold of 0.5 m/s [6]. Second,
the amplitude of all three peaks of acceleration and angular velocity must be lower than the threshold of 15 mg and 0.7 deg/s, respectively. Third, both amplitudes of Peak-1 and Peak-2 of the forward/up acceleration must be higher than the amplitude of Peak-0, and the amplitude of Peak-1 of pitch angular velocity is required to be at least 7.0 times greater than that of Peak-0. In terms of acceleration, the amplitudes of Peak-1 and Peak-2 are multiplied by an amplification factor of 1.5, as there might be some external disturbances, e.g., passenger movements while opening or entering/exiting the car, which may randomly impact the vibration of the vehicle.

The FFT-based stationary detection and ZVU in the GNSS-PPP/IMU tight integration process is depicted in Figure 7 using different colored modules. At the start of every integration epoch, dynamic parameters are produced by IMU mechanization and propagated to other subprocesses in the navigation implementation. For stationary detection, IMU acceleration $a^b$ and angular velocity $ω^b$ are adopted to implement the FFT analysis and frequency detection, while IMU velocity $v^e$ is employed for velocity detection. If all detection nodes return a positive stationary result, a ZVU constraint equation is generated and propagated to the EKF module. Then, the GNSS module receives IMU position $p^e$ for data preprocessing and outage checking. If no outage is found, GNSS observation equations are calculated and forwarded to the EKF module. Finally, the EKF module updates all state parameters and generates tightly integrated observations to update the navigation solution. The estimated IMU errors are transmitted back to IMU for a closed-loop correction.

### 4.3. FFT-Based Stationary Detection Results

To assess the performance of the proposed stationary detection method, the GNSS observations during the three stop periods are artificially removed to simulate a complete outage of GNSS. The proposed method is conducted together with ZVU constraints for the IMU navigation processing. The FFT spectra of forward/up acceleration and pitch angular velocity in regard to three-second sliding windows are exhibited in Figure 8. Sliding window results in consecutive ten-second intervals of each stop period are selected as examples. The sliding window FFT result presents consistent features of both acceleration and angular velocity for each entire stationary period. Note that because of the spectral leakage caused by the short window size of three seconds [30,36,37], an extra peak can be seen in Figure 8 besides Peak-1 and Peak-2, especially for Peak-1 of the acceleration in the up component. Although the extra peak is produced from the real Peak-1, only the peak closest to the frequency Peak-1, located at 12.333 Hz, is used in the detection processing, as the extra peak may be contaminated by random noise or unpredictable disturbances.

The statistical results of the FFT-based stationary detection across the three stop periods are presented in Table 5. The correct detection rate is determined as the ratio of the number of seconds that are correctly detected as stationary to the total duration of the stop period. For the three stop periods, all the correct rates exceed 99%, and the aggregated correct rate is 99.7%. The failed detection of some epochs is caused by passenger movements of opening and entering/exiting the car. We intentionally added more of these actions for the second stop period, and Figure 9 shows one case of opening and entering movements before we drove the car at the end of the second stop period. It clearly depicts the influence of the passenger actions in the vehicle on the acceleration and angular velocity.

<table>
<thead>
<tr>
<th>Stop Period</th>
<th>Duration (s)</th>
<th>Correct (s)</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>966</td>
<td>965</td>
<td>99.9%</td>
</tr>
<tr>
<td>2</td>
<td>1321</td>
<td>1314</td>
<td>99.5%</td>
</tr>
<tr>
<td>3</td>
<td>1212</td>
<td>1208</td>
<td>99.7%</td>
</tr>
<tr>
<td>Total</td>
<td>3499</td>
<td>3487</td>
<td>99.7%</td>
</tr>
</tbody>
</table>
Figure 8. Ten-second examples of three-second sliding window FFT spectrum for Stop 1 (top row), Stop 2 (middle row) and Stop 3 (Bottom row). Each panel contains FTT results of eight consecutive windows.

Figure 9. Raw IMU measurements of acceleration (top row) and angular velocity (bottom row) during the passenger entry into the vehicle registered in the second stop period.

4.4. ZVU-Constrained Positioning Results

In order to further evaluate the performance of the proposed FFT-based stationary detection method, the errors of ZVU-constrained positioning results and no-constraint results were calculated with respect to multi-GNSS DD RTK results as a reference. As mentioned in Section 4.3, all the GNSS observations were artificially removed, and only the...
IMU was employed for computing the navigation solution during the three stop periods. The tight GNSS-PPP/IMU integration was implemented individually from the trajectory start to the end of each stationary phase within the stop periods.

The positioning error series without constraints are depicted in Figure 10. Foreseeably, the positioning errors attributable to the IMU mechanization diverge rapidly to tens of kilometers in all directions during the three stop periods. In contrast, Figure 11 presents the positioning errors produced by the ZVU-constrained IMU mechanization. The green lines indicate the start time of every stop period. It is clearly seen that the position is well constrained by the ZVU function, and all the positioning errors are converged within one decimeter.

Table 6 summarizes the position variation from the first stop epoch obtained with the ZVU in terms of the Root Mean Square (RMS), STD and maximum (Max) deviation. The RMS, STD and Max of the three stop periods in all the east, north and up directions are below 3 cm, 1 cm and 4 cm, respectively. Moreover, the average RMS, STD and Max of position variation for the experimental stop periods are 1.12 cm, 0.51 cm and 2.29 cm, respectively. The statistical results illustrate that the proposed stationary detection method is efficient in supporting the ZVU in inhibiting the divergence of positioning error.

Table 6. RMS, STD and Max of position variation with respect to the initial position of each stop period.

<table>
<thead>
<tr>
<th>Stop Period</th>
<th>East (cm)</th>
<th>North (cm)</th>
<th>Up (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMS</td>
<td>STD</td>
<td>Max</td>
</tr>
<tr>
<td>1</td>
<td>0.99</td>
<td>0.98</td>
<td>2.92</td>
</tr>
<tr>
<td>2</td>
<td>1.00</td>
<td>0.44</td>
<td>2.17</td>
</tr>
<tr>
<td>3</td>
<td>1.29</td>
<td>0.47</td>
<td>2.45</td>
</tr>
<tr>
<td>Average</td>
<td>1.09</td>
<td>0.63</td>
<td>2.51</td>
</tr>
</tbody>
</table>

Figure 10. Divergence of positioning error in east (left column), north (middle column) and up (right column) during the three stop periods (in each row) with total GNSS outages.
5. Conclusions

The MEMS IMU is a significant piece of equipment for vehicles, allowing them to produce consecutive navigation information in an integrated system with GNSS and other sensors. MEMS IMU errors are prone to accumulate over time, and the ZVU is recognized as an efficient method for constraining the divergence of an IMU. The key to implementing ZVU is detecting the stop of the vehicle correctly. Hence, we propose a method based on FFT that has been tailored for land vehicles with idling engines. The feasibility of the proposed method was evaluated by an urban vehicular test with three stops with durations ranging from 10 to 20 min. The conclusions of our study are as follows:

The frequency peak caused by the vibration of an idling engine can be distinguished in the FFT spectra of forward/up acceleration and pitch angular velocity when the vehicle is stopped. In contrast, the vibrational peak is masked by the peaks within the 0 to 10 Hz range during the decelerating and accelerating periods. Therefore, we propose implementing FFT based on a three-second sliding window for IMU measurements per second. Then, we compare the amplitude of the vibrational frequency with the 0 to 10 Hz range frequency peak to detect if the vehicle is in a stationary condition.

To evaluate the performance of the proposed stationary detection method, we implemented the ZVU constraint under the simulated GNSS outages over three stop periods. As a result, the proposed detection method achieved an overall correct detection rate of 99.7% for the experimental stop periods. Based on the stationary detection method, the ZVU constrains the divergence of positioning error within centimeters. The results demonstrate the feasibility of the proposed stationary detection based on IMU measurements and the FFT feature of idling vibration tailored for land vehicles.
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