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Abstract: The Global Navigation Satellite System (GNSS) is widely used for its high accuracy, wide coverage, and strong real-time performance. However, limited by the navigation signal mechanism, satellite signals in urban canyons, bridges, tunnels, and other environments are seriously affected by non-line-of-sight and multipath effects, which greatly reduce positioning accuracy and positioning continuity. In order to meet the positioning requirements of human and vehicle navigation in complex environments, it was necessary to carry out this research on the integration of multiple signal sources. The Fifth Generation (5G) signal possesses key attributes, such as low latency, high bandwidth, and substantial capacity. Simultaneously, 5G Base Stations (BSs), serving as a fundamental mobile communication infrastructure, extend their coverage into areas traditionally challenging for GNSS technology, including indoor environments, tunnels, and urban canyons. Based on the actual needs, this paper proposes a system algorithm based on 5G and GNSS joint positioning, aiming at the situation that the User Equipment (UE) only establishes the connection with the 5G base station with the strongest signal. Considering the inherent nonlinear problem of user position and angle measurements in 5G observation, an angle cosine solution is proposed. Furthermore, enhancements to the Sage–Husa Adaptive Kalman Filter (SHAKF) algorithm are introduced to tackle issues related to observation weight distribution and adaptive updates of observation noise in multi-system joint positioning, particularly when there is a lack of prior information. This paper also introduces dual gross error detection adaptive correction of the forgetting factor based on innovation in the iterative Kalman filter to enhance accuracy and robustness. Finally, a series of simulation experiments and semi-physical experiments were conducted. The numerical results show that compared with the traditional method, the angle cosine method reduces the average number of iterations from 9.17 to 3 with higher accuracy, which greatly improves the efficiency of the algorithm. Meanwhile, compared with the standard Extended Kalman Filter (EKF), the proposed algorithm improved 48.66%, 35.17%, and 38.23% at 1σ/2σ/3σ, respectively.
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1. Introduction

With the rapid development of the social economy and the mobile communication network, smart devices have been popularized among the population, and various mobile phone applications based on Location-Based Services (LBS) have provided much convenience in our lives [1]. At present, these applications are mainly based on Global Navigation Satellite System (GNSS) positioning technology to obtain the user’s location. GNSS has been widely used in various fields—such as transportation, military, surveying, and mapping—and in precision agriculture for its high accuracy, wide coverage, and strong real-time performance [2]. However, limited by the navigation signal mechanism, satellite signals in urban canyons, bridges, tunnels, and other environments are seriously affected by non-line-of-sight and multipath effects, which greatly reduce positioning accuracy and positioning continuity [3].
In order to address GNSS limitations and meet the positioning requirements of human and vehicle navigation in complex environments, it has been necessary to carry out research on the integration of multiple signal sources [4]. This research involves incorporating additional positioning sources, such as visual assistance [5], Lidar assistance [6], inertial-navigation assistance [7], and mobile-communication-technology assistance [8], to compensate for the limitations of GNSS signal sources through information fusion.

As the new generation of communication technology, 5G has achieved extensive indoor and outdoor coverage on a global scale [9]. Its low latency, large-bandwidth characteristics, and wide coverage advantages make 5G potentially an important means to make up for the limitations of GNSS signal sources in positioning. In the 3GPP Rel-16 protocol [10], the requirements for 5G positioning research are that the positioning accuracy of indoor terminals is less than 3 m in 80% of scenarios, that the horizontal error is less than 10 m in outdoor scenarios, and that the end-to-end delay is less than 1 s. What is more, in the working scope of Rel-18, 5G positioning accuracy based on further enhancements is expected to be within centimeters, with the application extending to sidelink scenarios, especially Vehicle-to-Everything (V2X) [11]. To achieve the above goals, research on 5G is being carried out on multiple levels, such as time delay, algorithm accuracy, and observation combination. According to the type of observation, 5G positioning research can be divided into fingerprint-based positioning and geometric-based positioning [12–16].

In fingerprint-based positioning, Reference Signal Received Power (RSRP) [17], downlink Channel State Information (CSI) [9,18], and uplink CSI are utilized for fingerprinting. In addition, the multi-beam feature of RSRP in commercial 5G was considered for positioning in [19,20]. However, in regard to fingerprint positioning for outdoor large scenes, due to the need for complex fingerprint acquisition the cost is high, and attaining the accuracy required to meet the needs of high-precision automatic driving and other applications is difficult. As a result, fingerprint positioning will not be discussed in this paper [21]. In geometric-based positioning, the MUSIC [22,23], ESPRIT [24], AAPD-OMP [25], and DCS-SOMP [26] methods are used for triangulation, while TOA [27,28], OTDoA [29], timing advance (TA) [30], and Time Difference of Arrival (TDoA) [31,32] are used for trilateration. The above positioning methods have been verified as effective by tests, while the robustness and integrity of the methods are still considered to require improvement to meet high-accuracy positioning requirements and application, especially in complex and urban scenarios. Therefore, for improving positioning accuracy and reliability in urban-canyon and other complex scenarios, this study focused on 5G/GNSS fusion positioning. In fingerprint positioning, Hiltunen et al. [17] studied the feasibility of using Timing Advance information with radio fingerprinting to improve position estimation. Positioning performance indicated that radio fingerprinting containing both LTE RSRP and TA measurements achieved a positioning accuracy of 62 m. Ruan et al. [9] investigated the performance of indoor localization with commercial 5G NR signals and realized the location estimation of indoor mobile devices by using feature enhancement and double-attention-mechanism processing on original Channel State Information (CSI) data. The evaluation result showed that the positioning accuracy could reach 1.93 and 3.10 m in the external test cases of the office scenario and the corridor scenario.

In terms of 5G–GNSS fused positioning, Liu et al. [33] proposed a Square Root Unscented Stable Filter (SRUSF) for GNSS and 5G joint positioning with a compact coupled-filter group architecture in a highly dependable spatio-temporal network. A stabilized coefficient was added to guarantee the positive covariance of the estimation error. However, the experiments in this paper mainly relied on simulation experiments. Del Peral-Rosado et al. [13] proposed a physical-layer abstraction of GNSS observables based on a Gaussian-distributed model and 5G ranging observables based on ranging errors and SNR. Low-complexity system-level simulations were also performed to evaluate the positioning capabilities of GNSS and 5G DownLink Time-Difference of Arrival (DL-TDoA) in Urban Macro-cell (UMa) environments, and they found that 5G/GNSS-fusion positioning ensured horizontal accuracy within 5 m in 95% of cases. Bai et al. [34] proposed the Multiple-Rate
Adaptive Kalman Filter (MRAKF) framework and established an adaptive estimation model of measurement noise related to the distance of 5G base stations, which can support the fusion of different data rates to better utilize the high-rate characteristics of 5G data. At the same time, based on the range-dependent noise model, a switching strategy of single-point positioning mode and multi-rate adaptive positioning mode was proposed to achieve seamless positioning in urban environments, but in extreme cases—such as low satellite visibility and high interference environments—due to lack of robust estimation the performance of the method can be compromised.

In view of the above articles, to solve the positioning problem in complex scenarios, such as urban canyons, we have proposed an angle cosine approach to solve the issue of high non-linearity between observation angles and position coordinates. What is more, a Weighted Robust Iteration Adaptive Kalman Filter (WRIAKF) is proposed to solve the problem of the non-positivity or singularity of the noise matrix in the Sage–Husa Adaptive Kalman Filter. In addition, we also have added the dual gross error definition and the adaptive forgetting factor to further enhance the filter’s ability to handle gross errors and improve the system’s sensitivity to the outside world.

2. System Model

In this part, a fused positioning model based on 5G Round-Trip Time (RTT) and Angles Of Arrival (AOAs) observation is introduced. Moreover, an angle cosine approach is proposed to solve the highly nonlinear problem of 5G AOA angle-intersection positioning. Then, we introduce a mathematical model of GNSS single-point positioning and single-point speed based on pseudo-range and Doppler frequency measurements, as well as the GNSS/5G-fusion positioning model. The TOA/AOA combined positioning is common in base station positioning, but, due to the time synchronization accuracy between base station and users, the effect of intersection positioning based on TOA ranging is not satisfactory. Multi-RTT is another 5G measurement method mentioned by 3GPP in Rel-16 [10]. It uses the round-trip time difference of the uplink and downlink signal measurements to eliminate the synchronization error between the base station and the terminal. In this paper, we used RTT instead of AOA for higher positioning accuracy.

2.1. 5G RTT/AOA Measurement Model

The specific formula of RTT is as follows:

$$\tau_{RTT} = \frac{(t_1 - t_0) + (t_3 - t_2)}{2} = \frac{(t_3 - t_0) - (t_2 - t_1)}{2}$$  \hspace{1cm} (1)

where $t_0$ and $t_3$ are the epochs when the 5G station sends and receives a range signal, and $t_1, t_2$ are the epochs when the terminal receives and sends a range signal. Because both are relative time differences based on their own clocks, the clock synchronization between the base station and the terminal is not required in the measurement process [21], as shown in Figure 1.

To ascertain the three-dimensional position of a user within an environment, it is imperative to acquire three or more distance or angle observations. However, considering the UE only establishes the connection with the 5G base station with the strongest signal within mobile communication networks, the incorporation of angle measurement becomes essential for effecting the localization of an individual base station. In this paper, the computation of the angle of arrival depends on the large-scale antenna array inherent in 5G base stations. It is noteworthy that the base station possesses the capability to transmit
angle information to the terminal, thereby facilitating the completion of positioning at the terminal. The complete observation equation can be formulated as follows:

\[
\begin{bmatrix}
    c \cdot \tau_{\text{RTT}} \\
    \theta \\
    \phi
\end{bmatrix} =
\begin{bmatrix}
    \sqrt{(e_1 - e_0)^2 + (n_1 - n_0)^2 + (u_1 - u_0)^2} \\
    \arctan \frac{e_1 - e_0}{n_1 - n_0} \\
    \arctan \frac{e_1 - e_0}{\sqrt{(e_1 - e_0)^2 + (n_1 - n_0)^2}}
\end{bmatrix}
\]

\[ (2) \]

where \( c \) is the speed of light, \( \theta \) and \( \phi \) are the azimuth and the elevation angle and \([e_0, n_0, u_0]^T\), and \([e_1, n_1, u_1]^T\) represent the known 5G base station and the unknown UE position in the navigation coordinate system.

Figure 1. Basic principle of RTT.

The most commonly employed method for solving the RTT/AOA joint-positioning problem is the approach utilized by Guo et al. [21]. This involves directly applying a Taylor expansion to the observation Equation (2), neglecting higher-order terms and obtaining a linearized observation equation. Taking into consideration that the observation equation involves both angles and distances, especially when the angle observation equation exhibits a strong non-linear relationship between angles and distances, directly deriving a first-order Jacobian formula is complex and may result in accuracy loss. To better utilize the high-precision features of 5G AOA, this paper employed a mathematical derivation to transform the arc observations of inverse trigonometric functions into distance-related forms before linearization. The specific derivation process is detailed in Appendix A. The following represents the observation equation after cosine transformation:

\[
\begin{bmatrix}
    c \cdot \tau_{\text{RTT}} \\
    r_{2d} \cdot e_\theta \\
    r_{3d} \cdot e_\phi
\end{bmatrix} =
\begin{bmatrix}
    \sqrt{(e_1 - e_0)^2 + (n_1 - n_0)^2 + (u_1 - u_0)^2} \\
    -(e_1 - e_0) \cdot \cos(\theta) + (n_1 - n_0) \cdot \sin(\theta) \\
    (n_1 - n_0) \cdot \frac{\sin(\phi)}{\cos(\theta)} - (u_1 - u_0) \cdot \cos(\phi)
\end{bmatrix}
\]

\[ (3) \]

where \( r_{2d} \) and \( r_{3d} \), respectively, represent the two-dimensional and three-dimensional distance between the UE position and the 5G base station. The \( e_\theta \) and \( e_\phi \) are the error between the measurement and the true value.
2.2. GNSS Measurement Model

2.2.1. GNSS Pseudo-Range Measurement Model

The satellite pseudo-range measurement $\rho$ can be modeled as follows:

$$\rho = r + c(\delta_r - \delta^e) + l + T + n_r \tag{4}$$

where $r$ represents the geometric range between satellite and UE. The $\delta_r$ and $\delta^e$ represent the GNSS-receiver clock bias and the satellite clock bias. $l$ and $T$ are the ionospheric delay distance and tropospheric delay distance, and $n_r$ indicates the errors caused by the multipath effects and receiver noise.

2.2.2. GNSS Doppler Measurement Model

With the Doppler measurement $f_d$, the range-rate measurement $rr$ is expressed as follows:

$$rr = -\lambda f_d \tag{5}$$

where $\lambda$ represents the carrier wavelength of the satellite signal. Meanwhile, the equation followed is obtained by taking the derivative of the above Equation (4),

$$rr = \dot{r} + c(\dot{\delta}_r - \dot{\delta}^e) + n_d \tag{6}$$

where $\dot{r}$ is the geometry range rate, where $\dot{\delta}_r$ and $\dot{\delta}^e$ are the GNSS-receiver clock drift and the satellite clock drift, and where $n_d$ stands for the observed noise. The geometry range rate can also be expressed as follows:

$$\dot{r} = e^{LOS}(v^s - v_r) + \frac{\omega_e}{c}(v^s_y x + y^s v_{x,r} - x^s v_{y,r} - v^s_x y) \tag{7}$$

where $e^{LOS}$ is the unit vector along the Line of Sight (LOS), where $v^s = [v^s_x, v^s_y, v^s_z]^T$ and $v_r = [v_{x,r}, v_{y,r}, v_{z,r}]^T$ represent the velocity vector of satellite and UE, where $\omega_e$ is the Earth-rotation angular velocity, and where $p^s = [x^s, y^s, z^s]^T$ and $p = [x, y, z]^T$ denote satellite position and UE position in Earth-Centered, Earth-Fixed (ECEF) coordinates.

2.3. Fusion Model

The system state includes the UE position, velocity, acceleration, clock bias, and clock drift. Thus, the system state can be expressed as follows:

$$S = [p, v, a, \delta_r, \dot{\delta}_r] \tag{8}$$

Expanding Equation (3) using the Taylor series, the observation equation is as follows:

$$Z_{5G} = H_{5G} \Delta p + \omega_{5G} \tag{9}$$

where $Z_{5G}$ and $\omega_{5G}$ denote the 5G measurement vector and measurement-noise sequence, where $\Delta p$ represents the estimation position errors to be determined, and where $H_{5G}$ denotes the 5G measurement matrix given by

$$H_{5G} = \begin{bmatrix} \frac{e_1 - e_0}{r_d} \cos(\theta) & -\frac{n_1 - n_0}{r_d} \cos(\theta) & \frac{n_2 - n_0}{r_d} \cos(\theta) \\ \frac{e_1 - e_0}{r_d} \sin(\theta) & -\frac{n_1 - n_0}{r_d} \sin(\theta) & 0 \\ 0 & -\frac{n_1 - n_0}{r_d} \sin(\phi) \cos(\theta) & \frac{n_1 - n_0}{r_d} \sin(\phi) \cos(\theta) \end{bmatrix}, \quad Z_{SG} = \begin{bmatrix} c \cdot \tau_{RTT} - r_{3d} \\ -(n_1 - n_0) \cdot \sin(\theta) + (e_1 - e_0) \cdot \cos(\theta) \\ -(n_1 - n_0) \cdot \sin(\phi) \cos(\theta) - (n_1 - n_0) \cdot \cos(\phi) \end{bmatrix} \tag{10}$$

It is noteworthy that the observed information pertaining to azimuth and elevation angles is formulated within the navigation coordinate system. As a result, the position derived through the RTT/AOA-joint-positioning method is inherently situated in the navigation coordinate system. Therefore, in order to achieve a tight coupling of 5G with
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where

\[ \Delta \omega \]

where

\[ H \]

device provided by the Doppler-measurement noise sequence and where \( H \)

equation as:

\[ \text{equation as:} \]

the GNSS-pseudo-range-measurement design matrix given by

\[ \text{matrix from the second row to the third row.} \]

observation equations can be represented as follows:

\[ E \]

is its coordinates in the ECEF coordinate system.

the navigation coordinate system in the geodetic coordinate system and where \( [X_0, Y_0, Z_0] \)

is its coordinates in the ECEF coordinate system. \( E \) is the transformation matrix between

the above two coordinate systems.

Assuming the ECEF coordinates of the 5G base station are \( [X_{bs}, Y_{bs}, Z_{bs}] \), the 5G

observation equations can be represented as follows:

\[ H_{5G,(1,\cdot)} = \begin{bmatrix} \frac{-x-X_{bs}}{r_{sd}} & \frac{-y-Y_{bs}}{r_{sd}} & \frac{-z-Z_{bs}}{r_{sd}} \end{bmatrix} \]

\[ Z_{5G,(1,\cdot)} = \begin{bmatrix} x - X_{bs} \\ y - Y_{bs} \\ z - Z_{bs} \end{bmatrix} \]

\[ H_{5G,(2,\cdot)} = H_{5G,(2,\cdot)} E \]

\[ Z_{5G,(2,\cdot)} = H_{5G,(2,\cdot)} E \begin{bmatrix} x - X_{bs} \\ y - Y_{bs} \\ z - Z_{bs} \end{bmatrix} \]

where \( H_{5G,(1,\cdot)} \) and \( H_{5G,(2,\cdot)} \) represent the matrix \( H_{5G} \) for the first row, as well as the matrix from the second row to the third row.

Expanding Equation (4) using the Taylor series, the observation equation is as follows:

\[ Z_{\text{code}} = H_{\text{code}} \Delta \mathbf{p} + \omega_{\text{code}} \]

where \( \omega_{\text{code}} \) is the pseudo-range-measurement noise sequence and where \( H_{\text{code}} \) denotes

the GNSS-pseudo-range-measurement design matrix given by

\[ H_{\text{code}} = \begin{bmatrix} -\frac{x-x_0}{r} & -\frac{y-y_0}{r} & -\frac{z-z_0}{r} \end{bmatrix} \]

\[ Z_{\text{code}} = \rho - (r + c(\delta r - \delta v) + I + T) \]

Combining Equations (6) and (7), we can obtain the linearized-Doppler-observation equation as:

\[ Z_{\text{doppler}} = H_{\text{doppler}} \Delta \mathbf{v} + \omega_{\text{doppler}} \]

where \( \Delta \mathbf{v} \) represents the estimation velocity errors to be determined, where \( \omega_{\text{doppler}} \) is

the Doppler-measurement noise sequence and where \( H_{\text{doppler}} \) denotes the GNSS Doppler

design matrix provided by

\[ H_{\text{doppler}} = \begin{bmatrix} -\frac{x-x_0}{r} & -\frac{y-y_0}{r} & -\frac{z-z_0}{r} \end{bmatrix} \]

\[ Z_{\text{doppler}} = -\lambda d - [\dot{r} + c(\delta r - \delta v)] \]

Combining the linearized observation equations for 5G RTT/AOA, GNSS pseudo-range, and GNSS Doppler, the observation equations can be expressed as follows:

\[ H = \begin{bmatrix} H_{5G}^{'} & 0_{3 \times 3} & 0_{3 \times 3} & 0 & 0 \\ H_{\text{code}}^{'} & 0_{1 \times 3} & 0_{1 \times 3} & 1 & 0 \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ H_{\text{code}}^{m} & 0_{1 \times 3} & 0_{1 \times 3} & 1 & 0 \\ 0_{1 \times 3} & H_{\text{doppler}}^{1} & 0_{1 \times 3} & 0 & 1 \end{bmatrix} \]

\[ Z = \begin{bmatrix} Z_{5G}^{'} \\ Z_{\text{code}}^{1} \\ \cdots \\ Z_{\text{doppler}}^{1} \end{bmatrix} \]
where \( m \) represents the observed satellite number in the current epoch.

In the scenario of synchronous observations between GNSS and 5G measurements, the entire system equation can be formulated as follows:

\[
\begin{align*}
\mathbf{S}_k &= \mathbf{A}(\mathbf{S}_{k-1}) + \boldsymbol{\theta} \\
\mathbf{Z}_k &= \mathbf{H} (\mathbf{S}_k) + \mathbf{\omega}
\end{align*}
\]

(21)

where functions \( \mathbf{A}(*) \) and \( \mathbf{H}(*) \), respectively, represent the state transition and the measurement function, and where \( \boldsymbol{\theta} \) and \( \mathbf{\omega} \), respectively, represent the system noise vector and the measurement noise vector. \( \mathbf{H} \) defined in Equation (20) is the Jacobian matrix of the measurement function. The Jacobian matrix of the state-transition function is as follows:

\[
\mathbf{A} = \begin{bmatrix}
\mathbf{I}_{3 \times 3} & \Delta t \cdot \mathbf{I}_{3 \times 3} & \Delta t^2 \cdot \mathbf{I}_{3 \times 3} & 0_{3 \times 2} \\
0_{3 \times 3} & \mathbf{I}_{3 \times 3} & \Delta t \cdot \mathbf{I}_{3 \times 3} & 0_{3 \times 2} \\
0_{3 \times 3} & 0_{3 \times 3} & \mathbf{I}_{3 \times 3} & 0_{3 \times 2} \\
0_{2 \times 3} & 0_{2 \times 3} & 0_{2 \times 3} & \mathbf{F}_{2 \times 2}
\end{bmatrix}
\]

\[
\mathbf{F}_{2 \times 2} = \begin{bmatrix}
1 & \Delta t \\
0 & 1
\end{bmatrix}
\]

(22)

where \( \Delta t \) represents the time interval between two adjacent epochs.

The nine elements at the top-left corner of matrix \( \mathbf{A} \) represent the Constant Acceleration (CA) model, and \( \mathbf{F}_{2 \times 2} \) is the GNSS-receiver clock model provided by [35].

Assuming the process noise is white noise following Gaussian distribution, we can obtain the diagonal covariance \( \mathbf{Q} \) provided by

\[
\mathbf{Q} = \begin{bmatrix}
\frac{\sigma_a^2 \Delta t^4}{4} & \frac{\sigma_a^2 \Delta t^3}{2} & \frac{\sigma_a^2 \Delta t^2}{2} & \frac{\sigma_a^2 \Delta t^2}{2} & \frac{\sigma_a^2 \Delta t^2}{2} & \frac{\sigma_a^2 \Delta t^2}{2} \\
\frac{\sigma_a^2 \Delta t^3}{2} & \frac{\sigma_a^2 \Delta t^2}{2} & \frac{\sigma_a^2 \Delta t}{2} & \frac{\sigma_a^2 \Delta t}{2} & \frac{\sigma_a^2 \Delta t}{2} & \frac{\sigma_a^2 \Delta t}{2} \\
\frac{\sigma_a^2 \Delta t^2}{2} & \frac{\sigma_a^2 \Delta t}{2} & \sigma_a^2 & \sigma_a^2 & \sigma_a^2 & \sigma_a^2 \\
0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3} \\
0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3}
\end{bmatrix}
\]

(23)

where \( \sigma_a \) denotes the STD of acceleration and \( \sigma_\eta \) denotes the STD of clock-skew noise in [36].

3. Proposed Fused Method for GNSS/5G Position

When applying the Kalman filter to real-world scenarios, accurate prior information plays a crucial role in balancing errors among observations. This facilitates faster convergence and achieves higher accuracy. Typically, the process-noise and observation-noise matrices in the Kalman filter are constants derived from empirical models and are user-assigned based on experience and observation instrument parameters. However, in practical scenarios, especially when both 5G and GNSS—two distinct positioning systems—are simultaneously employed in navigation and positioning scenarios, it becomes challenging for the constant matrix values to accurately reflect observation quality and balance weights between systems under varying observation conditions [37]. Mehra [38] categorizes adaptive estimation methods into four types: Bayesian, correlation, covariance matching, and maximum-likelihood methods. Covariance matching, a well-known adaptive estimation method, adjusts its variance–covariance matrix based on information and theoretical residuals [39]. One prominent example is the Sage–Husa Adaptive Kalman Filter (SHAKF) [40]. However, in real-world scenarios, the variance–covariance matrix calculated by SHAKF may become non-positive, leading to instability in the numerical calculations. The implementation flow chart of the SHAKF algorithm is shown in Figure 2.
Figure 2. Implementation flowchart of the SHAKF, where \( d_k = \frac{(1 - b)}{(1 - b^{k+1})} \) is the amnestic factor and \( b \) is the forgetting factor usually chosen in the range from 0.95 to 0.99.

This paper proposes a robust adaptive method for estimating noise matrices between different systems in practical scenarios. The method utilizes the iterative Kalman filter with innovation and posterior residual estimation, ensuring the symmetry and positive definiteness of the measured noise matrix \( R \). Simultaneously, it maintains the numerical stability of SHAKF. Subsequently, observation outliers are identified using the Mahalanobis-distance judgment index based on the posterior residual. Their weights are automatically reduced during the iterative estimation of the noise parameters.

3.1. Iteration-Residual-Based Adaptive Estimation of \( R \)

The primary limitation in the estimation of the adaptive-observation noise matrix \( R \) in SHAKF is associated with the following formula [35]:

\[
\hat{R}_k = G_k - H\bar{P}_k H^T
\]  
(24)

The subtraction applied to the estimation of the adaptive-observation noise matrix \( R \) tends to render the matrix non-positive definite and, in extreme cases, singular. This susceptibility leads to numerical instability and divergence of the filter. Currently, the predominant approach in this field involves replacing the adaptive-observation noise-matrix-\( R \) estimation based on innovation (\( e_k \)) in Figure 2 with the estimation based on the posterior residual (\( m_k \)) defined as

\[
m_k = Z_k - H\bar{S}_k
\]  
(25)

Here, according to [37], the new estimation for \( R_k \) is given by

\[
\hat{R}_k = (1 - d_k)\hat{R}_{k-1} + d_k(m_k m_k^T + H\bar{P}_k H^T)
\]  
(26)

This substitution helps circumvent the use of subtraction, thereby enhancing the stability of the filter.
3.2. Innovation-Based Adaptive Estimation of $Q$

The estimation of the adaptive-process noise matrix $Q$ in SHAKF resembles that of the observed noise. Since $P_k - AP_{k-1}A^T$ is not guaranteed to be positive definite, there is a risk of $Q$ singularity leading to filter divergence. According to Equation (21), the process noise can be computed using \[\hat{\vartheta}_k = \hat{S}_k - A(\hat{S}_{k-1}) = \hat{S}_k - \bar{S}_k = K_k[Z_k - h(\bar{S}_k)] = K_k e_k\] (27)

As a result, the adaptive $Q$ can be expressed as follows to avoid singularity of the matrix and simultaneously to keep the complexity of the filter low:

\[\hat{Q}_k = (1 - d_k)\hat{Q}_{k-1} + d_k(K_k e_k e_k^T K_k^T)\] (28)

3.3. Dual Gross Error Detection Based on Mahalanobis Distance

Given that the Kalman filter in this paper operates under the Gaussian hypothesis, the presence of gross errors in the measurements can introduce bias to the innovation calculated based on these measurements. This bias can significantly impact the filter’s performance. In such cases, a common approach is to inflate the observed variance associated with gross errors, enhancing the filter’s robustness against them. While the adaptive filtering method based on innovation and posterior residual already exhibits some resistance to gross errors, this paper proposes a double gross error detection method based on the Mahalanobis distance and an adaptive forgetting factor adjustment method. These techniques aim to further enhance the filter’s ability to handle gross errors. In the presence of a gross error, the observed variance is initially expanded using the following formula:

\[\hat{R}_k = M\hat{R}_k\] (29)

where $M = diag \{\lambda_1, \lambda_2 \ldots \lambda_n\}$ is the scale factor matrix, which is determined by \[\lambda_k = \begin{cases} 1 & \epsilon < k_0 \\ \frac{\epsilon}{k_0} \cdot \frac{(k_1 - k_0)^2}{(k_1 - \epsilon)^2} & k_0 \leq \epsilon < k_1 \\ \infty & k_1 \leq \epsilon \end{cases}\] (30)

where $k_0$ represents the quantile parameter and $k_1$ represents the elimination points. In this paper, $k_0$ and $k_1$ were taken as 1 and 5, respectively, and $\epsilon$ denotes the Mahalanobis distance expressed as

\[\epsilon = \sqrt{\frac{m_1 m_1^T}{tr(G_k)}}\] (31)

The gross-error-detection method outlined above is applied to both the measurement updating process and the adaptive-measurement noise matrix updating process. This application results in the reduction of gross error weights, thereby enhancing the robustness of the system. Simultaneously, attention is given to the impact of the forgetting factor on adaptive filtering. A higher forgetting factor assigns more weight to the previous adaptive $R$. Consequently, in the presence of gross errors or significant changes in external conditions, the adaptive matrix may fail to accurately reflect the changes. To address this, it
becomes essential to perform adaptive updating to improve filtering accuracy. Similar to the variance-inflation factor, the adaptive forgetting factor is determined as follows:

\[
b = \begin{cases} 
b_0, & \varepsilon < k_0 \\
b_1 + (b_0 - b_1) \cdot \frac{k_2}{\varepsilon} \cdot \frac{(k_1 - \varepsilon)^2}{(k_1 - k_0)^2}, & k_0 \leq \varepsilon < k_1 \\
b_1, & 1 \leq \varepsilon \end{cases}
\]

where \(b_0\) represents the initial forgetting factor, given as 0.7 in this paper, and \(b_1\) is taken as 0.3.

4. Theoretical Analysis Based on Cramer–Rao Lower Bound (CRLB)

The CRLB can reflect the lower limit of variance in unbiased estimates [42]. For this Section, a simulation-positioning experiment based on the CRLB was performed for 5G RTT/AOA positioning. The objective was to verify that, compared with the traditional first-order partial differential (Atan) algorithm, the 5G RTT/AOA cosine linear (Acos) model achieves higher accuracy with fewer iterations. MATLAB 2023a was employed to generate and process 5G simulated data. The computer configuration used for these experiments was as follows: Intel i7-9700K (CPU), 16 GB (RAM), and Windows 10 (64 bit).

4.1. 5G RTT/AOA Parameter Settings Based on CRLB

The GPP TS38.855 [10] evaluates the performance of 5G in three distinct positioning scenarios: Urban Micro (UMi), Urban Macro (UMa), and Indoor Office, and the simulation experiment is conducted within the UMi scenario set in an urban environment. The scenario range specified in this paper was 200 \(\times\) 200 m. The coordinate system chosen was the navigation coordinate system. Additionally, the positioning points were randomly distributed within the scenario covered by the base station. The height of the terminal was set to 1.5 m, with a fixed standard deviation of 1 m for ranging. The standard deviation of the angular measurement of AOAs was denoted as \(\sigma_\theta = \sigma_\phi\), ranging from 0 to 9 degrees with an increment of 0.5 degrees. We randomly generated simulation points by setting the noise value and the derivation part of the observation noise based on the CRLB in Appendix B. There were 18 groups of comparison experiments for angular variance of AOAs. To ensure the stability and credibility of the experimental results, 10,000 observations were randomly generated in each group of experiments.

4.2. Performance Evaluation

Firstly, the efficiency of the Acos method and the Atan method in RTT/AOA joint positioning for a single base station was compared. When using least squares to solve nonlinear problems, the convergence of the problem and the number of iterations are two distinct criteria. For this Section, the positioning success rate and the average number of iterations of the Acos and Atan methods were calculated based on 18 groups of experiments, each comprising 10,000 observations. The results are presented in Table 1. Among the 10,000 observations, the Atan method successfully obtained convergent and correct solutions 8311 times, resulting in a positioning success rate of 83.11%. The average number of iterations for successfully positioned solutions was 9.17 times. In contrast, the Acos approach significantly reduced the average number of iterations to 3 and achieved a positioning success rate of 100%. The experiment demonstrated that the efficiency of the Acos method is significantly superior to the Atan method for solving the RTT/AOA-joint-positioning problem for a single base station.

Table 1. Efficiency comparison of single-base-station positioning algorithms.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Success Rate</th>
<th>Number of Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acos</td>
<td>100.00%</td>
<td>3.00</td>
</tr>
<tr>
<td>Atan</td>
<td>83.11%</td>
<td>9.17</td>
</tr>
</tbody>
</table>
This set of experiments also compared the localization results of the Acos method and the Atan method. The Root Mean Square Error (RMSE) of the positioning results is illustrated in Figure 3. The blue line, red line, and black line represent the variations of the Acos method, the Atan method, and the CRLB RMSE with the standard-deviation-of-angle observation. In Figure 3, the circle represents the two-dimensional positioning, the triangle represents the three-dimensional positioning, and the lower limit of the CRLB represents the variance’s lower limit achievable by the joint positioning of RTT/AOA for the single base station under the current parameter setting. As the standard-deviation-of-angle measurement increased, the trend of the six lines remained consistent, and the positioning error linearly increased. The positioning error of both the Acos method and the Atan method was greater than the lower limit of the CRLB. Notably, the Acos method exhibited slightly superior positioning errors in both two-dimensional and three-dimensional results.

![Figure 3. RMSE comparison of single-base-station positioning algorithms over an area of 200 by 200 m.](image)

To emphasize the distinctions between the Acos and Atan methods in the positioning results, Table 2 provides a comparison of two-dimensional and three-dimensional positioning errors for 10,000 random observations at $\sigma_T = 1$ m and $\sigma_{AOA} = 1^\circ$. The table includes the mean, maximum, minimum, and standard deviation of the error, with the results of the Acos method highlighted in bold. The average two-dimensional and three-dimensional positioning errors of the Acos method were 1.85 m and 2.64 m, respectively, compared to the average positioning errors of the Atan method, which were 1.95 m and 2.72 m, indicating increases of 5.13% and 2.94%, respectively.
Table 2. Comparison of RTT/AOA positioning errors in a single base station.

<table>
<thead>
<tr>
<th>Index</th>
<th>Acos-2D</th>
<th>Atan-2D</th>
<th>Acos-3D</th>
<th>Atan-3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Value</td>
<td>1.89</td>
<td>1.95</td>
<td>2.64</td>
<td>2.72</td>
</tr>
<tr>
<td>Max Value</td>
<td>12.05</td>
<td>12.05</td>
<td>12.07</td>
<td>12.07</td>
</tr>
<tr>
<td>Min Value</td>
<td>0.02</td>
<td>0.03</td>
<td>0.11</td>
<td>0.14</td>
</tr>
<tr>
<td>STD</td>
<td>1.30</td>
<td>1.33</td>
<td>1.54</td>
<td>2.72</td>
</tr>
</tbody>
</table>

Based on the experiment, the Acos method performs better than the Atan method in solving the RTT/AOA-joint-positioning problem for a single base station, both in terms of solution efficiency and positioning accuracy. This demonstrates the effectiveness of the RTT/AOA solution proposed in this paper. The Acos method will continue to be used in subsequent fusion experiments.

5. 5G/GNSS Semiphysical Experiment

5.1. Experiment Settings

In order to verify the performance of the proposed algorithm, semiphysical experiments of GNSS in typical scenarios were carried out. GNSS data, including pseudo-range and Doppler measurements of GPS L1/L2 and BDS B1/B3 signals, were collected in Wuhan University on 1 August 2023. We calculated the real distance and angle from each preset 5G base station to the UE at each epoch and we estimated the CRLB of 5G RTT/AOA measurements by the distance-dependent noise model in Appendix B. According to the CRLB, the standard deviation of observation noise was estimated. The 5G RTT/AOA data were synthetically generated by introducing appropriate observation noise following white Gaussian noise. The reference truth value acquired through the high-precision integrated navigation system could reach centimeter-level in most scenarios and decimeter-level in a few scenarios. Figure 4a shows the measured scene, and Figure 4b shows the experimental route.

5.2. Performance Evaluation

This group of experiments evaluated the gain of 5G data to the positioning system, and it compared the proposed fusion algorithm with the positioning of a single data source. Additionally, the performance of the proposed fusion algorithm was compared with common industry methods, such as standard EKF, Weighted Least Squares (WLS) [35], SHAKF, and the Innovation-based Anti-Error Kalman Filter (IAEKF) [35] to validate its effectiveness. Figure 5 illustrates the final positioning trajectory of various algorithms on the remote-sensing image map. Figure 6 presents the Cumulative Distribution Function (CDF) statistical diagram for these algorithms, while Figure 7 displays the Root Mean Square (RMS) error
distribution diagram for the same set of algorithms. Table 3 shows the comparison of errors of each algorithm, including the average error and the error at $1\sigma/2\sigma/3\sigma$ levels. Analysis of the three graphs reveals that the 5G/GNSS-fusion positioning algorithm demonstrated enhanced performance when compared to a single data source employing the same weighted-least-squares algorithm. Among all the algorithms utilizing Kalman filtering, the SHAKF exhibited the poorest performance, with errors at $1\sigma/2\sigma/3\sigma$ levels measuring 2.38 m, 4.56 m, and 7.22 m, respectively. An examination of the adaptive noise matrix during the algorithm’s operation reveals that, in many instances, the noise matrix failed to maintain a positive definite matrix and, at times, approached singularity, which confirmed the limitations of the SHAKF algorithm proposed earlier. The standard Extended Kalman Filter algorithm outperformed the Tight Coupled Weighted Least Squares (TcWLS) [13] algorithm by considering the time correlation. However, the constant noise matrix in the system model could not adapt to changing observation conditions in dynamic environments and lacked resistance to gross errors, leading to a certain degree of accuracy loss. The Weighted Robust Iterative Adaptive Kalman Filter, as presented in this paper, exhibited the best performance. Compared to the second-best-performing IAEKF, the WRIAKF demonstrated improvements of 30%, 13.79%, and 71.18% at $1\sigma/2\sigma/3\sigma$ levels, respectively. These findings thoroughly demonstrate the superiority of the proposed algorithm.

In addition, as is shown in Figures 7 and 8, all kinds of temporal-filtering algorithms except SHAKF have good performance when the number of satellites is sufficient and stable. However, it is worth noting that near the trajectory terminal, due to the occlusion of buildings, the number of observable satellites decreases sharply and the observation environment changes dramatically. In such challenging conditions, the SPP fails to provide a positioning solution, and other filter-based or TcWLS algorithms are more or less affected by interference. The WRIAKF algorithm, introduced in this paper, demonstrates minimal susceptibility to these challenges, thanks to its implementation of dual gross error detection and adaptive adjustment of the forgetting factor. This substantiates that the WRIAKF algorithm consistently delivers robust localization performance even in scenarios with rapidly changing observation environments.

Table 3. Comparison of RTT/AOA positioning errors in a single base station.

<table>
<thead>
<tr>
<th>Index</th>
<th>SPP:GNSS</th>
<th>SPP:5G</th>
<th>TcWLS</th>
<th>SEKF</th>
<th>SHAKF</th>
<th>IAEKF</th>
<th>WRIAKF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>3.78</td>
<td>0.89</td>
<td>0.86</td>
<td>0.68</td>
<td>1.96</td>
<td>0.60</td>
<td>0.42</td>
</tr>
<tr>
<td>$1\sigma(68%)$</td>
<td>4.26</td>
<td>1.07</td>
<td>1.04</td>
<td>0.79</td>
<td>2.39</td>
<td>0.58</td>
<td>0.50</td>
</tr>
<tr>
<td>$2\sigma(95%)$</td>
<td>8.24</td>
<td>1.95</td>
<td>1.79</td>
<td>1.45</td>
<td>4.56</td>
<td>1.00</td>
<td>0.94</td>
</tr>
<tr>
<td>$3\sigma(99%)$</td>
<td>14.23</td>
<td>2.99</td>
<td>2.58</td>
<td>2.24</td>
<td>7.45</td>
<td>3.99</td>
<td>1.15</td>
</tr>
</tbody>
</table>

Figure 5. Positioning trajectory of various algorithms.
5.3. Discussion

When considering traditional GNSS in urban environments or amid high-rise buildings, signal blockage and frequent multipath interference often lead to inaccurate positioning. In contrast, the 5G signal harnesses its advantages of low latency, high bandwidth, and large capacity. It can provide positioning information even in intricate scenarios, such as indoor areas and urban canyons, which compensates for the shortcomings and limitations of GNSS to a certain extent. Moreover, 5G networks generally exhibit greater stability than GNSS signals. Consequently, the amalgamation of 5G and GNSS positioning confers enhanced reliability in inclement weather or challenging conditions, bearing particular significance for emergency rescue operations, traffic management, and military applications.
In practical-application scenarios, User Equipment often establishes a connection with only one base station. However, due to limitations in the number of observations and the geometric distribution, the positioning accuracy of a single base station is significantly reduced. Hence, there is a need to explore the positioning algorithms specific to 5G single base stations. Additionally, addressing the 5G-single-base-station RTT/AOA-joint-positioning challenge, a novel approach is introduced. This method involves the transformation of the arctangent trigonometric function into cosine functions, followed by linearization. This transformation mitigates the issue of high non-linearity between observation angles and position coordinates. Furthermore, the proposed algorithm’s advantages are analyzed through simulation experiments. To tackle the problems related to noise-matrix assignment in the standard EKF algorithm and the adjustment of weights between different observation systems in the absence of prior information, a fusion positioning algorithm is proposed. This algorithm leverages 5G angle, distance, GNSS pseudo-range, and Doppler measurements for adaptive Kalman filtering. Aiming at the problem of non-positivity or singularity of the noise matrix in SHAKF, this algorithm resolves by replacing the adaptive-observation noise matrix R estimation based on the prior residual with an estimation based on the posterior residual. It also introduces dual gross error detection adaptive correction of the forgetting factor based on innovation in the iterative Kalman filter to enhance accuracy and robustness. Finally, semiphysical experiments validate the proposed algorithm’s improvements in positioning accuracy and reliability.

6. Conclusions

In this study, we mainly discussed the problems of high linearization of user position and angle in the 5G RTT/AOA joint positioning of a single base station, lack of accurate prior information and assignment of observation noise under different observation conditions. In response to these problems, angle cosine and WRIAKF algorithms were proposed, respectively. The robustness and superiority of the algorithm were verified by simulation and semiphysical experiments. The numerical results showed that compared with the traditional Atan method, the Acos method reduced the average number of iterations from 9.17 to 3 with higher accuracy, which greatly improves the efficiency of the algorithm. Meanwhile, compared with the standard EKF, the WRIAKF algorithm improved by 48.66%, 35.17%, and 38.23% at 1σ/2σ/3σ, respectively.
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Appendix A

In this appendix, the observed radian value of the inverse triangle is converted to distance correlation by means of mathematical derivation and is then linearized. The angle cosine model is used in the process of distance observation, and the arctangent trigonometry formula is expressed by the sine formula and the cosine formula. The real angles are denoted as $\tilde{\theta}$ and $\tilde{\phi}$ and the observed errors between the true and observed values can be denoted as $e_\theta$ and $e_\phi$:

\[
\begin{align*}
  e_\theta &= \tilde{\theta} - \theta \\
  e_\phi &= \tilde{\phi} - \phi
\end{align*}
\]  

(A1)

Substituting the inverse trigonal function in Equation (2) with the cosine formula and the sine formula, the following formula can be obtained:

\[
\begin{bmatrix}
  e_1 - e_0 \\
  n_1 - n_0 \\
  u_1 - u_0
\end{bmatrix} =
\begin{bmatrix}
  r_{2d} \cdot \sin(\theta) \\
  r_{2d} \cdot \cos(\theta) \\
  r_{3d} \cdot \sin(\phi)
\end{bmatrix}
\]  

(A2)

Multiply both sides of the Equation (A1) by $r_{2d}$ and $r_{3d}$, respectively, to obtain:

\[
\begin{align*}
  r_{2d} \cdot \sin(e_\theta) &= r_{2d} \cdot \sin(\tilde{\theta} - \theta) \\
  r_{3d} \cdot \sin(e_\phi) &= r_{3d} \cdot \sin(\tilde{\phi} - \phi)
\end{align*}
\]  

(A3)

By introducing the sum and difference formulas, and substituting Equation (A2), we can obtain the error equation about the user position with the truth value of the angle:

\[
\begin{align*}
  r_{2d} \cdot \sin(e_\theta) &= (n_1 - n_0) \cdot \sin(\tilde{\theta}) - (e_1 - e_0) \cos(\tilde{\theta}) \\
  r_{3d} \cdot \sin(e_\phi) &= (n_1 - n_0) \cdot \frac{\sin(\tilde{\phi})}{\cos(\tilde{\theta})} - (u_1 - u_0) \cos(\tilde{\phi})
\end{align*}
\]  

(A4)

In the above formula, $\theta$ and $\phi$ are used to represent angles. In addition, when the angle error $e_\theta$ is very small, $\sin(e_\theta)$ is approximately equal to $e_\theta$, so Equations (A4) can be written as:

\[
\begin{align*}
  r_{2d} \cdot e_\theta &= (n_1 - n_0) \cdot \sin(\tilde{\theta}) - (e_1 - e_0) \cos(\tilde{\theta}) \\
  r_{3d} \cdot e_\phi &= (n_1 - n_0) \cdot \frac{\sin(\tilde{\phi})}{\cos(\tilde{\theta})} - (u_1 - u_0) \cos(\tilde{\phi})
\end{align*}
\]  

(A5)
Appendix B

The Cramer–Rao Lower Bound (CRLB) serves as a representation of the minimum variance achievable for an unbiased estimate. Utilizing information such as observation location, transmitting and receiving system parameters, and the channel transmission model, it is possible to derive the lower variance limit for 5G observations. Therefore, based on the Additive White Gaussian Noise (AWGN) channel model [43], and employing the approach outlined by Abu-Shaban et al. [44] to estimate the lower limits of AOA, ZOA, and TOA in 5G upstream and downstream millimeter wave positioning, the lower limit of variance, which is related to the Signal-to-Noise Ratio (SNR) and system parameters, can be determined under LOS conditions:

\[
\begin{align*}
\sigma_{\theta,\text{CRLB}}^2 &= \frac{G_1}{\Gamma} \\
\sigma_{\phi,\text{CRLB}}^2 &= \frac{G_2}{\Gamma} \\
\sigma_{\text{TOA,\text{CRLB}}}^2 &= \frac{G_3}{4\pi^2} 
\end{align*}
\] (A6)

where \(\sigma\) and \(\varphi\) denote the AOA and Zenith Of Arrival (ZOA) measurements. The \(\Gamma\) represents the SNR associated with the 5G signal, while \(G_1\), \(G_2\), and \(G_3\) denote the information related to the received signal space and system parameters corresponding to AOA, ZOA, and TOA, respectively. For the \(\Gamma\), Bai et al. [34] employed the CI-path-loss model [45] to establish the lower limit of observation variance, which is solely related to the parameters of the transmitting and receiving system and the terminal distance. Based on this, the aforementioned Equation (A6) can be reformulated as:

\[
\begin{bmatrix}
\sigma_{\theta,\text{CRLB}}^2 \\
\sigma_{\phi,\text{CRLB}}^2 \\
\sigma_{\text{TOA,\text{CRLB}}}^2
\end{bmatrix} = \left(\frac{2\omega_c}{c}\right)^2 10^{\frac{10}{10}} d^{\beta} \begin{bmatrix}
K_{\theta,0}^{-1} \\
K_{\phi,0}^{-1} \\
K_{\tau,0}^{-1}
\end{bmatrix}
\] (A7)

where \(\omega_c = 2\pi f_c\), \(A_0 = (N_R N_T E_S)^{\frac{1}{2}} a_R a_T^H B\), \(N_R\) and \(N_T\) are the numbers of receiving and transmitting antennas, respectively, \(E_S\) is the launch power, \(a_R\) and \(a_T\) are the receiving- and transmitting-antenna response vectors, respectively, and \(B\) is the directional beam matrix. \(K\) is the coefficient related to the signal and correlation time, formulated as follows:

\[
K = \frac{1}{N_0} \int_0^{T_0} \text{real} \left\{ \left\langle \frac{\partial q(t - \tau)}{\partial \mu} \right\rangle^2 \right\} dt
\] (A8)

where \(q\) is the flight signal used for positioning and \(\mu\) represents \(\theta, \varphi\), and \(\tau\). According to the lower-bound variance of the AOA and TOA observations, the observations based on the signal model can be obtained:

\[
\begin{align*}
\theta_{0,\text{obs}} &= \theta_0 + \sigma_{\theta,\text{CRLB}} \cdot \alpha \\
\varphi_{0,\text{obs}} &= \varphi_0 + \sigma_{\phi,\text{CRLB}} \cdot \beta \\
\tau_{0,\text{obs}} &= \tau_0 + \sigma_{\tau,\text{CRLB}} \cdot \gamma
\end{align*}
\] (A9)

where are random numbers with a Gaussian distribution \(N(0, 1^2)\). According to Equation (A9), 5G observation varying with the distance from the base station can be obtained.
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