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Abstract: Continuous advancements in GNSS systems have led, apart from the broadly used GPS, to the development of other satellite systems (Galileo, BeiDou, GLONASS), which have significantly increased the number of available satellites for GNSS positioning applications. However, despite GNSS satellites’ redundancy, a potential poor GNSS satellite signal (i.e., low signal-to-noise ratio) can negatively affect the GNSS’s performance and positioning accuracy. On the other hand, selecting high-quality GNSS satellite signals by retaining a sufficient number of GNSS satellites can enhance the GNSS’s positioning performance. Various methods, including optimization algorithms, which are also commonly adopted in artificial intelligence (AI) methods, have been applied for satellite selection. In this study, five optimization algorithms were investigated and assessed in terms of their ability to determine the optimal GNSS satellite constellation, such as Artificial Bee Colony optimization (ABC), Ant Colony Optimization (ACO), Genetic Algorithm (GA), Particle Swarm Optimization (PSO), and Simulated Annealing (SA). The assessment of the optimization algorithms was based on two criteria, such as the robustness of the solution for the optimal satellite constellation and the time required to find the solution. The selection of the GNSS satellites was based on the weighted geometric dilution of precision (WGDOP) parameter, where the geometric dilution of precision (GDOP) is modified by applying weights based on the quality of the satellites’ signal. The optimization algorithms were tested on the basis of 24 h of tracking data gathered from a permanent GNSS station, for GPS-only and multi-GNSS data (GPS, GLONASS, and Galileo). According to the comparison results, the ABC, ACO, and PSO algorithms were equivalent in terms of selection accuracy and speed. However, ABC was determined to be the most suitable algorithm due it requiring the fewest number of parameters to be set. To further investigate ABC’s performance, the method was applied for the selection of an optimal GNSS satellite subset according to the number of total available tracked GNSS satellites (up to 31 satellites), leading to more than 300 million possible combinations of 15 GNSS satellites. ABC was able to select the optimal satellite subsets with 100% accuracy.
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1. Introduction

The Global Navigation Satellite System (GNSS) is a system of satellites that provides positioning, navigation, and timing (PNT) services and consists of GPS (Global Positioning System, USA), GLONASS (Global Navigation Satellite System, Russian), Galileo (European Union), BDS (BeiDou Navigation Satellite System, China), and other regional navigation satellite systems. Due to the recent development in GNSS satellite systems, the number of satellites available in space reached 114 in January 2024: 31 GPS [1], 24 GLONASS, 24 Galileo, and 35 BeiDou satellites [2]. As a result, the number of satellites simultaneously visible from a single location, depending on the geographic location, can reach or exceed...
30 [3]. The potential of using such a diverse and large number of GNSS satellites can improve the accuracy and availability of GNSS solutions for positioning, navigation, and timing (PNT) services. However, it also has limitations.

More specifically, the number of computations required for GNSS positioning grows as the number of used GNSS satellites increases. Compared to 10 GNSS satellites, the required time for processing the position based on 20 and 30 GNSS satellites increases by a factor of 3 and 6, respectively [4]. In addition, GNSS positioning accuracy generally increases with the number of available satellites, but practically no further enhancement is achieved after a certain number of satellites [5,6]. This was also revealed by Msaewe et al. [7] using zero-baseline GNSS measurements. The accuracy of GNSS positioning did not improve with the decrease in geometric dilution of precision (GDOP). Moreover, increasing the number of GNSS satellites cannot always guarantee a higher-quality sustained position. The positioning derived from multi-satellite system (multi-GNSS) integration is not of the highest possible accuracy due to introduced errors from various error sources. Some representative examples of error sources are multipath error [8] and inter-system bias [7], even under relative positioning [9]. Also, one of the main requirements in many GNSS monitoring applications is to limit as much as possible the GNSS data size for more sustainable and reliable GNSS data transmission, which makes it important to choose only optimal satellites which will lead to an accurate and reliable GNSS solution. Therefore, GNSS satellite selection is required to not only improve the GNSS’s performance but also to make the application of GNSS technology more sustainable.

GNSS satellite selection is the process of choosing the right GNSS satellite combination from the available GNSS satellites, aiming for better positioning quality with a lower computational load [10]. Various satellite selection criteria have been used for selecting satellites, including satellite elevation angle [11–13], satellite signal quality [14,15], GDOP [3,16,17], and weighted GDOP (WGDOP) [18,19]. Since GNSS accuracy is affected by both satellite geometry (i.e., GDOP) and satellite signal quality, the WGDOP, which is based on the satellite signal quality and the satellite geometry (GDOP), can be considered as the most suitable criterion for choosing satellites.

The optimal satellite subset based on WGDOP (for subsets with a specific number of satellites) can be determined simply and accurately by checking the WGDOP value for all possible satellite subsets (of the same number of satellites) and then considering the satellite subset with the lowest WGDOP value as the optimal one. This technique is known as the traditional method (TM). However, due to the required matrix inversion, the TM can be time-consuming as it calculates the WGDOP value of all possible satellite subsets, especially if the number of available tracked GNSS satellites is large. To reduce this computational burden, various techniques including the closed-form solution [18,19], maximum volume [20], artificial neural network (ANN) [21], and optimisation algorithms [22,23] have been used to select optimal satellite subsets based on WGDOP.

The closed-form solution reduces the TM’s computational complexity [16,24]. However, it cannot reduce the number of calculations, so it becomes time-consuming when the number of satellites increases [25]. The maximum volume method is based on maximizing the volume of the tetrahedron or orthogonal projection created between the satellites [22,26]. The WGDOP value decreases (improves) as the tetrahedron volume and maximum orthogonal projection increase. However, the positioning quality obtained with the selected satellites via this method is not guaranteed [25,27], as the method focuses on maximizing the volume of the tetrahedron/orthogonal projection and not on the WGDOP value [22,27], and it is also a time-consuming technique [27]. On the other hand, ANN and optimization algorithms, which are broadly applied in artificial intelligence (AI) problems, can both provide good results in satellite selection [22,28,29]. However, optimization algorithms, contrarily to ANNs and generally to any AI or machine-learning algorithms, do not require any training or, consequently, any large dataset for training [30–32], which makes optimization algorithms faster than ANNs. In addition, an ANN-trained model could be difficult to apply due to the varying geometry of tracked satellites due to the different
revolution periods of GNSS systems [30,31]. Thus, optimization algorithms are potentially more suitable for the selection of satellites than ANNs and similar AI techniques.

In the current study, we investigated five well-known optimization algorithms, the Artificial Bee Colony (ABC), Ant Colony Optimization (ACO), Genetic Algorithm (GA), Particle Swarm Optimization (PSO), and Simulated Annealing (SA), and evaluated which optimization algorithm was the most suitable and reliable for selecting optimal GNSS satellites in a subset from available tracked GNSS satellites. The evaluation of the five optimization algorithms was based on two criteria: (i) the validity of the selected GNSS satellites of each optimization algorithm in terms of high signal quality and optimal geometry (WGDOP) of the satellite subset and (ii) the required computation time of each optimization algorithm for satellite optimization. For the first criterion, we considered the selection of the GNSS satellite subset derived from the TM with the lowest value of WGDOP as the actual truth for the most optimal GNSS satellite subset (for a given number of GNSS satellites in the subset). We compared the WGDOP value of the optimal satellite subset from each optimization algorithm with that of the optimal GNSS satellite subset derived from the TM. We consider an optimization algorithm to be accurate when the WGDOP value of its selected optimal satellite subset exactly matches the WGDOP value of the TM optimal satellite subset, and consequently, the accuracy expresses how closely the WGDOP value of the selected GNSS satellite subset of each optimization algorithm matches that of the TM optimal GNSS satellite subset.

The optimization algorithm with the highest accuracy in the selection of the optimal GNSS satellite subset and the shortest required computation time was considered as the most suitable and reliable. The current study was based on 24 h data of GNSS permanent data, where the optimization algorithms selected the GNSS satellite subset for each epoch and compared against the optimal subset derived for the corresponding epoch from the TM. This study is the first attempt at an overall evaluation of the five optimization algorithms in the problem of selecting an optimal GNSS satellite subset, by (i) examining the accuracy required from each optimization algorithm against the TM based on real GNSS data and (ii) evaluating the impact of functional principles, settings, and parameters on the performance of the optimization algorithms regarding the problem of the optimization of tracked GNSS satellite subsets.

2. GNSS Satellite Constellation Determination

2.1. Weighted Geometric Dilution of Precision (WGDOP)

The accuracy of the obtained GNSS position depends on satellite geometry (GDOP) and user range equivalent error (UERE) [21,22]. The UERE indicates the quality of satellite measurements (pseudo-range), and it is affected by the satellite signal power [33,34], which can be expressed by the value of signal-to-noise ratio (SNR) and carrier-to-noise ratio (CNR) [34]. The value of SNR and CNR increases with the strength of a satellite signal [35]. Since the GNSS’s positioning accuracy relies on GDOP and UERE, satellites should be selected based on them. However, calculating the UERE value can be more complex compared to the values of signal power (SNR/CNR), which are directly calculated by the receiver. Thus, the optimal satellite subsets were selected based on the satellite geometry (GDOP) and signal power (CNR) using WGDOP. Similar to GDOP, the value of WGDOP decreases with the improvement in the geometry of the satellite constellation, and it can be computed as follows:

\[
WGDOP = \sqrt{\text{trace}(H^TWH)}^{-1}
\]

\[
H = \begin{bmatrix}
\cos E_1 \sin A_1 & \cos E_1 \cos A_1 & \sin E_1 & 1 \\
\cos E_2 \sin A_2 & \cos E_2 \cos A_2 & \sin E_2 & 1 \\
\vdots & \vdots & \vdots & \vdots \\
\cos E_n \sin A_n & \cos E_n \cos A_n & \sin E_n & 1
\end{bmatrix}
\]
where $H$ is the geometry matrix determined based on the elevation angle, $E_n$, and azimuth, $A_n$, of the $n_{th}$ satellite, and $W$ is the weighting matrix, where $w_n$ is the weight of the $n_{th}$ satellite. According to Du et al. (2020) [22], the weight $w_n$ is defined as the SNR of the $n_{th}$ satellite. However, the CNR was used instead of the SNR in the current study because it was obtained from the receiver. The WGDOP based on the CNR will be called CNR-WGDOP.

2.2. Traditional Method (TM)

The TM is an exhaustive search method to determine optimal GNSS satellite constellations/subsets after checking the quality of all possible GNSS satellite subsets. The TM uses the WGDOP (or GDOP) as a quality criterion. It checks the WGDOP value of all possible GNSS satellite subsets to define the optimal GNSS satellite subset with the lowest WGDOP value [21]. Checking the quality of all possible satellite subsets delivers the optimal satellite combination and, therefore, the TM can be considered the ground truth. However, it becomes time-consuming when the number of satellites increases because the number of possible satellite subsets increases dramatically. For instance, in the cases of 15 and 25 available GNSS satellites, the possible satellite combinations of 10 satellites are about 3 thousand and more than 3 million, respectively.

2.3. Optimization Algorithms

In the current study, five optimization algorithms (ABC, ACO, GA, PSA, SA) were implemented to find the optimal GNSS satellite subset by using the parameter CNR-WGDOP as a cost function, of which the minimum value would indicate the corresponding optimal GNSS satellite subset. In contrast to the TM, optimization algorithms can identify an optimal solution (i.e., the optimal GNSS satellite subset) without checking the quality of all possible solutions, requiring potentially less time. However, the accuracy of the optimal solution of optimization algorithms is subject to their functioning principles, settings, and parameters, which are explained briefly below.

2.3.1. Artificial Bee Colony (ABC)

ABC is an algorithm developed by Karaboga (2005) to simulate the foraging behavior of bees [36]. The algorithm is population-based as it generates multiple numbers of artificial bees. ABC splits these bees into three groups: employed bees, onlooker bees, and scout bees. Each type of bee is assigned to different research tasks. Through sharing information on discovered possible solutions (quality and location in the search space) among the bees (Figure 1), ABC can converge toward the optimal solution. ABC is flexible as it can be used for various types of problems, with the requirement of very few control parameters [37,38], which leads to reliable and robust results. However, ABC is relatively weak in local searching [39].

\[
W = \begin{bmatrix}
  w_1 & 0 & \ldots & 0 \\
  0 & w_2 & \ldots & 0 \\
  \ldots & \ldots & \ddots & \ldots \\
  0 & 0 & \ldots & w_n \\
\end{bmatrix}
\]  

(3)

Figure 1. Representation of the ABC searching process and the roles of employed scout and onlooker bees.
2.3.2. Ant Colony Optimization (ACO)

ACO is an algorithm developed by Marco Dorigo et al. in 1996 [40]. The algorithm simulates the behavior of ants in finding the shortest path between food and their nest. This population-based algorithm generates a number of artificial ants to solve the problem. In ACO, the optimal solution can be found after a number of iterations. At each iteration, each ant creates a new solution (path) that is evaluated by the pheromone rate, which rises as the quality of the solution improves. The pheromone rates on the paths influence the ants’ choice in finding the best path (solution) with the highest pheromone rate, as shown in Figure 2. ACO is a robust and flexible algorithm [41,42] suitable for the path planning problem [42,43], but it has a slow convergence rate [41].

![Schematic representation of the solution building process by ants in ACO.](image)

**Figure 2.** Schematic representation of the solution building process by ants in ACO.

2.3.3. Genetic Algorithm (GA)

GA is an algorithm developed in the 1970s by John Holland et al. [44]. The algorithm mimics Darwin’s concept of evolution and natural selection. GA generates a set of possible solutions. These possible solutions are improved over generations of iterations through selection, crossover, and mutation procedures, as shown in Figure 3. Using the roulette wheel selection technique, the fittest individuals are more likely to be chosen to establish new solutions through crossovers and mutations. GA is a flexible and robust algorithm [45], but it is complex [45,46], sensitive to the value of parameters [45], and dependent on the initial population [46,47].

![Representation of the GA processing steps.](image)

**Figure 3.** Representation of the GA processing steps.
2.3.4. Particle Swarm Optimization (PSO)

PSO is an algorithm that simulates bird/fish foraging behavior, and it was developed by Kennedy and Eberhart (1995) [48]. It is a population-based algorithm in which a number of particles are generated to find the optimal solution in the search space. By sharing information on the discovered possible solutions (quality and location in the search space), particles can converge towards optimal solutions, as shown in Figure 4. PSO is a flexible [45] and simple algorithm and it can be easily implemented compared to other optimization algorithms [45,49]. However, in a high-dimensional search space, PSO slowly converges toward the optimal solution, and the quality of its results decreases [50,51].

![Figure 4. Representation of PSO travelling technique for the solution optimization.](image)

2.3.5. Simulated Annealing (SA)

SA is an algorithm developed by Kirkpatrick et al. (1983) based on metal annealing processes [52]. It starts with a random solution and iteratively explores neighboring solutions to find the best one. Better and worse solutions are accepted to avoid the trap of local optimal solution, as shown in Figure 5. However, the worse solutions are accepted based on probability. As the algorithm progresses, the chance of accepting worse solutions reduces, enabling it to converge towards the best solution. SA is a flexible algorithm [53] with the capacity to avoid the local optima trap by accepting worse solution [45]. However, slow convergence is required in SA to obtain the actual optimal solution [45,46,54]. In addition, it is a single solution-based algorithm, where only one solution is generated and optimized from a local search [45].

![Figure 5. Schematic representation of SA algorithm procedure.](image)

3. Methodology of Selecting Tracked GNSS Satellites Based on Optimization Algorithms

To evaluate the performance of the five optimization algorithms (ABC, ACO, GA, PSO, and SA) in the optimization of the satellite subset, the algorithms were modified accordingly to fit the satellite selection problem, while their common parameter values
were adjusted and defined uniformly. They were applied in several scenarios of satellite selection for various number of satellites and conditions. In all the cases, the cost function of the five optimization algorithms was the CNR-WGDOP parameter, of which the minimum value would indicate the corresponding optimal GNSS satellite subset. The evaluation of the optimization algorithms was based on comparing the CNR-WGDOP value of their optimal satellite subset with that of the actual optimal satellite subset derived from the TM. The optimization algorithm with the best results in terms of satellite selection accuracy and speed was considered the appropriate algorithm for satellite selection.

Even though GNSS satellite selection is a discrete problem [26], not all of the five optimization algorithms are designed for this type of problem. The five optimization algorithms follow an iterative search process to find the optimal satellite subset. At the end of each iteration, new solution(s) are generated. The ABC and PSO algorithms generate solution(s) with a fractional value as they were designed for continuous problems. However, only an integer is accepted in the satellite selection problem. This issue can be overcome by changing the algorithm design for a discrete problem [26,55,56] or simply rounding solution values [55,57]. To reduce complexity, the generated solutions from ABC and PSO were rounded to the nearest integer in each iteration.

In addition, the four optimization algorithms (apart from ACO) can provide results with duplicate values. In the case of the GNSS satellite problem, this would mean that the same satellite could be chosen twice in the solution of the optimized satellite constellation. To address this problem with less interference in the algorithm design, the algorithm solution was checked at the end of each iteration. If the solution contained a duplicated value, it was rejected, and a new solution was generated without consuming the number of searching iterations.

In this study, the optimal satellite subsets were chosen based on the criterion of minimizing the CNR-WGDOP, which indicates the best potential GNSS satellite combination for the given available GNSS satellites. This can be performed without adjustment by all algorithms, except for ACO. ACO was originally designed to simulate the foraging behavior of ants, where ants search for the shortest path to a food source. Due to this, ACO finds the optimal solution based on two criteria: (i) the solution quality and (ii) the distance between solution members [40]. The weight of the two criteria (the solution quality and distance between solution members) on finding the optimal solution can be determined through the values of alpha (\(\alpha\)) and beta (\(\beta\)) parameters, respectively. In this problem, the quality of the CNR-WGDOP and the distance between the satellites in a constellation represent the solution quality and the distance between solution members. To select the optimal satellites based on CNR-WGDOP only, the \(\beta\) value was set to zero [40].

The values of the algorithm parameters are critical as they directly affect the algorithm output and performance [58,59]. Choosing the appropriate value for algorithm parameters can be difficult due to their wide range [45,58], whereas homogeneity between these values should be considered [45]. In this study, parameter values were chosen based on their standards and previous studies (Table 1). However, this does not guarantee that the value of these parameters is the best for this problem.

To make an objective comparison of the performance of the five optimization algorithms, the algorithms’ common parameters were standardized. In Table 1, the parameters of the five optimization algorithms are presented, and can be observed that the only common parameters were the searching iteration and population size. The values of both parameters were set to 100, which is considered a reasonable value and consistent with previous studies (Table 1). However, the SA algorithm was originally designed to have a single population size. To make up for this restriction of the population size in the SA algorithm, the number of corresponding iterations was increased with respect to the other four optimization algorithms and defined to 1000 [60]. The number of iterations for the SA algorithm was derived based on tests assessing the performance of the SA algorithm to reach the optimal solution, while also keeping the SA iterations at a similar level of perfor-
mance to the other four optimization algorithms, as defined by the number of iterations and population size.

To evaluate the five optimization algorithms, they should be applied to a long period of GNSS observation, where (i) the GNSS satellite systems (i.e., GPS, GLONASS, Galileo, etc.), (ii) the number of corresponding GNSS satellites, and (iii) the position of the GNSS satellites (azimuth, elevation) vary with time. Therefore, we used a 24 h period of GNSS observations. The optimization algorithms were applied to select the optimal GNSS satellite subset for specific time intervals where the change in the GNSS satellite position (azimuth and elevation) was adequate to affect the satellite constellation geometry. For the given location of the GNSS station (i.e., Nottingham Geospatial Institute, Nottingham) and available GNSS satellites (i.e., GPS, Galileo, GLONASS), the required time for each GNSS satellite to move on its orbit by one degree was analyzed. Figure 6 displays the required time of each available GNSS satellite to move by one degree, where the maximum required time reaches up to 3 min. In previous studies [23,61], a 10 min satellite selection interval was used. However, in the current study, the satellite selection interval was set to 5 min to reduce the computational load of satellite selection while maintaining a large number of epochs for the satellite selection. Hence, we selected optimal satellite subsets for 288 epochs, corresponding to 1 epoch per 5 min interval, for the 24 h GNSS dataset.

\[ \binom{n}{r} = \frac{n!}{r!(n-r)!} \]  

(4)

where \( c \) is the number of possible GNSS satellite combinations, expressed as a factorial function of \( n \) (the number of available GNSS satellites), and \( r \) (the number of GNSS satellites in the subset).

Hence, by increasing the number of available satellites, the number of possible satellite combinations increase dramatically, making the evaluation of the five optimization algorithms more complex. In this study, satellite data were collected from multiple satellite
systems (GPS, GLONASS, and Galileo). Therefore, the number of available satellites can easily exceed 20, resulting in a large number of possible satellite combinations, making satellite selection more difficult. Thus, the optimization of the GNSS satellite subset was performed in two stages: (i) for a GPS-only satellite constellation and (ii) for a multi-GNSS satellite constellation (GPS, GLONASS, and Galileo). Based on these two case studies, we evaluated how the performance of the optimization algorithms was affected by the number of GNSS satellites. In the first stage, the performance of the five optimization algorithms was evaluated by optimizing GPS subsets of different sizes to change the selection conditions. Based on the first stage of evaluation, the optimization algorithm with the best performance, in terms of satellite selection accuracy and computation time requirement, was chosen. In the second stage, only the best-performing optimization algorithm was applied and evaluated to optimize different-sized multi-GNSS satellite subsets under more challenging conditions as the number of available GNSS satellites was significantly high, resulting in a large number of possible satellite constellations. In addition, at the second stage, a parametric analysis of the best-performing optimization algorithm was conducted to evaluate the impact of the various settings, such as the number of iterations and the population size, on the performance of the optimization algorithm. In all the tests, the algorithms’ accuracy in satellite selection was evaluated by comparing their selection with the actual optimal satellite subsets, which were identified by TM.

Table 1. The parameter values of the five optimization algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Notation</th>
<th>Meaning</th>
<th>Value</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABC</td>
<td>D</td>
<td>The problem dimensions, indicating the satellite constellation size</td>
<td>maxIter, pSize limit</td>
<td>[26,28,61,62]</td>
</tr>
<tr>
<td></td>
<td>maxIter</td>
<td>The maximum number of iterations</td>
<td>100</td>
<td>[26,28,61,62]</td>
</tr>
<tr>
<td></td>
<td>pSize</td>
<td>The population size</td>
<td>100</td>
<td>[26,28,45,63]</td>
</tr>
<tr>
<td>ACO</td>
<td>maxIter</td>
<td>The maximum number of iterations</td>
<td>100</td>
<td>[22,40,45]</td>
</tr>
<tr>
<td></td>
<td>pSize</td>
<td>The population size</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ρ</td>
<td>The evaporation rate</td>
<td>0.5</td>
<td>[22,40,45]</td>
</tr>
<tr>
<td></td>
<td>α</td>
<td>The relative importance of the trail</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>β</td>
<td>The relative importance of the visibility</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Q</td>
<td>The quantity of trails laid by ants</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>GA</td>
<td>maxIter</td>
<td>The maximum number of iterations</td>
<td>100</td>
<td>[45,61]</td>
</tr>
<tr>
<td></td>
<td>pSize</td>
<td>The population size</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pc</td>
<td>The probability of crossover</td>
<td>0.8</td>
<td>[45,61]</td>
</tr>
<tr>
<td></td>
<td>Pm</td>
<td>The probability of mutation</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>PSO</td>
<td>maxIter</td>
<td>The maximum number of iterations</td>
<td>100</td>
<td>[45,62,65]</td>
</tr>
<tr>
<td></td>
<td>pSize</td>
<td>The population size</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wmax</td>
<td>The initial weights</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wmin</td>
<td>The final weights</td>
<td>0.4</td>
<td>[45,62,65]</td>
</tr>
<tr>
<td></td>
<td>C1</td>
<td>The personal acceleration coefficient</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>The social acceleration coefficient</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>SA</td>
<td>maxIter</td>
<td>The maximum number of iterations</td>
<td>1000</td>
<td>[45,60]</td>
</tr>
<tr>
<td></td>
<td>pSize</td>
<td>The population size</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T0</td>
<td>The initial temperature</td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Tf</td>
<td>The final temperature</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>α</td>
<td>The cooling factor</td>
<td>0.975</td>
<td></td>
</tr>
</tbody>
</table>
path rejection installed on the pillar of the control point (NGB2) and a Leica GR10 receiver with the capacity to record multi-GNSS signals (GPS, Galileo, GLONASS). On 20 September 2021, GNSS data were collected with a 30 s sampling rate and zero-degree elevation mask. A total of 18–31 satellites were recorded, including 7–13 GPS, 4–10 GLONASS, and 5–10 Galileo satellites (Figure 8).

Figure 7. (Left) View of the roof of NGI building, with the location of control point NGB2 and (right) the GNSS antenna installed on the top of the pillar of NGB2.

Figure 8. Number of available GNSS satellites at NGB2 GNSS station for a 24 h period on 20 September 2021.

To choose the satellites based on the CNR-WGDOP, using Equation (1), it was necessary to extract (i) satellite pseudorandom noise (PRN), (ii) the satellite observation time, (iii) elevation angles, (iv) azimuth angles, and (v) the CNR values. The raw satellite data (range observations and navigation data) were introduced into the RTK-LIB (version demo5 b34d) software to define the elevation and azimuth of each satellite, extract the required remaining information (satellite PRN, observation time, and CNR), and save the information in a file, as shown in Figure 9.

The MATLAB (R2022b) software was used to perform the optimal satellite selection by applying the TM and optimization algorithms. The satellite selection was carried out every five minutes. For the examined 24 h GNSS record, the number of GPS satellites ranged from 8 to 13, while the total number of GNSS satellites (GPS, GLONASS, and Galileo) ranged between 18 and 31.

In Figure 10, the number of all possible combinations for a sole GPS constellation and for a multi-GNSS constellation are depicted. The graphs illustrate the potential combinations for a number of given trackable satellites. It is evident that the possible satellite
constellation combination increases significantly with the number of available satellites. With 8 GPS satellites available, the maximum number of 4-satellite combinations is 70, whereas in the case of 13 available GPS satellites, the maximum number of combinations is 1716 and occurs for GPS subsets of 6 and 7 satellites. For the case of the multi-GNSS constellation, where the available number of satellites increases, the number of possible combinations increases dramatically. Representative of this is the case of 31 available GNSS satellites, for which the maximum number of possible combinations is 300,540,195 and occurs for multi-GNSS satellite subsets of 15 and 16 satellites.

![Sample of the file of the GPS data information.](image)

**Figure 9.** Sample of the file of the GPS data information, which includes (i) date–time, (ii) satellite PRN, (iii) azimuth, (iv) elevation angle, and (v) CNR (in dB-Hz).

![The possible combinations of satellite constellations for GPS-only in the cases of 8 and 13 available GPS satellites.](image)

**Figure 10.** The possible combinations of satellite constellations for (left) GPS-only in the cases of 8 and 13 available GPS satellites and (right) multi-GNSS satellite constellation in the case of 18 and 31 available GNSS satellites.

Based on the methodology described in Section 3, the performance of the five optimization algorithms in optimizing GPS satellite subsets of four, five, six, and seven satellites was examined. The most suitable optimization algorithm was chosen based on its overall performance. It was then tested for optimizing multi-GNSS satellite subsets of 4, 8, 12, and 15 satellites using various algorithm parameter values.

### 5. Results and Discussion

#### 5.1. GPS Optimal Satellites

The five optimization algorithms were applied for the optimization of GPS-only satellite constellations of four, five, six, and seven GPS satellite constellations for the 24 h GPS data. Optimal GPS satellites were selected every five minutes; hence, the optimization algorithms selected the optimal satellite constellation for 288 epochs (i.e., 1 epoch per 5 min).
in the 24 h period. Figure 11 shows (i) the matching quality of the GPS satellite subsets selected by the algorithms, which was determined by comparing the satellite selection results of the optimization algorithms with those of the TM, and (ii) the selection time that was taken by the algorithms for the GPS satellite selection over 288 epochs.

![Figure 11. (Left) The quality of match (accuracy) of the selection of the optimal GPS satellite subset by the optimization algorithms with respect to the actual optimal GPS satellite subset derived by the TM. (Right) The time required for the TM and the optimization algorithms to perform optimal GPS satellite subset selection.](image)

According to Figure 11, all the optimization algorithms effectively selected the optimal GPS satellites, except for the SA algorithm. More specifically, for the cases of a GPS satellite constellation of four, five, six, and seven satellites, the four algorithms ABC, ACO, GA, and PSO achieved a GPS satellite selection accuracy of over 99%, with the algorithms ABC and GA achieving the best GPS satellite selection accuracy as they had a 100% match with the optimal GPS satellite constellation as derived by the TM. In contrast, SA had the lowest accuracy in choosing the optimal GPS satellite constellation, with a match ranging between 83% and 93%. However, the SA proved to perform the fastest in satellite selection among the five optimization algorithms, but it was still slower than the TM.

The performance of optimization algorithms, and consequently the quality of their results, can be affected by the value of optimization algorithms’ parameters. However, the main reason for SA’s lower quality in satellite selection is its design, and specifically, the technique of finding the optimal solution. ABC, ACO, GA, and PSO are population-based algorithms, which mean that they use groups of individuals to find the optimal solution [45]. In this project, the population size of these algorithms was set as 100. In contrast, SA was originally designed to find the optimal solution using a single population size. Since increasing the population size can improve the quality of the algorithms’ results [45], the performance of SA was negatively affected by its small population.

On the other hand, it can be seen that the four algorithms (ABC, ACO, GA, and PSO) are equally accurate in selecting satellites. These algorithms achieved more than 99% accuracy in selecting the optimal GPS subsets of four, five, six, and seven satellites. ABC and GA constantly selected the optimal satellites with a quality of 100% in all cases, whereas ACO and PSO exhibited less accurate satellite selection (99.3%) in one and two cases, respectively. Since each case included 288 epochs, the satellite selection accuracy of 99.3% means that the optimal GPS satellite subset was mis-selected in two epochs. When reviewing the selection of satellites in each epoch (Figure 12), no significant difference could be found between the ACO and PSO results and the TM results (actual results). This indicates that ACO and PSO fall into a local optimum that was too close to the best solution (i.e., satellite combination) ever found in the two epochs. ACO and PSO mis-selected the
optimal subset of four satellites in two epochs. In Figures 13 and 14, the actual optimal subset of four satellites, derived by the TM, and the satellite combinations selected by ACO and PSO are displayed. The quality of these algorithms may vary from one trial to another, which could be due to the fact that these algorithms start randomly [45], which affects their results [46,47], or because of the chosen values for the different parameters, which can also affect the algorithms’ results. However, the four algorithms (ABC, ACO, GA, and PSO) can generally be considered equally accurate in terms of satellite selection. This aligns with the results presented in [29], where ABC, GA, and PSO provided approximately the same high level of accuracy in GPS satellite selection, while SA provided slightly lower accuracy in selection.

In terms of satellite selection speed, the optimization algorithms were slow in selecting the optimal GPS satellites. Figure 11 presents the time required by the five optimization algorithms and TM to find the optimal GPS satellite selection for all 288 epochs, corresponding to the selection of a GNSS satellite subset of one epoch per 5 min interval, for the 24 h GNSS dataset. According to the figure, the TM, which checks all possible satellite combinations, was faster than the optimization algorithms in finding the optimal satellite subset. TM selected the optimal satellites within about 2 min in all satellite selection cases. In contrast, the five optimization algorithms took more than 2 min in all cases, with the

---

**Figure 12.** The comparison of the performance of the optimization algorithms with respect to TM, expressed as the difference between the CNR-WGDOP of the optimal satellite constellation of each optimization algorithm and the corresponding CNR-WDGOP of TM. The results of the four cases of GPS satellite constellations (4, 5, 6, and 7 satellites) are presented. On the left axis, the CNR-WGDOP value of the optimal satellite constellation based on the TM is presented, and on the right axis is the difference between each of the optimization algorithms and the TM.
required time varying depending on the number of satellites in the constellation. In general, SA was the fastest algorithm among the five, whereas GA was the slowest. The ABC, ACO, and PSO algorithms were similar in terms of required time (5 min) to complete the satellite optimization.

Figure 13. The sky plots of epoch 55 (left) and epoch 184 (right) presenting the selection of the optimal GPS satellite subset by the ACO and the TM, and showing the satellites commonly selected (blue) by the two methods, but also those that were differently selected by ACO (yellow) and TM (orange).

Figure 14. Same as Figure 13, this figure presents the sky plots for epoch 81 (left) and epoch 215 (right), as well as differences between the selection of the optimal GPS satellite subset for PSO and TM.

Unlike the TM, optimization algorithms do not require a complete investigation of possible satellite combinations to determine the optimum. However, the TM was faster in finding the best GPS satellites as the optimization algorithms are computationally heavy for “small” problems due to them following indirect approaches that require additional processing time. For a small number of satellites that can be provided by a single system (e.g., GPS), this additional processing adds an unnecessary burden to the problem. As a result, the TM was faster in finding the optimal GPS satellites, which aligns with the outcome in [22], as the TM is suitable for selecting satellites from one system.

Except for GA, the selection speed of the optimization algorithms was generally comparable. They took about 5 min to choose satellites in all selection cases. However, the GA took much longer, ranging from 14 to 24 min. This contrasts with what was
stated in [46], where the GA was a fast algorithm. In addition, it contradicts the results presented by Du et al. [22], who showed that the GA outperformed ACO in terms of satellite selection speed. The GA took only 2 s, while ACO took 4.37 s to complete one selection. Furthermore, in [29], the GA was as fast as ABC and PSO in selecting GPS satellites, completing approximately the same number of search iterations within 1, 1.5, and 2 s. The main reason for this unexpected delay in the speed of GA selection is the algorithm modification. GA finds the optimal solution by iteratively generating better new solutions. However, it may create solutions with a duplicate value, which is unacceptable in satellite selection. Thus, solutions with a duplicate value were rejected and new solutions were generated until no duplicates appeared. Clearly, this is time-consuming. Although the same modification was applied to ABC, PSO, and SA, these algorithms took much less time than the GA. This is because a GA creates new solutions by swapping the variables of two good solutions. As GA solutions converge, two nearly identical solutions are selected to create a new solution, which subsequently leads to more duplication.

Based on Equation (4), the number of possible satellite constellations changes due to the number of available satellites (8 and 13; Figure 10) and the constellation sizes (four, five, six, and seven; Figure 10). Compared to others, the subset of six GPS satellites had the highest number of possible combinations, with a total of 1744. As a result, the TM, which checks all possible satellite combinations, took slightly longer to find the optimal GPS subset of six satellites than the others, as shown in Figure 11. In contrast to the TM, the five optimization algorithms were unaffected by the number of possible satellite combinations as their number of searching iterations is predetermined. Although the five optimization algorithms were executed with the same number of iterations (100) at all satellite constellation sizes (four, five, six, and seven), the selection time for each algorithm varied from one satellite constellation size to another, as shown in Figure 11, due to the adjustment of duplication in the four algorithms (ABC, GA, PSO, and SA). However, the difference in ACO processing time could be due to the number of possible GPS satellite subsets. In ACO, the pheromone rate on the paths influences the ants’ path choice, which is stored in a pheromone matrix containing the pheromone rates of all possible paths. Since the size/burden of the pheromone matrix depends on the number of possible paths, which is equal to the number of possible satellite combinations, the ACO selection time changed with different satellite constellation sizes (four, five, six, seven) as they have different possible satellite constellations.

Among the five optimization algorithms, the most suitable one for satellite selection can be determined based on their satellite selection accuracy and speed. SA and GA are not suitable for satellite selection because of their low selection quality and speed, respectively. On the other hand, ABC, ACO, and PSO showed equivalent levels of selection quality and speed. However, the ABC algorithm was considered to be the most suitable algorithm for satellite selection, as only three parameters have to be determined.

5.2. Multi-GNSS Optimal Satellites

Based on the evaluation of the optimization algorithms for the GPS-only satellite constellation, the ABC algorithm proved to be the most accurate and suitable for the optimization of GNSS satellite subsets. The next step was to apply and evaluate the ABC algorithm for the optimization of the multi-GNSS satellite constellation. The same methodology as that for identifying the GPS-only satellite constellation was followed by selecting the optimal GNSS satellite subset every five minutes. GPS, GLONASS, and Galileo satellites were included for satellite selection, and four cases of satellite subset sizes (4, 8, 12, and 15 satellites) were examined. ABC was applied three times for each size of satellite subset, with different values for the parameters of (i) the number of iterations and (ii) population size (Table 2), to evaluate their impact on algorithm performance and determine which parameters provide the best results.
Table 2. ABC parameter values.

<table>
<thead>
<tr>
<th>Setting</th>
<th>maxIter</th>
<th>pSize</th>
<th>Limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>100</td>
<td>$D \times p\text{Size}$</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>200</td>
<td>$D \times p\text{Size}$</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
<td>200</td>
<td>$D \times p\text{Size}$</td>
</tr>
</tbody>
</table>

The ABC algorithm requires the setting of three parameters: the maximum number of iterations (maxIter), population size (pSize), and abandoned limit (limit). In the case of the GPS-only satellite constellation, the maxIter, pSize, and limit values were set to 100, 100, and the product of problem dimensions and population size ($D \times p\text{Size}$), respectively. The value of abandoned limit ($D \times p\text{Size}$) is a dynamic value that automatically adapts to the problem size [64]; hence, it does not need to be adjusted. On the other hand, higher values of population size (pSize) and iteration (maxIter) can lead to better results, but they may cause slow convergence (longer processing times) [45,66]. Increasing the value of both pSize and maxIter could be unnecessary as the algorithm results can be improved with a higher pSize and limited maxIter [66]. Based on previous studies, a pSize of up to 200 is recommended [45]. As a result, pSize and maxIter were set to the values shown in Table 2.

Figure 15 shows the accuracy of the ABC algorithm in the GNSS satellite selection, which was determined by comparing ABC’s optimal GNSS satellite selection with the actual (the TM’s selection), for each satellite subset size (4, 8, 12, and 15) and for each parameter setting. In addition, Figure 15 illustrates the speed of the ABC algorithm and the TM, expressed as the required selection time for the optimal satellite selection of all 288 epochs (GNSS satellite selection per 5 min for the 24 h GNSS dataset). It can be observed that satellite selection becomes more challenging due to the size of the satellite subset, requiring higher parameter values and longer computation time. ABC showed better accuracy in selecting the optimum four GNSS satellite subset compared to the other sizes of satellite constellations (8, 12, 15) using the first two cases of parameter settings. This is due to the significant increase in the possible satellite combinations, which follows the increase in the number of satellites in the constellation (from 4 to 8, 12, and 15) (Figure 10). By increasing the value of the pSize and maxIter to 200, ABC accurately (100%) determined the optimal GNSS satellite subset for all sizes. However, the time required for selection increased by about 3.6 times with respect to the first setting case using 100 for both pSize and maxIter. Therefore, satellite selection becomes more challenging due to constellation size. This requires higher values of population size and iteration, which leads to longer computation time. This is consistent with what was reported in [45,66], as a lower pSize and maxIter prevent achieving the best solution in complex problems, whereas increasing the value of these parameters increases the processing time.

The number of possible satellite combinations of 8- and 12-satellite subsets is less than that for 15 satellites, and consequently, the selection of the optimal satellite constellation should be easier than with 15 satellites. However, ABC was relatively more accurate in selecting the optimal 15 satellites than 8 and 12 satellites using the first parameter setting (Figure 15). The accuracy of choosing the optimal 8-, 12-, and 15-satellite constellations was 84%, 79.5%, and 84.7%, respectively. Since similar parameter values were used for the three satellite constellation sizes, it is the initial randomly generated solution by the ABC algorithm which influences the produced solutions [47].

In terms of speed, the TM required an overall longer processing time to find the optimal satellites than the ABC algorithm, as the required time for the TM increased significantly with the satellite constellation size (which increased from 4 to 15), since the TM checks all possible satellite combinations, which increase with the size of the satellite constellation. It should be noted that in the cases of 12- and 15-GNSS-satellite constellations, the time required by the TM exceeded 150 min (i.e., >30 s per epoch).
The ABC algorithm requires the setting of three parameters: the maximum number of iterations (maxIter) and population size (pSize), and abandoned limit (limit). In the case of the GPS-only satellite constellation, the maxIter, pSize, and limit values were set to 100, 100, and 200, respectively. The value of the limit is a dynamic value that automatically adapts to the problem size \( D \times pSize \), where \( D \) is the problem dimensions. Based on previous studies, a pSize of up to 200 is recommended \([45]\). However, ABC provides good results regardless of the setting used. According to Figure 15, ABC achieved a selection accuracy of 100% using setting 3, and its selection accuracy was no less than 80% with other settings. Furthermore, in all cases, the fitness (CNR-WGDOP) of the mis-selected optimal GNSS satellite constellations differed by no more than 0.0063 (i.e., settings and constellation size) from those of the actual optimal GNSS satellite constellations determined by the TM (Figure 16). The largest difference between the quality (i.e., CNR-WGDOP) of ABC satellite selection and the actual selection (TM) occurred in the selection of the four optimal satellites in setting 1. Figure 17 shows the sky plots of the satellites selected by ABC setting 1 and the TM at epochs 20 and 88, which are the epochs with the largest difference in the CNR-WGDOP values between ABC setting 1 and the TM (0.0059 and 0.0063, respectively). In epoch 20, the selection of ABC setting 1 differed from the TM in one satellite; the two different satellites of the ABC and TM are of similar elevation angles and roughly symmetrical with respect to the azimuth. In epoch 88, ABC setting 1 selected three satellites that were different from those of the TM. Similar to epoch 20, the six different satellites of the ABC and TM were of a similar elevation angle and roughly symmetrical with respect to the azimuth. Hence, even for the epochs where ABC’s satellite selection was not actually optimal, its geometry was very close to the actual (as defined by the TM), as shown in Figure 17. As a result, the ABC satellite subset had a very similar CNR-WGDOP value compared to the actual optimal satellite subset.
Figure 16. A comparison of the performance of the ABC algorithm for the three sets of parameter settings with respect to TM, expressed as the difference between the CNR-WGDOP of the optimal satellite constellation of each ABC parameter setting and the corresponding CNR-WGDOP of TM. On the left axis, the CNR-WGDOP value of the optimal satellite constellation based on the TM is presented, and on the right axis is the difference between each of the ABC parameter settings and the TM.

Figure 17. Sky plots of epochs 20 (left) and 88 (right), presenting the difference in the selection of optimal GNSS satellite subset between ABC setting 1 and the actual TM, by showing the common satellites (blue) and the differences between ABC’s (yellow) and TM’s (orange) satellite selection.
6. Conclusions

This study focused on the investigation of the performance of five optimization algorithms (ABC, ACO, GA, PSO, and SA) in selecting optimal GNSS satellite subsets and identifying the optimization algorithm with the most reliable, accurate, and cost-efficient features. The importance of this study is (i) the overall evaluation of the performance of the five optimization algorithms against the TM based on a complex optimization function (i.e., CNR-WGDOP) by combining the satellites' geometry and satellites' signal quality, (ii) and the investigation of how the algorithms' principles, settings, and parameters affect their performance.

By comparing against the TM optimal solution, the evaluation for a GPS-only satellite constellation revealed that, generally, the ABC, ACO, and PSO algorithms had the highest accuracy in determining the optimal satellite subset and they were efficient in terms of computation time. However, the ABC algorithm is more practical with the fewest parameters to adjust, making the application of the optimization algorithm suitable for this problem. The evaluation of the ABC algorithm in the more complex problem of a multi-GNSS satellite constellation and even up to 31 available satellites revealed that the satellite selection accuracy of the ABC algorithm improves significantly by increasing (i.e., doubling) the values of population size and number of iterations, although this has an effect on the required computation time. The option of only doubling the population size parameter seems the most efficient as the accuracy of selecting optimal satellites ranged between 93% and 100% for the 24 h GNSS data period, with respect to the TM, without significantly increasing the required processing time. Also, it was shown that the TM is still the most efficient algorithm for selecting the optimal satellite combination from a single satellite system (i.e., GPS-only). However, this is not the case for multi-GNSS constellations with more simultaneously tracked satellites available, making the satellite selection problem too complex and time-consuming for the TM.

Hence, it has been shown that the ABC algorithm can be suitable for optimizing the selection of tracked GNSS satellite constellations, which can be a very useful approach for GNSS technology to contribute to more reliable and accurate GNSS positioning performance. Also, the optimization of the tracked GNSS satellites is aligned with the recent interest in developing sustainable and low-cost GNSS solutions for monitoring applications of civil engineering infrastructure [67] and geohazards [68] by optimizing and limiting the number of required GNSS satellites. This can result in a reduction in the GNSS data size and improve the ease of data transfer. However, further investigation is needed to shed more light on how to make the application of these algorithms to optimizing satellite constellations even more efficient in terms of processing time and performance. Their performance also needs to be evaluated in more complicated satellite selection scenarios where the number of possible satellite subsets exceeds 300 million by increasing the number of tracking satellites to more than 31 when including satellites from other systems, such as BeiDou.
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