IceGCN: An Interactive Sea Ice Classification Pipeline for SAR Imagery Based on Graph Convolutional Network
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Abstract: Monitoring sea ice in the Arctic region is crucial for polar maritime activities. The Canadian Ice Service (CIS) wants to augment its manual interpretation with machine learning-based approaches due to the increasing data volume received from newly launched synthetic aperture radar (SAR) satellites. However, fully supervised machine learning models require large training datasets, which are usually limited in the sea ice classification field. To address this issue, we propose a semi-supervised interactive system to classify sea ice in dual-pol RADARSAT-2 imagery using limited training samples. First, the SAR image is oversegmented into homogeneous regions. Then, a graph is constructed based on the segmentation results, and the feature set of each node is characterized by a convolutional neural network. Finally, a graph convolutional network (GCN) is employed to classify the whole graph using limited labeled nodes automatically. The proposed method is evaluated on a published dataset. Compared with referenced algorithms, this new method outperforms in both qualitative and quantitative aspects.
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1. Introduction

Arctic sea ice plays a vital role in the global climate and local ecosystems. It significantly influences the earth’s radiation balance through its high albedo effect, which involves reflecting a substantial portion of the incoming solar radiation back into the atmosphere. This reflective capability not only reduces energy absorption by the oceans but also mitigates the warming of the polar regions. Furthermore, this dynamic interaction between sea ice and solar radiation helps to stabilize global temperatures and maintain regional climate patterns [1]. Local communities and marine mammals rely on sea ice for hunting, traveling, and other daily activities [2]. Due to global warming, the Arctic sea ice extent has declined rapidly, at a rate of 13% per decade [3]. The 15 lowest sea ice extent yearly minima on record have all occurred in the past 15 years [4,5]. Nevertheless, with less ice covering the Arctic Ocean, shipping routes that were once inaccessible or dangerous have become more viable, bringing remarkable economic benefits for ocean transportation [6]. The safety of Arctic shipping requires the accurate monitoring of sea ice as well. Therefore, the continuous mapping of sea ice extent and how it changes over time has become a crucial research topic.

Among data collected from different space-borne remote sensors, synthetic aperture radar (SAR) imagery has been demonstrated to be reliable for sea ice remote sensing [7,8]. As an active radar, SAR offers moderate spatial resolution and expansive coverage regardless of polar darkness and weather conditions. To date, national ice agencies, such as the Canadian Ice Service (CIS) in Ottawa, Canada, the US National Ice Center (NIC) in Suitland, USA, and the Greenland Ice Service affiliated to Danish Meteorological Institute (DMI), in Copenhagen,
Denmark rely mainly on SAR data to provide information on ice conditions to users in the form of ice charts. A manually drawn ice chart usually covers the ice concentration, stage of development, and form of ice for the matched SAR image. Data collected from sources (e.g., passive microwave data, environmental reanalysis data, and in situ observations) are also used as references for producing ice charts. Although the quality of ice charts is well controlled by ice analysts, the labeling process is labor-intensive and time-consuming, and thus, the number of ice charts that can be produced from SAR images on a given day is limited [9]. Therefore, to produce more ice maps that cover a larger area with higher temporal resolution, it is desirable to have a process in place that can either fully or partially automate the analysis of SAR sea ice imagery [10].

As one of the most important tasks for sea ice mapping, sea ice classification consists of two steps: ice cover detection and ice typing [11]. Although numerous studies for automatic/semi-automatic sea ice cover detection (i.e., ice–water classification) have been presented with high reported classification rates, distinguishing different ice types is a more challenging step. One of the main challenges is the overlapping of backscattering signatures of different sea ice types. For example, at C-band, the HH-polarized microwave backscatter coefficient increases from grey to grey-white ice and then decreases as the ice grows [12]. This indicates that using only backscatter intensity is not sufficient to discriminate sea ice types. Moreover, the statistical non-stationarity introduced by the change in backscatter intensity as a function of the incidence angle causes backscatter variation of any particular sea ice type across the SAR scene [13]. During freeze-up and melt periods, classification becomes increasingly difficult due to wet snow lowering the radar penetration depth, snow metamorphism, and increased ice dynamics [14].

To develop an automatic/partially automatic and robust sea ice classification system that overcomes the aforementioned challenges, researchers have been applying machine learning methods with features extracted from SAR imagery. Polarimetric and textural features derived from the gray-level co-occurrence matrix (GLCM) [15] have been used with classifiers such as the Bayesian classifier [16], decision tree [17], support vector machine (SVM) [18,19], conditional random field (CRF) [20–23], and Markov random field (MRF) [24]. In recent years, deep learning has become popular in remote sensing from SAR imagery. Among different data-driven deep learning models, convolutional neural networks (CNNs) are widely adopted for sea ice classification [25–31] and sea ice concentration estimation [9,32–35]. The ability to learn robust features automatically from a large volume of training data makes the CNN-based model a more preferable choice for sea ice classification compared with traditional machine learning.

However, so far, hlfew CNN-based methods for sea ice classification have been applied for operational sea ice mapping. One reason is that their classification is conducted on a pixel-wise level, which is inconsistent with the ‘polygon’-based format of operational ice charts. Specifically, the ice analyst manually demarcates the full SAR scene into appropriate spatial regions called polygons. Then, the analyst interprets each polygon, assigning codes to define ice concentration and stages of development according to the sea ice nomenclature defined by the World Meteorological Organisation (WMO) in Geneva, Switzerland [36]. Another reason is that due to a lack of sufficient ground-truth pixel-based samples, those CNN-based methods are trained using limited SAR samples. Whether they can produce reliable predictions over the data collected from different times and locations is uncertain. In contrast, an ice chart is required for review by multiple experts before distributing to the public, and an amended or corrected version will be released if necessary [37], which further ensures its reliability.

In contrast to the pixel-level automatic classification that specifies which pixel belongs to which class without quality control, it is worthwhile to pursue a method that provides regional-level (i.e., polygon-based) labels that specify which type of ice is contained in a region. With polygon-based information from ice charts, the region labels are more robust to identification errors and easier to acquire [38]. To tackle with the issue of limited training data, semi-supervised learning has been introduced [39]. Various publications demonstrate
that semi-supervised methods, including self-training [40], semi-supervised SVM [41], shared subspace learning [42], and graph-based neural networks [43,44], achieve robust performance when dealing with limited labeled training data. Li et al. [22] presented an ice–water classification method called ST-IRGS, which integrates semantic segmentation, global merging, and self-training. The algorithm outperformed the Gaussian maximum likelihood classifier and Gauss-Markov random field on a dual-pol RADARSAT-2 dataset with scarce training samples. Khaleghian et al. [45] reported a teacher–student-based semi-supervised deep learning method to discriminate sea ice types. The proposed method learned sea ice characteristics from limited labeled samples and massive unlabeled samples.

Graph-based neural networks, especially graph convolutional networks (GCNs) [46], stand out from the rest of the semi-supervised methods for classification in remote sensing imagery. Specifically, pixel-based methods cannot capture the inherent geometry and distinct structure in the remote sensing data space. The vertices and edges in a graph naturally represent the topological relationships in the remote sensing imagery, and GCNs can extract non-Euclidean features from each vertex. Moreover, the graph structure in a GCN allows for significant computational cost reduction compared with pixel-based methods. Zhang et al. [47] developed a GCN-based model named SPGCN for hyperspectral image classification. A spatial pooling layer was introduced to the model to reduce the patch size and graph size after each convolutional layer. The model’s performance was evaluated on three hyperspectral datasets, and the results illustrated that SPGCN can achieve competitive accuracy compared with CNN-based models with less runtime. Wang et al. [48] applied broad learning as a fully connected layer to GCN and used an intra-class divergence matrix and an inter-class divergence matrix to train it. The proposed model considered both the inter-class and intra-class spacing of sample features and improved the classification accuracy for hyperspectral images compared with that of a classic GCN.

Therefore, to address these challenges and provide a more robust and efficient pipeline for sea ice monitoring, we propose an interactive sea ice classification method to identify water and three ice types. The method integrates a convolutional neural network (CNN) into a graph convolutional network (GCN) and is named IceGCN. Compared with traditional handcrafted features, e.g., GLCM features, applying the features extracted by CNN improves the classification accuracy and reduces the processing time of feature extraction. Moreover, boundaries between ice and different ice types are preserved by introducing the Iterative Region Growing with Semantics (IRGS) unsupervised segmentation algorithm. Unlike the supervised models used in other studies, a semi-supervised GCN is employed to combine the spatial context features and produce reliable sea ice classification maps using limited labeled samples for operational purposes. The performance of the proposed method is evaluated and compared with benchmark methods on a dual-pol RADARSAT-2 dataset.

Following Section 1, Section 2 describes the SAR dataset used in this research and presents the proposed sea ice classification system in detail. The experimental results are discussed in Section 3. In the end, the conclusion is summarized in Section 4.

2. Materials and Methods

In this section, we present a semi-supervised method that seamlessly combines local spatial characteristics extracted through CNN with global spatial features derived from GCN for the purpose of classifying sea ice. The workflow of our proposed method, named IceGCN, is illustrated in Figure 1. First, the input HH/HV scenes are oversegmented into small homogeneous regions (superpixels) by employing the IRGS algorithm [49]. Subsequently, a graph can be constructed upon these superpixels, wherein the weights between adjacent superpixels are determined by edge strength. Following this step, a pre-trained CNN extracts pixel-level features that are then aggregated by pooling to generate an array of feature vectors, each representing the essence of an individual superpixel. Later, two graph convolutional layers are deployed to study the spatial relationships between superpixels, utilizing a limited amount of labeled data. Finally, a softmax layer is introduced to ingest the outputs of the graph convolutional layers and assign the sea-ice label for each superpixel.
2.1. Superpixel Generation

SAR imagery that is commonly utilized for sea ice monitoring often covers broad spatial expanses, with pixel dimensions reaching up to 10,000 by 10,000. Building a graph on such an enormous number of pixels becomes impractical. Thus, we divide the SAR imagery into smaller regions known as superpixels, composed of pixels sharing highly similar characteristics. By constructing a graph on these superpixels, we significantly decrease the required memory space and computational power. The IRGS method, a Markov random field (MRF)-based algorithm specifically designed to provide reliable segmentation in SAR imagery, is utilized to generate superpixels in this study. The segmentation is performed by minimizing an energy function that blends the Gaussian mixture distribution and edge strength. The energy function is defined as follows [49]:

$$E = \sum_{i \in R} v_G(x_i) + \sum_{(i,j) \in \xi} v_E(x_i, x_j)$$ (1)

where $v_G(\cdot)$ depicts the Gaussian statistics for pixels $x$ inside regions $R$ generated by the initial watershed segmentation, and $v_E(\cdot)$ accounts for the edge strength between adjacent regions $\xi$ (connected regions).

The original IRGS is applied to the whole SAR scene. However, with the spatial size increases, the incidence angle varies considerably across the SAR scene, causing statistical non-stationarities for each class. Luckily, these non-stationarities only pose issues at larger scales. This characteristic inspires processing SAR images on smaller scales to mitigate incidence angle variation-related challenges. Therefore, a segmentation strategy called ‘glocal’ [50], which combines local details and global statistics, is combined with original IRGS and applied to SAR scenes to generate superpixels.

First, the entire scene is divided into smaller regions, called autopolygons [50], using a modified watershed algorithm [49] with seeds from a 12 × 12 grid. Then, IRGS is applied to each autopolygon individually to produce an oversegmentation, which is the local step of the glocal. Lastly, the global step glues the oversegmentation regions across the full scene, creating larger regions. Such a glocal strategy can provide robust segmentation and divide the full scene into homogeneous regions, called superpixels, with high homogeneity and compactness. Consequently, each superpixel is regarded as a homogeneous entity, representing a node in the graph.

Given a SAR image, $X = \{x_1, x_2, \ldots, x_N\} \subset \mathbb{R}^{2 \times N}$, where $x_i = \{x_{i,HH}, x_{i,HV}\}$ denotes the HH and HV polarizations for pixels, while $N$ is the number of pixels in the SAR image. The IRGS segmentation algorithm divides the SAR image $X$ into a superpixel set $S = \{s_1, s_2, \ldots, s_M\}$, where $s_m = \{x_{1,m}^{n_1}, x_{2,m}^{n_2}, \ldots, x_{n_m,m}^{n_m}\} (m = 1, 2, \ldots, M)$ is the $m$th superpixel. $n_m$ represents the number of pixels in the superpixel $s_m$, and $M$ is the number of superpixels.

In summary, introducing superpixels reduces the computational cost and the processing time of sea ice classification. It also preserves the local structure between homogeneous regions, as the adjacent superpixels with similar features are likely to have the same ice type.
Furthermore, the process of generating superpixels and assigning labels to them mirrors the pipeline of creating ice charts: dividing the SAR scene into polygons and determining the ice concentration and stage of development within them.

2.2. CNN-Based Feature Extractor

Upon generating superpixels through the glocal-based IRGS, feature vectors for each superpixel are extracted. Applying the CNN model for feature extraction in the proposed IceGCN is ideal due to its capacity for learning high-level spatial relationships via hierarchical convolutional layers. Generally, the performance and depth of a CNN exhibit a positive correlation. However, as the number of layers increases, minor gradient changes may amplify during backpropagation, resulting in exploding and vanishing gradients. Various alternative models, such as the renowned ResNet [51], have been proposed to address performance degradation in classic CNNs.

ResNet introduces the residual block and identity mapping to tackle the performance degradation issues found in traditional CNNs with deeper architectures. To extract adequate high-level features characterizing the sea ice stage of development for each pixel in the SAR image, the depth of the CNN-based feature extractor must be substantial. There are two main residual blocks, basic block and bottleneck. The bottleneck block is chosen to construct the feature extractor backbone because the bottleneck has fewer trainable parameters and demands less computational power [51]. Figure 2 illustrates the feature extraction module’s architecture and the bottleneck block’s structure as utilized in this study. This architecture bears similarity to the previous research [52], which underwent evaluation for ice–water classification. Owing to the intricate nature of differentiating different sea ice types, the number of output channels of each residual block is quadrupled compared to the input channels, enhancing the model’s complexity. The loss function for this model is the cross-entropy cost function, which is defined as follows

\[
\text{loss} = -\frac{1}{n} \sum y \ln \hat{y} + (1 - y) \ln (1 - \hat{y})
\]  

(2)

where \(n\) is the number of samples in a batch, while \(y\) and \(\hat{y}\) denote the true and predicted labels, respectively. It is crucial to emphasize that, before integrating with IceGCN, the CNN-based feature extraction module needs to be pre-trained on a distinct dataset.

---

**Figure 2.** Architecture of feature extraction module in IceGCN.
2.3. Graph Construction

Given the generated superpixels and the corresponding feature vectors, the specific steps for constructing the graph are described in this subsection.

Unlike images, which are exhibited in the form of a rectangular lattice in the Euclidean plane, graphs usually have irregular shapes and consist of a set of nodes and connecting edges. Let \( G = (V, E) \) represent an undirected graph, where \( V \) is a group of vertices (nodes), and \( E \) is a set of edges connecting them. A symmetric sparse matrix \( A \in \mathbb{R}^{M \times M} \) called the adjacency matrix (similarity matrix) is used to describe edges between nodes. If any two nodes \( v_i \) and \( v_j \) are connected by an edge \( E(v_i, v_j) \) directly, \( v_i \) and \( v_j \) are considered to be adjacent. \( A_{ij} \) represents the weight of \( E(v_i, v_j) \) between vertices \( v_i \) and \( v_j \). The most commonly used definitions of \( A_{ij} \) are connectivity and distance. However, neither of these can sufficiently address the relationship between the adjacent vertices. Therefore, a similarity function \( sim(i, j) \) is proposed to measure the weight between \( v_i \) and \( v_j \). \( A_{ij} \) in this study is defined as follows:

\[
A_{ij} = \begin{cases} sim(i, j), & \text{if } v_i \text{ and } v_j \text{ are adjacent} \\ 0, & \text{otherwise} \end{cases} \tag{3}
\]

where \( v_i \) and \( v_j \in V \), and \( M \) is the number of nodes in the graph. \( sim(i, j) \) is a function that evaluates the similarity between \( v_i \) and \( v_j \). Because the Gaussian distribution is often used to model the distribution of the backscatter intensity of sea ice in SAR imagery, relative entropy [53] is selected as the function for \( sim(i, j) \), which is defined as follows:

\[
sim(i, j) = \exp \left[ \frac{1}{2} \left( \sum_{x_i \in v_i, x_j \in v_j} \left( P(x_i) \log \frac{P(x_i)}{P(x_j)} + P(x_j) \log \frac{P(x_j)}{P(x_i)} \right) / 2 \right) \right] \tag{4}
\]

where \( P(x_i) \) and \( P(x_j) \) are the probability distributions of vertices \( v_i \) and \( v_j \). Since we assume that the backscatter intensity of different sea ice types obeys Gaussian distributions in IRGS segmentation, Equation (4) can be rewritten as

\[
sim(i, j) = \exp \left[ \frac{1}{2} \left( \log \frac{\sigma_i^2}{\sigma_j^2} + \frac{\sigma_i^2 + (\mu_i - \mu_j)^2}{2\sigma_i^2} - \frac{1}{2} \right) \right] \tag{5}
\]

where \( \mu_i, \sigma_i, \mu_j, \) and \( \sigma_j \) are means and variances of \( v_i \) and \( v_j \), respectively.

2.4. Graph Convolutional Network

After constructing the graph and calculating the feature vectors of vertices, the unlabeled vertices are classified using the label information propagated from the limited labeled ones. A graph convolutional network [46] is applied for label propagation in this study. The computation inside a basic graph convolutional layer is given by:

\[
X^{l+1} = \text{act}(\mathcal{L}X^lW^l) \tag{6}
\]

where \( X^l \) and \( X^{l+1} \) are the input and output of the \( l \)-th layer, respectively. \( W^l \) denotes the learnable weight matrix of the \( l \)-th layer. \( \text{act}(\cdot) \) represents the activation function, which
is the rectified linear unit (ReLU) in the proposed model. $\mathcal{L}$ represents the combinatorial Laplacian matrix, which is defined as

$$\mathcal{L} = D - A \quad (7)$$

Here, $D$ is the diagonal degree matrix of $A$, where $D_{ii} = \sum_j A_{ij}$. The introduction of $D$ adds features of the node itself to the computation when summing up feature vectors of adjacent nodes. However, the combinatorial Laplacian matrix is usually unnormalized, and therefore, the impact of nodes with more neighbors will be amplified when multiplying $\mathcal{L}$ with all the feature vectors of adjacent nodes. Hence, $\tilde{A}$, a variant of $A$, also known as the symmetric normalized Laplacian matrix, is introduced to replace $\mathcal{L}$

$$\tilde{A} = \tilde{D}^{-\frac{1}{2}}A\tilde{D}^{-\frac{1}{2}} \quad (8)$$

where $\tilde{A} = A + I_M$ is the adjacency matrix $A$ with added self-looping. $I_M$ is the identity matrix, and $\tilde{D}$ denotes the degree matrix of $\tilde{A}$. Therefore, (6) can be rewritten as:

$$X^{l+1} = \text{act}(\tilde{A}X^lW^l) \quad (9)$$

Let feature set $F = \{f_1, f_2, \cdots, f_M\} \subset \mathbb{R}^{K \times M}$ represent the extracted features of the superpixel set $S$, where $K = 512$ is the number of features extracted. The feature vector $f_m$ for the $m$th superpixel is defined as the aggregation of the feature vectors of every pixel inside using averaging pooling. The definition of $f$ is elaborated as follows:

$$f_m = \frac{1}{n_m} \sum_{i=1}^{n_m} x^i_m \quad (10)$$

In summary, the GCN incorporated in the IceGCN consists of two graph convolutional layers and a softmax layer. Assuming the output of GCN, a vector of sea ice stage of development for superpixels $S$, is $y$, the architecture of GCN can be formulated as follows:

$$y = \text{softmax}(\tilde{A}\text{ReLU}(\tilde{A}FW^0)W^1). \quad (11)$$

3. Results and Discussion

In this section, the RADARSAT-2 dual-pol dataset used in this study is delineated, along with the training and testing strategies. The performance of the proposed method is then evaluated and compared with benchmark methods.

3.1. Data Overview

The dataset utilized in this study comprises 18 dual-polarized WideScan RADARSAT-2 scenes. This is the same dataset that has been extensively employed in previous research efforts [50,52], underscoring its proven reliability and relevance to the field. The Beaufort Sea has been one of the most significant areas of Arctic multi-year ice decline during the past few decades, which is a key area for conducting sea ice-related research [54]. The choice of this particular dataset was driven by its detailed ice chart annotations, which were carefully prepared by a retired ice analyst from CIS. These annotations feature smaller polygon sizes and more detailed classifications compared to standard CIS ice charts, significantly enhancing the precision of labeling for training and testing purposes in our study. The robust validation of this dataset in prior studies further assures its suitability for developing and testing advanced classification methods like those presented in our research. Figure 3 presents the geographical distribution of the dataset. Table 1 shows the scene ID, acquisition date and time, and the orbit of the 18 scenes. The incidence angle in each scene varies from 19° to 49°. The size of the original images is around 10,000 by 10,000 pixels. To enhance computational efficiency, $4 \times 4$ block averaging reduces the image sizes. Post-downsampling, the nominal pixel spacing is 200 m, which still contains much more details than human-created ice charts. The training samples are carefully picked at the superpixel
level according to the corresponding ice charts provided by a Canadian Ice Service (CIS) ice analyst. We categorize sea ice as multi-year ice (MYI), first-year ice (FYI), young ice (YI), and open water (OW) in this study.

Figure 3. Location of the Beaufort Sea. Footprints of the 18 RADARSAT-2 scenes used in this work are shown in red.

Table 1. List of SAR scenes used in this work.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SceneID</th>
<th>SAR Acquisition Date (M/D/Y)</th>
<th>Acquisition Time UTC (hh:mm:ss)</th>
<th>Ascending (A)/Descending (D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset-1</td>
<td>20100623_041255</td>
<td>06/23/2010</td>
<td>04:12:55</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>20100629_163326</td>
<td>06/29/2010</td>
<td>16:33:26</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>20100721_173208</td>
<td>07/21/2010</td>
<td>17:32:08</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>20100730_162908</td>
<td>07/30/2010</td>
<td>16:29:08</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>20100807_173610</td>
<td>08/07/2010</td>
<td>17:36:10</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>20100816_163329</td>
<td>08/16/2010</td>
<td>16:33:29</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>20100907_035614</td>
<td>09/07/2010</td>
<td>03:56:14</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>20100909_163321</td>
<td>09/09/2010</td>
<td>16:33:21</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>20101003_163324</td>
<td>10/03/2010</td>
<td>16:33:24</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>20101021_041325</td>
<td>10/21/2010</td>
<td>04:13:25</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>20101114_041304</td>
<td>11/14/2010</td>
<td>04:13:04</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>20101206_015139</td>
<td>12/06/2010</td>
<td>01:51:39</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>20101214_025725</td>
<td>12/14/2010</td>
<td>02:57:25</td>
<td>A</td>
</tr>
<tr>
<td>Dataset-2</td>
<td>20100418_163315</td>
<td>04/18/2010</td>
<td>16:33:16</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>20100426_040439</td>
<td>04/26/2010</td>
<td>04:04:39</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>20100510_035620</td>
<td>05/10/2010</td>
<td>03:56:20</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>20100524_034756</td>
<td>05/24/2010</td>
<td>03:47:56</td>
<td>A</td>
</tr>
<tr>
<td></td>
<td>20101027_025726</td>
<td>10/27/2010</td>
<td>02:57:26</td>
<td>A</td>
</tr>
</tbody>
</table>
3.2. Sea Ice Appearance in the Dataset

The appearance of sea ice in SAR imagery depends on many factors, including environmental conditions, SAR imaging parameters, and the characteristics of the sea ice itself [55]. Figure 4 shows patch samples of different ice types in HH and HV polarized scenes of the dataset used in this study. Since the SAR sensor transmits horizontal linear microwave and receives both horizontal and vertical returns, the co-polarization (HH) backscatter typically is higher (brighter in the scene) than that of cross-polarization (HV) [56]. OW appears relatively dark in both polarized scenes, particularly in the HV image. This is because the sea reflects most of the microwave signal. Since YI is newly formed and unstable, its surface structures are complex. As shown in Figure 4c,d, there can be numerous fissures and ridges presented in a sample of YI. Fissures and ridges are still noticeable for first-year ice, and ice floes start to appear in the scene. Compared with other sea ice types, MYI is recognizable in both polarized scenes, particularly in HV images. As sea ice ages, it naturally drains brine to decrease its salinity. Such a change allows the C-band SAR signal to penetrate the ice and generate volume scattering that characterizes the older ice.

Figure 4. Different stages of development of ice in patches cropped from HH and HV polarized scenes in the same location. Open water in HH (a) and HV (b). Young ice in HH (c) and HV (d). First-year ice in HH (e) and HV (f). Multi-year ice in HH (g) and HV (h).

In addition, influences such as temperature and humidity changes may create melt ponds that obscure ice completely. The presence of wet snow will also affect the penetration depth of microwaves, also which will also mask the ice backscatter characteristics. Wind over open water increases its roughness and backscatter characteristics [57]. Lower temperature contributes to higher backscatter, while the presence of wet snow caused by higher temperature usually reduces it [55].

3.3. Experimental Setup

Experiments are conducted on a workstation with an Intel(R) Core(TM) i9-9920X CPU @ 3.50 GHz × 24 threads, 128 GB RAM, and three GeForce GTX 2080Ti GPUs with 12 GB of memory. All the deep learning models are implemented using PyTorch, and the IRGS segmentation algorithm is delivered by the MAp-Guided Ice Classification (MAGIC) system [58].

For the development and validation of the IceGCN model, we strategically divide the 18-scene dataset into two subsets to ensure robust training and validation while preventing bias from using samples from the same scene for both training and testing. Dataset-1, which includes 13 scenes, is used for training, validating, and testing the feature extraction module integral to IceGCN. This division allows the feature extraction module to learn
diverse features representative of general sea ice conditions without the risk of overfitting to specific scenes.

Dataset-2, consisting of the remaining five scenes, is designated for the final evaluation of the IceGCN and for comparison with other methods. This separation ensures that IceGCN is tested on completely unseen data, thereby providing a genuine measure of its generalization capabilities. To prepare for evaluation, SAR scenes in Dataset-2 are segmented into homogeneous superpixels. A random selection of these superpixels is then labeled for use in testing the model’s performance. Details regarding the number of superpixels used for training and testing within Dataset-2 are outlined in Table 2.

The accuracy of the IceGCN model is evaluated using a semi-supervised training approach. In this setup, IceGCN is trained using labeled samples from Dataset-2, while its feature extraction module is pre-trained on Dataset-1. This arrangement leverages the pre-learned features effectively while avoiding data leakage. The model’s performance is assessed on each scene in Dataset-2, denoted as C, by comparing its classifications with the ground truth labels and quantifying the results using overall accuracy. The overall accuracy is defined as the ratio of correctly predicted observations to the total observations and is particularly valuable in sea ice classification settings. It gives a straightforward indication of the model’s ability to classify each scene correctly.

In contrast, benchmarking methods that employ fully supervised learning are initially trained on Dataset-1 and subsequently fine-tuned with samples from Dataset-2. This structured approach ensures that all models are evaluated under equivalent conditions, allowing for a fair and comprehensive comparison of their ability to classify sea ice from SAR imagery.

### Table 2. Number of superpixels for training and testing in Dataset-2.

<table>
<thead>
<tr>
<th>Scene ID</th>
<th>Ice Type</th>
<th># of Train</th>
<th># of Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>20100418</td>
<td>FYI</td>
<td>118</td>
<td>234</td>
</tr>
<tr>
<td></td>
<td>MYI</td>
<td>204</td>
<td>395</td>
</tr>
<tr>
<td>20100426</td>
<td>FYI</td>
<td>243</td>
<td>517</td>
</tr>
<tr>
<td></td>
<td>MYI</td>
<td>64</td>
<td>513</td>
</tr>
<tr>
<td>20100510</td>
<td>OW</td>
<td>27</td>
<td>49</td>
</tr>
<tr>
<td></td>
<td>FYI</td>
<td>68</td>
<td>151</td>
</tr>
<tr>
<td></td>
<td>MYI</td>
<td>208</td>
<td>452</td>
</tr>
<tr>
<td>20100524</td>
<td>OW</td>
<td>34</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>FYI</td>
<td>110</td>
<td>213</td>
</tr>
<tr>
<td></td>
<td>MYI</td>
<td>135</td>
<td>259</td>
</tr>
<tr>
<td>20101027</td>
<td>OW</td>
<td>96</td>
<td>157</td>
</tr>
<tr>
<td></td>
<td>YI</td>
<td>172</td>
<td>293</td>
</tr>
<tr>
<td></td>
<td>MYI</td>
<td>5</td>
<td>11</td>
</tr>
</tbody>
</table>

Classification models trained using a random forest (RF) algorithm and a CNN (ResNet) are chosen for comparison with the proposed methods in this study. The ResNet model shares the same architecture as the feature extraction module in IceGCN, except a softmax layer is added to ResNet for predicting. To train the RF-based model, GLCM features are extracted, which consist of angular second moment, contrast, correlation, dissimilarity, entropy, homogeneity, inverse moment, mean, and standard deviation with receptive field and step sizes listed in Table 3. The hyperparameters of RF are set as follows using a cross-validation-based grid search [52]: the number of trees = 250, max depth = 10, and minimum samples per leaf = 2.
Table 3. GLCM parameters used to train the RF model in the study.

<table>
<thead>
<tr>
<th>Receptive Field (Pixels)</th>
<th>Step Size (Pixels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 x 5</td>
<td>1</td>
</tr>
<tr>
<td>11 x 11</td>
<td>1</td>
</tr>
<tr>
<td>25 x 25</td>
<td>1</td>
</tr>
<tr>
<td>25 x 25</td>
<td>5</td>
</tr>
<tr>
<td>51 x 51</td>
<td>5</td>
</tr>
<tr>
<td>51 x 51</td>
<td>10</td>
</tr>
<tr>
<td>51 x 51</td>
<td>20</td>
</tr>
<tr>
<td>101 x 101</td>
<td>10</td>
</tr>
<tr>
<td>101 x 101</td>
<td>20</td>
</tr>
</tbody>
</table>

3.4. Experimental Results

The experimental results are presented in two ways. First, the classification accuracy of RF, IRGS-RF [52], ResNet, IRGS-ResNet [59], and IceGCN is computed based on the correctly classified sample pixel count, providing a quantitative performance evaluation of the proposed methods against benchmarking methods. Second, a visual analysis of the classification maps generated by RF, IRGS-RF, ResNet, IRGS-ResNet, and IceGCN offers insights into the qualitative performance of IceGCN and the comparative methods for real-world operational applications.

The quantitative results obtained by RF, IRGS-RF, ResNet, IRGS-ResNet, and IceGCN are reported in terms of classification accuracy in Table 4, where the highest accuracies among all methods for each scene are highlighted in bold for each row. In general, the proposed IceGCN achieves the best classification performance with an average/overall accuracy of 95.54%, where the accuracies of each scene are 91.20%, 97.52%, 96.39%, 95.61%, and 95.77%, respectively. Unsurprisingly, the performance of IceGCN is generally superior to that of the comparison methods because both local and global spatial information is utilized for classification. IceGCN outperforms other methods in all scenes in the test dataset (Dataset-2), demonstrating the robustness of the proposed method.

Comparing the two benchmark methods shows that the ResNet outperforms RF in three out of four scenes. In detail, RF acquires an overall accuracy of 80.00%, where the accuracies of each scene are 68.35%, 87.08%, 82.46%, 83.57%, and 72.44%, respectively. Although RF delivers relatively good results in distinguishing FYI and OW, it misclassifies MYI to FYI in most scenes, especially the scene captured on 18 April 2010. In contrast, ResNet achieves an overall accuracy of 84.56% without a significant performance drop in any sea ice type. The classification accuracies of each scene are 83.30%, 82.62%, 87.42%, 85.94%, and 86.12%, respectively. The quantitative results indicate that ResNet is a better method when only considering pixel-wise classifiers for operational sea ice monitoring. For two-stage models, IRGS-ResNet achieves better classification performance than IRGS-RF, with an overall accuracy of 86.09%.

Since quantitative classification rates are calculated using limited labeled data, visually inspecting classification maps provides an intuitive basis for performance evaluation. Classification results of the scene acquired on 18 April 2010 are presented in Figure 5. Because RF and ResNet do not have any prior knowledge about the testing scene, they treat each scene equally. RF and ResNet misclassify some regions into YI, which does not appear in this scene. In contrast, IceGCN does not suffer from this problem, owing to the prior knowledge introduced by the limited labeled sample of the scene, i.e., human interactions. Figure 5d demonstrates that significant misclassifications of MYI are presented in the classification maps produced by RF, especially in the upper part of the scene.
Table 4. Classification accuracy of RF, IRGS-RF, ResNet, IRGS-ResNet, and IceGCN.

<table>
<thead>
<tr>
<th>Scene ID</th>
<th>Category</th>
<th>RF</th>
<th>IRGS-RF</th>
<th>ResNet</th>
<th>IRGS-ResNet</th>
<th>IceGCN</th>
</tr>
</thead>
<tbody>
<tr>
<td>20100418</td>
<td>FYI</td>
<td>95.32%</td>
<td>95.83%</td>
<td>79.37%</td>
<td>79.32%</td>
<td>85.24%</td>
</tr>
<tr>
<td></td>
<td>MYI</td>
<td>52.37%</td>
<td>57.62%</td>
<td>84.26%</td>
<td>85.65%</td>
<td>94.73%</td>
</tr>
<tr>
<td></td>
<td>Overall</td>
<td>68.35%</td>
<td>71.83%</td>
<td>83.30%</td>
<td>83.04%</td>
<td>91.20%</td>
</tr>
<tr>
<td>20100426</td>
<td>FYI</td>
<td>80.27%</td>
<td>81.47%</td>
<td>75.81%</td>
<td>76.76%</td>
<td>98.31%</td>
</tr>
<tr>
<td></td>
<td>MYI</td>
<td>93.94%</td>
<td>93.35%</td>
<td>89.65%</td>
<td>90.38%</td>
<td>96.72%</td>
</tr>
<tr>
<td></td>
<td>Overall</td>
<td>87.08%</td>
<td>87.39%</td>
<td>82.62%</td>
<td>83.54%</td>
<td>97.52%</td>
</tr>
<tr>
<td>20100510</td>
<td>OW</td>
<td>96.16%</td>
<td>96.30%</td>
<td>94.85%</td>
<td>95.69%</td>
<td>96.74%</td>
</tr>
<tr>
<td></td>
<td>FYI</td>
<td>94.68%</td>
<td>95.05%</td>
<td>80.19%</td>
<td>83.70%</td>
<td>98.66%</td>
</tr>
<tr>
<td></td>
<td>MYI</td>
<td>76.89%</td>
<td>80.25%</td>
<td>88.79%</td>
<td>87.61%</td>
<td>95.59%</td>
</tr>
<tr>
<td></td>
<td>Overall</td>
<td>82.46%</td>
<td>84.88%</td>
<td>87.42%</td>
<td>88.31%</td>
<td>96.39%</td>
</tr>
<tr>
<td>20100524</td>
<td>OW</td>
<td>96.58%</td>
<td>98.97%</td>
<td>92.65%</td>
<td>92.40%</td>
<td>95.31%</td>
</tr>
<tr>
<td></td>
<td>FYI</td>
<td>92.46%</td>
<td>94.48%</td>
<td>80.72%</td>
<td>86.41%</td>
<td>99.24%</td>
</tr>
<tr>
<td></td>
<td>MYI</td>
<td>72.84%</td>
<td>76.54%</td>
<td>88.47%</td>
<td>87.96%</td>
<td>92.77%</td>
</tr>
<tr>
<td></td>
<td>Overall</td>
<td>83.57%</td>
<td>86.44%</td>
<td>85.94%</td>
<td>87.90%</td>
<td>95.61%</td>
</tr>
<tr>
<td>20100027</td>
<td>OW</td>
<td>90.75%</td>
<td>94.58%</td>
<td>93.98%</td>
<td>95.03%</td>
<td>94.93%</td>
</tr>
<tr>
<td></td>
<td>YI</td>
<td>63.83%</td>
<td>70.64%</td>
<td>81.97%</td>
<td>90.52%</td>
<td>97.37%</td>
</tr>
<tr>
<td></td>
<td>MYI</td>
<td>40.46%</td>
<td>34.04%</td>
<td>84.33%</td>
<td>75.78%</td>
<td>65.15%</td>
</tr>
<tr>
<td></td>
<td>Overall</td>
<td>72.44%</td>
<td>77.92%</td>
<td>86.12%</td>
<td>91.70%</td>
<td>95.77%</td>
</tr>
<tr>
<td></td>
<td>Overall accuracy</td>
<td>80.00%</td>
<td>82.47%</td>
<td>84.56%</td>
<td>86.09%</td>
<td>95.54%</td>
</tr>
</tbody>
</table>

Although IRGS-RF enhances the quality of the sea ice map in Figure 5e by properly classifying regions near sea ice boundaries and suppressing the misclassification of YI,
the classification maps produced by RF-based models have the worst visual quality. This reveals that the RF with handcrafted features is inadequate for discriminating sea ice types in complex scenes. The classification map of ResNet in Figure 5f is improved compared with that of RF. However, large-scale salt-and-pepper-like classification errors appear over the whole image, which is caused by the fact that ResNet does not capture the contextual information of the center pixel. After integrating with segmentation results, IRGS-ResNet eliminates most salt-and-pepper classification noise in Figure 5g. However, the FYI formed from frozen leads among MYI is missing since it is not preserved in the results of ResNet. Compared with other methods, the proposed IceGCN removes salt-and-pepper classification noise while preserving the edges and boundaries between different sea ice types that are accurately labeled.

Figure 6 shows the results of the scene collected on 24 May 2010. The misclassifications of YI arise again in the classification maps of RF and ResNet. The salt-and-pepper classification noise is severe in the result of ResNet, though the outlines of major sea ice regions are mostly preserved. These similar classification errors are also present in the classification map of IRGS-ResNet since the proposed method’s infrastructure is based on ResNet. Fortunately, the superpixels generated by IRGS suppress the salt-and-pepper classification noise and contribute to a smoother, more appealing result than that of ResNet. The result of RF containing much less noise-like misclassification is attributed to the multi-scale spatial context information captured in the GLCM features.

![Classification results for the scene obtained on 24 May 2010 (scene ID: 20100524).](image)

**Figure 6.** Classification results for the scene obtained on 24 May 2010 (scene ID: 20100524). (a) HH polarization, (b) HV polarization, (c) Ice chart, (d) RF, (e) IRGS-RF, (f) ResNet, (g) IRGS-ResNet, and (h) IceGCN.

Figure 7 presents another instance underscoring the superiority of IceGCN. Captured during the freeze-up season on 27 October 2010, this scene exhibits considerable incidence angle variation. Notably, water, more susceptible to incidence angle variation than sea ice, appears markedly brighter at lower incidence angles (left side of the scene) compared to higher incidence angles (right side of the scene). The ice-covered area features fissures, ridges, and freezing-up leads, complicating the differentiation of YI and FYI for benchmark-
ing methods. RF faces challenges in distinguishing YI, misclassifying nearly half of it as FYI, although IRGS-RF slightly mitigates the misclassification. ResNet and IRGS-ResNet more effectively classify YI but falter in predicting MYI due to the sparse presence of MYI in the scene and the similar backscatter characteristics of MYI and YI. In contrast, IceGCN attains significantly higher accuracy in classifying YI, owing to the human interaction that eliminates FYI from the training data. Nonetheless, the limited MYI samples—five for training and eleven for testing—result in a suboptimal classification accuracy of 65.15% for MYI. Despite this, IceGCN still surpasses the benchmarking methods by a substantial margin in overall accuracy.

![Classification results for the scene obtained on 27 October 2010 (scene ID: 20101027).](image)

The performance of IceGCN is also assessed using various training sample quantities. Training samples per class are randomly chosen, ranging from 20% to 100% of the available samples, in increments of 20%. Figure 8 illustrates the classification accuracies. A marked enhancement in classification accuracy is discernible as the training sample ratio advances from 20% to 60%. Beyond the 60% threshold, the increasing trend plateaus—except for MYI in scene 20101027, where an extremely limited number of samples exist. These findings demonstrate that IceGCN can produce remarkable classification outcomes even when constrained by a limited pool of labeled samples.
Figure 8. Classification accuracy of IceGCN on Dataset-2 with different training sample ratios.

4. Conclusions

The IRGS segmentation-generated superpixels maintain homogeneity, preserving edges and boundaries among various sea ice types. Additionally, GCN propagates feature information from labeled nodes, classifying unlabeled nodes in the graph. Consequently, a graph-based method, IceGCN, is demonstrated to improve the sea ice classification accuracy using RADARSAT-2 duel-pol scenes. IceGCN consists of three primary components: superpixel generation, feature extraction, and graph convolution. The experimental results demonstrate that the proposed method outperforms the other comparison methods in both quantitative and qualitative assessments.

Due to the semi-supervised nature of IceGCN, human involvement is necessary to supply the initial training samples for each SAR image. This process constrains the distribution of sea ice within the scene and minimizes the misclassification of non-existent sea ice types. This characteristic is similar to the procedure of how human experts generate sea ice charts. Experimental findings indicate that classification maps created by IceGCN are more natural, precise, and potentially better suited for operational use than those
generated by benchmarking methods. Furthermore, IceGCN demands only a limited number of training samples to predict a SAR scene. Typically, the labeling process takes an ice expert under five minutes, resulting in a substantial time reduction compared to the prevailing human-centric pipeline.

In future work, more ablation studies can be conducted to investigate the contributions of the components in IceGCN. Potential investigations may involve testing different superpixel generation and feature extraction algorithms. Moreover, IceGCN currently focuses on local relations for adjacency matrix construction, so exploring the integration of local and global information for graph construction may prove insightful.
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