Estimation of Forest Stand Volume in Coniferous Plantation from Individual Tree Segmentation Aspect Using UAV-LiDAR
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Abstract: The main problems of forest parameter extraction and forest stand volume estimation using unmanned aerial vehicle light detection and ranging (UAV-LiDAR) technology are the lack of precision in individual tree segmentation and the inability to directly obtain the diameter at breast height (DBH) parameter. To address such limitations, the study proposed an improved individual tree segmentation method combined with a DBH prediction model to obtain the tree height (H) and DBH for calculating the volume of trees, thus realizing the accurate estimation of forest stand volume from individual tree segmentation aspect. The method involves the following key steps: (1) The local maximum method with variable window combined with the Gaussian mixture model were used to detect the treetop position using the canopy height model for removing pits. (2) The measured tree DBH and H parameters of the sample trees were used to construct an optimal DBH-H prediction model. (3) The duality standing tree volume model was used to calculate the forest stand volume at the individual tree scale. The results showed that: (1) Individual tree segmentation based on the improved Gaussian mixture model with optimal accuracy, detection rate r, accuracy rate p, and composite score F were 89.10%, 95.21%, and 0.921, respectively. The coefficient of determination $R^2$ of the extracted tree height parameter was 0.88, and the root mean square error $RMSE$ was 0.84 m. (2) The Weibull model had the optimal model fit for DBH-H with predicted DBH parameter accuracy, the $R^2$ and $RMSE$ were 0.84 and 2.28 cm, respectively. (3) Using the correctly detected trees from the individual tree segmentation results combined with the duality standing tree volume model estimated the forest stand volume with an accuracy AE of 90.86%. In conclusion, using UAV-LiDAR technology, based on the individual tree segmentation method and the DBH-H model, it is possible to realize the estimation of forest stand volume at the individual tree scale, which helps to improve the estimation accuracy.
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1. Introduction

Forests are an important component of terrestrial ecosystems and have evolved into the primary carbon pool in the global carbon cycle, playing a decisive role significantly contributing to the mitigation of global climate change impacts [1–3]. As an important indicator reflecting the character and condition of forest ecosystems, the forest stand volume finds widespread application in greenhouse gas accounting, global climate change maintenance, and carbon neutralization [4–6]. Therefore, timely, accurate, and efficient
research on estimation of forest ecosystem stock is of practical significance for sustainable forest resource management and understanding of the global climate change dynamics.

Traditionally, forest stand volume has been traditionally determined through methodologies such as the clearcutting method or the standard tree method. While more precise, it is deemed that destructive sampling is more destructive to the ecological environment [7,8]. At the present stage, most of the methods are based on forest inventory data, using parameters like tree height and diameter at breast height parameters, combined with allometric growth equations to estimate the forest stand volume [9,10]. However, the field sample survey also consumes a large amount of time and economic costs, and only obtains point data, making it difficult to efficiently obtain the macro-distribution and dynamic changes in the stock at the regional scale or a larger scale [11–13]. In recent years, with the development of remote sensing technology, the spatial integrity and temporal consistency of the data have been ensured, confirming higher accuracy of forest resource surveys.

Light detection and ranging (LiDAR) is unaffected by varying natural conditions like weather and light, and demonstrates great potential in forest stand volume estimation by transmitting laser pulses towards the branches and leaves of trees and capturing dispersed echo signals conveying three-dimensional spatial data and other information to obtain waveform or point cloud data [14–16]. Among them, unmanned aerial vehicle LiDAR (UAV-LiDAR) has lower data acquisition cost and higher pulse sampling density compared to airborne LiDAR [15,17,18]. With a larger operational range and higher data acquisition efficiency than terrestrial LiDAR and mobile backpack LiDAR, it has emerged and rapidly developed in the industry with its unique advantages. After the advent of high-resolution point cloud data, an increasing number of researchers have started to try to estimate forest volume remotely from the perspective of individual tree, and individual tree segmentation has become the premise and foundation of stand volume remote sensing estimation [19–21].

Currently, the individual tree segmentation method for unmanned aerial vehicle LiDAR (UAV-LiDAR) data can be divided into two categories based on different data formats: point cloud-based and raster-based [22–24]. Segmenting methods based on point cloud data mainly include point cloud segmentation (PCS), density clustering, voxel projection, etc. [25–27]. After classifying ground points from forest point clouds, the terrain is normalized, and individual tree clustering is performed using the three-dimensional structural information of the point cloud data to achieve the segmentation of individual tree point clouds. These methods strive to retain all details of the point cloud, but they involve high computational complexity and complex algorithm implementation. Segmentation methods based on raster data utilize the spatial distribution differences in the pixel values of the canopy height model. They often employ algorithms such as watershed, Gaussian mixture model, and local maximum method for treetop detection and crown edge recognition [28–35]. Compared to point cloud segmentation methods, raster-based methods, while losing information during data rasterization, offer simpler data structures and higher efficiency.

The drawback of using UAV-LiDAR for forest stand volume estimation is the difficulty in obtaining the diameter of the chest, another key variable in volume calculation [36,37]. There have been previous studies using UAV-LiDAR with ultra-high point density to directly extract tree diameter at breast height, but they are limited by a variety of factors such as stand structure, canopy size, and forest density [38–41]. Using the close relationship between diameter at breast height and tree height, constructing a prediction model for breast diameter based on the tree height parameters extracted by UAV-LiDAR is a feasible solution [42–44]. Linear regression models (or log-transformed power function models) are the most common form of modeling; however, these equations may be too simple and only applicable to a limited range of tree sizes and stand conditions [45]. Because modeled data are often hierarchically structured, parameter estimation using ordinary least squares (OLS) methods is usually difficult to simultaneously bias parameter estimates towards meeting error assumptions. In addition, many studies have used non-parametric modeling methods, such as the random forest method [46,47]. Non-parametric methods are advantageous due
to their reduced reliance on assumptions and higher predictive accuracy. However, the lack of a predetermined model structure poses a challenge in comprehending the underlying relationship between independent variables and the dependent variable [48,49].

Therefore, this paper proposes an improved individual tree segmentation method for UAV-LiDAR point clouds to extract tree heights, and a diameter at breast height prediction model to extract diameter at breast height to estimate forest stand volume from individual tree segmentation aspect. The methodological framework of this study is shown in Figure 1. First, the local maximum method with variable window combined with the Gaussian mixture model were used to detect the treetop position, and the accuracy of individual tree segmentation was evaluated by calculating the detection rate, accuracy, and composite score. Then, the measured tree diameter at breast height and tree height parameters of the sample plots were used to construct an optimal prediction model, and the coefficient of determination and root mean square error between the measured and extracted tree parameters were computed to assess the accuracy of parameter extraction. Finally, the tree height, diameter at breast height, and the duality standing tree volume model were used to calculate the forest volume, and the accuracy of the UAV-LiDAR volume estimation by the relative accuracy.

Figure 1. The methodological framework of this study.

The rest of the paper is organized as follows: Section 2 describes in detail the field survey and UAV-LiDAR data acquisition and processing methods, as well as the new individual tree segmentation method and individual tree scale forest volume estimation method proposed in this study. Section 3 presents the results of individual tree segmentation
2. Materials and Methods

2.1. Study Area and Field Investigation

The study area is located at the northeast of Guilin City, Guangxi Zhuang Autonomous Region, China (110°37′~111°29′ E and 25°29′~26°23′ N; Figure 2). The region is located in the upper reaches of the Xiangjiang River, the territory is mainly mountainous terrain, and there are many rivers. This area experiences a typical continental monsoon climate, the average temperature is 18.1 °C, annual average rainfall is 1566 mm, and forest coverage rate is 68.15%. The climatic conditions are suitable for the growth of forests.

The forest selected for the study was located in a coniferous collective forest area within Guilin City, covering an area of 0.24 hectares, with an elevation of 200 m, a slope of less than 20°, and the dominant tree species was Cunninghamia lanceolata. The forest originated from secondary growth, with a tree density of approximately 600 trees per hectare, an average forest age of about 20 years, and the presence of low shrubs and herbaceous plants under the canopy. All trees within the forest with a diameter at breast height (DBH) greater than 5 cm were measured. We used the TruPulse 200 laser rangefinder to measure the height of Cunninghamia lanceolata trees, with an instrument error of ±0.2 m, and a steel tape measure was used to measure the diameter at breast height at 1.3 m. The size of the canopy was measured by pulling a cross ruler in the east–west and north–south directions of the canopy with the trunk as the center, respectively. We employed the Qianxun SR3 Pro to measure the positions of individual trees, achieving a horizontal positioning accuracy of under 8 mm. The final number of trees measured totaled 156, including 151 Cunninghamia lanceolata trees and 5 other broadleaf trees. The average DBH was 15.1 cm and the average tree height was
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and a steel tape measure was used to measure the diameter at 1.3 m. The canopy size was measured by pulling a cross ruler in the east–west and north–south directions of the canopy with the trunk as the center, respectively. We employed the QuickBird points, low points, etc., from the UAV laser point cloud data. Cloth Simulation Filtering (CSF) algorithm is used to classify ground and non-ground points [50]. The classified ground laser point cloud was then interpolated using IDW to generate a digital elevation model (DEM), and a digital surface model (DSM) was interpolated using the laser point cloud of the first echo. In order to eliminate the interference of terrain undulation on the elevation of features in DSM, the normalized digital surface elevation model, i.e., canopy height model (CHM), can be obtained by subtracting the DSM and DEM elevations. In CHM, the image element value of each raster indicates the height of the canopy at the location.

Due to the existence of black or gray holes in the original CHM, this in turn affects the detection of treetop points. The maximum point cloud height in the neighborhood of

![Figure 3. Distribution of tree height and diameter at breast height.](image)

2.2. Light Detection and Ranging (LiDAR) Data Acquisition and Preprocessing

2.2.1. Light Detection and Ranging (LiDAR) Data Acquisition

The UAV-LiDAR point cloud data are discrete echo data acquired in December 2020 using DJI Matrice 600 flight platform and RIEGL VUX-1LR sensor. In order to avoid the influence of water vapor and shaking branches and leaves on the data quality, clear and windless weather was chosen to carry out the data acquisition. A vertical cross route design was adopted, starting from the center of the study area, and the flight mode of the UAV and the parameter settings of the sensors were determined according to the altitude and height difference. The flight altitude of the UAV was 100 m, the flight speed was 6 m/s, and the route interval was set at 60 m. The distance measurement error of the sensor was less than 1.5 m. The ranging error of the sensor is less than 10 mm, the emission frequency of the laser pulse is 300 kHz, and the scanning angle is 140°–180° to ensure that the final point cloud density is higher than 150 pts/m². After the completion of the external flight, the POS data were utilized for route solving, aerial tape splicing, and data correction to finally obtain the UAV-LiDAR point cloud data in the study area.

2.2.2. Point Cloud Preprocessing

Point cloud data preprocessing includes denoising, ground point classification, and canopy height model generation, and all processes are implemented in Lidar 360 V7.0 software. The spatial distance-based denoising algorithm was used to remove the flying bird points, low points, etc., from the UAV laser point cloud data. Cloth Simulation Filtering (CSF) algorithm is used to classify ground and non-ground points [50]. The classified ground laser point cloud was then interpolated using IDW to generate a digital elevation model (DEM), and a digital surface model (DSM) was interpolated using the laser point cloud of the first echo. In order to eliminate the interference of terrain undulation on the elevation of features in DSM, the normalized digital surface elevation model, i.e., canopy height model (CHM), can be obtained by subtracting the DSM and DEM elevations. In CHM, the image element value of each raster indicates the height of the canopy at the location.

Due to the existence of black or gray holes in the original CHM, this in turn affects the detection of treetop points. The maximum point cloud height in the neighborhood of
the target image element of the CHM was used to replace the holes on the CHM, and the canopy edge information is enhanced to make the canopy surface smoother. The canopy height model for removing pits (CHM$_{RF}$) is obtained by linear smoothing of the CHM$_{RF}$ model using the maximum filtering method. Based on the forest type and the distance between trees, the final selected raster resolution is 0.5 m.

### 2.3. Individual Tree Segmentation

In this study, we propose an improved individual tree segmentation method for UAV-LiDAR point clouds, including the detection of treetop positions using the local windows maximum method with variable windows, the identification of crown boundaries based on Gaussian mixture model surface fitting, and the use of Euclidean distance clustering to divide the normalized point cloud data into a number of individual tree point cloud ensembles. The logical framework of the improved Gaussian mixture model (IGMM) individual tree segmentation method is shown in Figure 4.

![Figure 4](image-url)

Figure 4. Logical schematic of the improved Gaussian mixture model individual tree segmentation method. (a, b) illustrate the normalized point cloud and the results of individual tree segmentation. (c-e) represent the three key processes of the improved Gaussian mixture model algorithm.

The specific ideas are as follows:

1. **Local windows maximum**

   Typically, the upper section of a tree exhibits more distinctive features, with the gray value often higher than that at the crown’s edge. In the context of identifying local maximum points, a comparison is made between the point and its surrounding pixel points...
to determine if the point’s gray value exceeds that of the adjacent pixel point. Then, the point is stored in an array and the gray values of the points in the array are sorted from high to low. Finally, a fixed size window is created centered on the pixels in the array, if a point with a higher gray value than the gray value is encountered, then the pixel encountered is directly marked as a local maxima; otherwise, it is marked as a local maxima [51].

(2) Variable window size selection

Due to the factors such as different density and crown size of stand plants, the local windows maximum algorithm using a fixed window often misses or over mentions the phenomenon during the detection of seed points of single trees; therefore, it is necessary to choose a suitable window size for seed point extraction. The study uses local maxima with variable window size. According to the height of the image element where the local maximum is located, the relationship between the height of the tree and the crown size is used to determine the window size. The calculation method is as follows:

\[ R = 2 \times LM \times \frac{CR_{mean}}{H_{mean}} \]  

where \( R \) is the size of the variable window, \( LM \) is the local maxima within the window, \( CR_{mean} \) is the mean radius of the canopy, and \( H_{mean} \) is the mean tree height.

(3) Gaussian mixture model surface fitting

The Gaussian mixed model (GMM) surface fitting method for recognizing single tree canopy boundaries has higher accuracy than other methods and can be localized down to the subpixel level [52]. The pixel value anywhere in the image matrix \( E_{MN} \) is recorded as \( P(x, y, A) \), \( x = i, y = j \) are the row and column numbers of \( CHM_{RF} \), and \( A = e_{ij} \) is the canopy height. Individual tree canopy boundary identification was the process of using a Gaussian surface fitting model (Equation (2)) to determine whether the target pixel value belongs to the diffuse region of the local treetop height maximum by parameters such as the treetop position and canopy height value. Where \( A \) is a fixed coefficient, which is the maximum canopy value obtained by the local windows maximum method, and \( \sigma \) is the Gaussian function mean square deviation, which affects the degree of the blurring effect of the Gaussian surface fitting, and \((x_0, y_0)\) are the planar position coordinates of the treetop:

\[ f(x, y) = A \times \exp \left\{ -\frac{1}{2\sigma^2} \left[ (x - x_0)^2 + (y - y_0)^2 \right] \right\} \]  

(2)

(4) Euclidean distance clustering

Euclidean distance clustering is used to judge the normalized point cloud classification of tree canopy boundaries using distance to achieve individual tree segmentation of forest stand point clouds. Taking the tree apex as the seed point, the region grows from top to bottom, and iterates over other lower points in turn, combining the distance thresholds set by the canopy boundaries obtained from the GMM to eliminate points with spacing greater than the specified thresholds from the target tree, and categorizing the points with spacing less than the thresholds as the target tree according to the minimum spacing rule. First, the spatial location where the single tree position \((x_o, y_o)\) is located is defined as the centerline of the individual tree point cloud collection, and the point cloud collection whose distance between the sample and the centerline is less than or equal to \( d_n \) is extracted. Then, according to the Euclidean distance (Equation (3)) to determine the point cloud cluster whose distance from the centerline is greater than \( d_n \), search for the individual tree location with the nearest Euclidean distance in the horizontal direction of the point cloud, and divide the point cloud into individual tree collection. Finally, it stops until all sample points are divided to the corresponding tree set, realizing the individual tree segmentation of the forest tree point cloud, as follows:

\[ d_n = \sqrt{(x_n - x_o)^2 + (y_n - y_o)^2} \]  

(3)
(5) Individual Tree Segmentation Accuracy evaluation

In order to validate the performance of the improved UAV-LiDAR point cloud individual tree segmentation method in this study, the measured data were utilized to compare with the individual tree detection results of the three methods, namely, watershed algorithm (WS), quadratic polynomial (QP), and traditional Gaussian mixture model, respectively. The number of correctly segmented single trees \(N_c\), the number of over segmented single trees \(N_o\), and the number of missed single trees \(N_m\) were recorded. We evaluate the accuracy of individual tree segmentation methods using three metrics: detection rate \(r\) (Equation (4)), accuracy rate \(p\) (Equation (5)), and composite score \(F\) (Equation (6)), as follows:

\[
r = \frac{N_c}{N_c + N_m} \tag{4}
\]

\[
p = \frac{N_c}{N_c + N_o} \tag{5}
\]

\[
F = \frac{2 \times (r \times p)}{r + p} \tag{6}
\]

2.4. Construction of Diameter at Breast Height (DBH) Prediction Equation

A total of five models (see Table 1), Linear regression model, Allometric growth model, Bates–Watts model, Meyer model, and Weibull model, were selected as alternative models for the study. And measured tree height \(H\) was used as the key variable for constructing the DBH prediction model. Model fitting was performed using measured tree height and DBH data for all Cunninghamia lanceolata trees.

Table 1. The five alternative DBH-H models for Cunninghamia lanceolata.

<table>
<thead>
<tr>
<th>Model Name</th>
<th>DBH Prediction Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear regression model</td>
<td>( DBH = \frac{H - a}{b} )</td>
</tr>
<tr>
<td>Allometric growth model</td>
<td>( DBH = \frac{H^a}{b} )</td>
</tr>
<tr>
<td>Bates–Watts model</td>
<td>( DBH = \frac{H}{a - b} )</td>
</tr>
<tr>
<td>Meyer model</td>
<td>( DBH = \frac{-\ln(1-H/a)}{b} )</td>
</tr>
<tr>
<td>Weibull model</td>
<td>( DBH = \left[ -\frac{\ln(1-H/a)}{b} \right]^{1/c} )</td>
</tr>
</tbody>
</table>

Note: \(a, b,\) and \(c\) are the unknown parameters that need to be fitted.

In order to evaluate the accuracy of the tree height parameters \(H_i\) extracted by UAV-LiDAR and the diameter at breast height parameters \(DBH_M\) estimated by the model, the study chose the coefficient of determination \(R^2\) (Equation (7)), and the root mean square error (RMSE) (Equation (8)). Where \(n\) is the number of correctly segmented individual trees, \(X_i\) is the extracted height or estimated breast diameter of the trees, \(x_i\) is the measured height and diameter at breast height of stand tree, and \(\bar{X}_i\) is the mean of the measured height and breast diameter:

\[
R^2 = \frac{\sum_{i=1}^{n} (x_i - \bar{X}_i)(X_i - \bar{X}_i)}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{X}_i)^2 \sum_{i=1}^{n} (X_i - \bar{X}_i)^2}} \tag{7}
\]

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (X_i - x)^2}{n}} \tag{8}
\]

2.5. Forest Stand Volume Estimation

The forest stand volume was obtained by adding up the wood volume of individual tree standing. According to the national standard and the local duality standing tree volume model (Equation (9)) of Cunninghamia lanceolata in Guangxi Zhuang Autonomous Region,
the measured height and DBH of cedar trees in the sample plots were utilized to calculate the measured volume, and the height extracted by UAV-LiDAR and the DBH estimated by the model were used to calculate the estimated volume. The accuracy of accumulation estimation was evaluated using the relative accuracy (RA) (Equation (10)), as follows:

\[
V = 0.000065671 \times DBH^{1.769412} \times H^{1.069769} \tag{9}
\]

\[
RA = \frac{|V_i - v_i|}{v_i} \times 100\% \tag{10}
\]

3. Results

3.1. Individual Tree Detection

In order to verify the accuracy of individual tree segmentation for the four methods WS, QP, GMM, and IGMM, we perform individual tree matching using the spatial location of the detected tree and the measured tree as a criterion. If the horizontal distance between a detected tree and the corresponding measured tree is less than 2 m, the detected tree is considered to be correctly detected. An individual tree that was not matched to a measured tree was considered to be over detected. On the contrary, a measured tree that is not matched to a detected tree is considered to be a missing detection. The results of correct detection, missing detection, and over detection for the four methods are shown in Figure 5. The experimental results show that the WS-based individual tree segmentation has an insufficient number of plants and a large number of missing detections of trees. The QP and traditional GMM have a larger number of over detections. The individual tree detection results of the IGMM method showed an increase in the number of correct detections, and a decrease in the number of missing detections and over detections. The detailed point cloud map highlights the capability of the IGMM method to accurately segment small trees tightly interconnected within canopies, unlike the other three algorithms that exhibit missing detections in such situations. Analysis of tree matching results and point cloud details for individual tree segmentation reveals that the IGMM-based segmentation effectively addresses false detection in cases of close tree spacing.

The accuracy was evaluated by matching the individual tree segmentation results obtained with the four segmentation methods, as shown in Table 2. The study area comprised 156 individual trees, which was an artificial Cunninghamia lanceolata forest with a relatively simple forest type. The accuracy rate \( p \) of all four methods was close to 90% or more, with composite scores (F) surpassing 0.8, indicating a high level of accuracy across the individual tree segmentation methods. At the same time, the number of detected plants of all four methods is smaller than the real number of trees in the study area, which indicates that the defect of the individual tree segmentation methods based on raster data is the lack of individual tree detection ability. The WS algorithm had the lowest number of detected plants and correctly matched trees, only 131 and 116, respectively, with the worst individual tree detection ability, and the detection rate \( r \), accuracy rate \( p \), and composite score \( F \) were 74%, 88%, and 0.808, respectively. The QP and GMM methods had comparable performance in individual tree segmentation, showing comparable performance in individual tree segmentation, with similar outcomes in both tree matching and accuracy evaluation, achieving composite scores \( F \) of 0.872 and 0.882, respectively. The IGMM method has the best individual tree segmentation results, with 146 and 139 detected individual trees and correct matches, respectively, and detection rate \( r \), accuracy rate \( p \), and composite score \( F \) of 89%, 95%, and 0.921, respectively.
The accuracy was evaluated by matching the individual tree segmentation results obtained with the four segmentation methods, as shown in Table 2. The study area comprised 156 individual trees, which was an artificial Cunninghamia lanceolata forest with a relatively simple forest type. The accuracy rate of all four methods was close to 90% or more, with composite scores (F) surpassing 0.8, indicating a high level of accuracy across the individual tree segmentation methods. At the same time, the number of detected plants of all four methods is smaller than the real number of trees in the study area, which indicates that the defect of the individual tree segmentation methods based on raster data is the lack of individual tree detection ability. The WS algorithm had the lowest number of detected plants and correctly matched trees, only 131 and 116, respectively, with the worst individual tree detection ability, and the detection rate, accuracy rate, and composite score were 74%, 88%, and 0.808, respectively. The QP and GMM methods had comparable performance in individual tree segmentation, showing comparable performance in individual tree segmentation, with similar outcomes in both tree matching and accuracy evaluation, achieving composite scores F of 0.872 and 0.882, respectively. The IGMM method has the best individual tree segmentation results, with 146 and 139 detected individual trees and correct matches, respectively, and detection rate, accuracy, and composite score of 89%, 95%, and 0.921, respectively.

### Table 2. Comparison of individual tree detection performance among four different methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>N * (n)</th>
<th>Nc * (n)</th>
<th>Nm * (n)</th>
<th>No * (n)</th>
<th>R *</th>
<th>p *</th>
<th>F *</th>
</tr>
</thead>
<tbody>
<tr>
<td>WS</td>
<td>131</td>
<td>116</td>
<td>40</td>
<td>15</td>
<td>74.36%</td>
<td>88.55%</td>
<td>0.808</td>
</tr>
<tr>
<td>QP</td>
<td>140</td>
<td>129</td>
<td>27</td>
<td>11</td>
<td>82.69%</td>
<td>92.14%</td>
<td>0.872</td>
</tr>
<tr>
<td>GMM</td>
<td>141</td>
<td>131</td>
<td>25</td>
<td>10</td>
<td>83.97%</td>
<td>92.91%</td>
<td>0.882</td>
</tr>
<tr>
<td>IGMM</td>
<td>146</td>
<td>139</td>
<td>17</td>
<td>7</td>
<td>89.10%</td>
<td>95.21%</td>
<td>0.921</td>
</tr>
</tbody>
</table>

* Note: N, detected number; Nc, correct detection number; Nm, missing detection number; No, over detection; r, detection rate; p, accuracy rate; F, F-score.

#### 3.2. Construction of Diameter at Breast Height (DBH) Estimation Equation

The measured diameter at breast height (DBH) and tree height data of 156 trees were used to fit the parameters in a total of five alternative models, and the model accuracies are shown in Table 3. In the five tree DBH-H regression models, the coefficients of determination $R^2$ were 0.76, 0.78, 0.78, 0.80, and 0.85, respectively, which were all greater than 0.76, indicating that there was a high correlation between the measured tree height and DBH of Cunninghamia lanceolata trees. The highest of these was the Weibull model with the best fit. The RMSE of the five models were 2.086 cm, 1.873 cm, 1.413 cm, 1.439 cm, and 1.024 cm, respectively, and the smallest model was also the Weibull model. Based on the criteria of maximum $R^2$ and minimum RMSE, the Weibull model was finally selected as the DBH-H estimation model for Cunninghamia lanceolata species in this study.
Table 3. The DBH-H estimation model for *Cunninghamia lanceolata*.

<table>
<thead>
<tr>
<th>Model ID</th>
<th>Model Name</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>$R^2$</th>
<th>RMSE (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Linear regression model</td>
<td>0.508</td>
<td>0.039</td>
<td>-</td>
<td>0.76</td>
<td>2.086</td>
</tr>
<tr>
<td>II</td>
<td>Allometric growth model</td>
<td>1.811</td>
<td>0.684</td>
<td>-</td>
<td>0.78</td>
<td>1.873</td>
</tr>
<tr>
<td>III</td>
<td>Bates–Watts model</td>
<td>5.469</td>
<td>0.048</td>
<td>-</td>
<td>0.78</td>
<td>1.513</td>
</tr>
<tr>
<td>IV</td>
<td>Meyer model</td>
<td>7.128</td>
<td>-7.532</td>
<td>-</td>
<td>0.80</td>
<td>1.439</td>
</tr>
<tr>
<td>V</td>
<td>Weibull model</td>
<td>12.573</td>
<td>0.024</td>
<td>1.725</td>
<td>0.84</td>
<td>1.024</td>
</tr>
</tbody>
</table>

Note: $a$, $b$, and $c$ are the values of the parameter being fitted.

3.3. Parameter Extraction Accuracy

3.3.1. Tree Height Parameter Extracted

The results of the accuracy evaluation of the tree height parameter $H_L$ extracted from the individual tree point cloud dataset obtained by four individual tree segmentation methods, namely, WS, QP, GMM, and IGMM, and the measured tree height $H$ are shown in Figure 6. The coefficient of determination $R^2$ between the tree height parameter $H_L$ extracted by the four individual tree segmentation methods and the measured tree height $H$ were 0.87, 0.86, 0.87, and 0.88, respectively, which showed an excellent fitting effect. The relative root mean square errors RMSE were 0.88 m, 0.89 m, 0.88 m, and 0.84 m, with errors between 0.8 m and 0.9m, which were in the lower error range. The number of trees $n$ correctly detected by the four individual tree segmentation methods differed greatly, but the accuracy of the tree height parameters extracted from the segmented individual tree point cloud was similar. In addition, most of the parameter extraction results and accuracies of the tree height parameters obtained by the four different individual tree segmentation methods were consistent, and only some of the false matches caused by over detection or missed detection existed, which led to the weak differences in the evaluation indexes of tree height parameter accuracies of the whole forest. Overall, the tree height parameters extracted using the individual tree point cloud were highly accurate and stable.

3.3.2. Prediction of Diameter Parameters

Using the tree height parameters extracted from the point cloud of correctly detected individual trees, combined with the optimal DBH-H model (Weibull model), the corresponding individual tree diameter at breast height parameter (DBHM) was predicted. Accuracy evaluation was carried out with the field measured DBH parameters, and the experimental results are shown in Figure 7. The coefficients of determination $R^2$ of the linear fit between predicted and measured DBH parameters were 0.82, 0.84, 0.83, 0.84, and the RMSE were 2.38 cm, 2.29 cm, 2.34 cm, and 2.28 cm, respectively, using the four individual tree segmentation algorithms and the Weibull DBH-H model. The prediction accuracy of the DBH parameter was consistent with the variation in the tree height parameter extraction results. The experimental results showed that the technical solution of using the tree height parameters extracted from the segmented individual tree point cloud combined with the DBH-H model to predict the DBH parameter is feasible and has high accuracy.

3.4. Estimation of Forest Stand Volume

Using the field-measured diameter at breast height and tree height parameters, the measured volume of 156 trees in the study area was finally calculated using the duality standing tree volume model to be 54.47 m$^3$. And using the tree heights extracted from the four methods of individual tree segmentation by UAV-LiDAR, and the diameter at breast height predicted by the Weibull DBH-H model, the final results of the calculated forest stand volume are shown in Table 4. The forest stand volume estimated by directly using the results of all trees from the four methods of individual tree segmentation were 44.73 m$^3$, 48.01 m$^3$, 49.28 m$^3$, and 50.67 m$^3$, and the accuracy evaluated $RA$ was calculated as 82.12%, 88.14%, 90.47%, and 93.02%, respectively. Whereas the corrected forest stand volumes after matching with the measured trees were 41.94 m$^3$, 45.65 m$^3$, 46.07 m$^3$, and
48.46 m³, the corrected RA was 76.99%, 83.81%, 84.58%, and 90.86%, respectively. Since the number of detected trees was smaller than the number of measured trees for all four individual tree segmentation methods, and the number trees was further reduced after correct matching, the corrected accuracy of accumulation estimation with individual tree matching resulted in a smaller accuracy than that without matching. Among the results of the accuracy of the two types of forest stand volume calculation, based on the IGMM, individual tree segmentation obtained the optimal results.

Table 4. Accuracy analysis of stand volume estimation by UAV-LiDAR.

<table>
<thead>
<tr>
<th>Method</th>
<th>Total Segmentation</th>
<th>Correct Segmentation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number (n)</td>
<td>Estimated Volume (m³)</td>
</tr>
<tr>
<td>WS</td>
<td>121</td>
<td>44.73</td>
</tr>
<tr>
<td>QP</td>
<td>136</td>
<td>48.01</td>
</tr>
<tr>
<td>GMM</td>
<td>141</td>
<td>49.28</td>
</tr>
<tr>
<td>IGMM</td>
<td>149</td>
<td>50.67</td>
</tr>
</tbody>
</table>

Figure 6. Plots of the $H_L$ extracted from the individual tree point cloud against the measured $H$. In the figure, a circle denotes the position of a tree within the coordinate system, derived from the extracted tree height obtained using UAV-LiDAR point cloud data and the measured tree height. The red dashed line illustrates the linear fitting relationship between the two height measurements, while the blue line serves as the reference line indicating equality.
height parameters extracted from the segmented individual tree point cloud combined with the DBH-H model to predict the DBH parameter is feasible and has high accuracy.

Figure 7. Plots of the estimated DBH against the measured DBH. In the figure, a circle denotes the position of a tree within the coordinate system, derived from the extracted tree DBH predicted using Weibull model and the measured tree DBH. The red dashed line illustrates the linear fitting relationship between the two DBH measurements, while the blue line serves as the reference line indicating equality.

3.4. Estimation of Forest Stand Volume

Using the field-measured diameter at breast height and tree height parameters, the measured volume of 156 trees in the study area was finally calculated using the duality standing tree volume model to be 54.47 m³. And using the tree heights extracted from the four methods of individual tree segmentation by UAV-LiDAR, and the diameter at breast height predicted by the Weibull DBH-H model, the final results of the calculated forest stand volume are shown in Table 4. The forest stand volume estimated by directly using the results of all trees from the four methods of individual tree segmentation were 44.73 m³, 48.01 m³, 49.28 m³, and 50.67 m³, and the accuracy evaluated RA was calculated as

4. Discussion

4.1. Advantages of the Improved Individual Tree Segmentation Method

In this study, we carried out a study on forest stand volume estimation under the perspective of individual tree segmentation using UAV-LiDAR technology with Cunninghamia lanceolata forests as the research object. We used four individual tree segmentation methods based on raster data in this study, including the three traditional methods of WS, QP, GMM and IGMM method. Raster-based individual tree point cloud segmentation was widely accepted due to the abundance of raster data processing tools and the advantage of small data volume, the method is relatively easy to implement, and satisfactory individual tree segmentation results can be obtained in sparse plantation forests [17], as highlighted by Yang et al. [53]. On the one hand, it is severely limited by the raster resolution, and the process of rasterizing the point cloud data with a large resolution may lead to the loss of details, which further hinders the detection of trees with small crowns, while a very small resolution may lead to the detection of trees with branched canopies as segmentation trees [19]. The study supported this finding as the number of detections from all four methods was notably less than actual measurements in the sample. On the other hand, the accuracy of individual tree segmentation results is limited by the signal-to-noise ratio of the raster data, and a large amount of noise from the understory scrub can cause tree detection to become challenging. The study subjected the CHM to remove pits processing, which effectively mitigated this problem, and the accuracy of all four methods was greater
than 88%. The idea of individual tree segmentation for all three traditional methods is to detect the local canopy extremes first, and then use the functional equation to spread in a way similar to the surrounding to detect the canopy boundaries of individual trees. The drawback of these methods is that when the height difference between trees is too large, the taller trees tend to merge with the surrounding smaller trees, resulting in missed detections. A finding supported by Oehmcke et al. [15] and Ma et al. [18] indicated that the accuracy of tree detection is affected by the tree species and crown shape of adjacent trees. The study introduced a segmentation strategy combining local maxima with a variable window and GMM, achieving a segmentation accuracy score of 0.931, significantly enhancing individual tree detection precision.

4.2. Deficiencies in Individual Tree Segmentation

The complexity of the forest environment can hinder the accuracy of individual tree segmentation. Usually, the increase in the complexity of the forest environment, such as compound forests and mixed forests, is prone to over segmentation and missed segmentation phenomena, resulting in a decrease in the accuracy of the segmentation algorithm, which is an observation corroborated by the studies of Yang et al. [34] and Kuželka et al. [36]. In this study, the presence of a small number of broadleaf trees in the forest had a significant effect on the accuracy of individual tree detection. Due to the large branching angle and high crown height of broadleaf trees, the surrounding small trees are often missed when the local maximum algorithm is used to detect the treetop, resulting in low accuracy of the segmentation algorithm. In addition, coupled with the fact that the location of the trees in the field survey is the trunk area, and the location of the individual tree extracted by the algorithm is the pixel of the maximum value of the crown height, there is a certain distance between the two, which brings a certain error to the individual tree matching; this conclusion was also found in our previous study [19]. Therefore, facing the problem of insufficient accuracy of individual tree segmentation in complex samples, the improved algorithm needs to weigh the detection rate $r$ and the accuracy rate $p$. None of the previous algorithms can ensure high detection rate $r$ and high accuracy rate $p$, some algorithms increase the detection rate $r$ by separating as many single logs as possible, and have a high tolerance for wrong segmentation results, which may lead to a reduction in the accuracy rate $p$; some methods assign the highest priority to the accuracy $p$, focusing on the accuracy of the individual tree segmentation, which also reduces the total number of separated single logs at the expense of the detection rate $r$. The optimal individual tree segmentation point cloud algorithm must strike a balance between detection rate and accuracy rate to ensure comprehensive forest tree detection while upholding the accuracy of each identified tree [16]. In addition, there are certain limitations when the forest area is relatively large, in addition to the computational power demand caused by increased data. This includes the processing of large-scale point clouds using fixed parameters of a specific individual tree segmentation method, leading to a significant decrease in segmentation accuracy.

4.3. Limitations of Forest Stand Volume Estimation

Tree height ($H$) and DBH are important factors in estimating forest stand volume. Traditional forest stand volume surveys measure tree height by altimeter and DBH by tape involves manual inspection for each tree. While DBH is easy to measure; however, tree height is more difficult to obtain. In order to realize large-area, automated forest stand volume estimation, it is difficult to obtain the DBH directly through the use of non-contact remote sensing [41,46]. Therefore, in the process of forest stand volume estimation, utilizing the existing survey data, researching and constructing a regression model for DBH-H, and using the extracted tree height to project the difficult-to-obtain DBH, is an effective solution for forest stand volume estimation for segmenting individual trees [38]. At the same time, the credibility of UAV-LiDAR as a technical tool for forest stand volume estimation and survey has not been effectively solved. To realize the application of UAV-LiDAR sample
survey, it is necessary to promote the innovation of forest stand volume calculation method. On the one hand, the change in forest survey object. The content of sample plot survey in the current forest inventory is that all trees in a sample plot must be measured. This includes many small trees and shrubs, which have less impact on the overall forest stand volume [37]. If the survey object is only for large trees, it will greatly improve the accuracy of the LiDAR point cloud forest parameter extraction. On the other hand, the survey factor changes. At present, the survey factors for forest stand volume estimation primarily involve tree $H$ and $DBH$, and it is difficult to obtain $DBH$ parameters directly through UAV-LiDAR technology. And point cloud data can provide the crown area, volume, and other information of an individual tree, which can be applied to the construction of the formula for calculating the individual tree trunk volume [43,44]. This enhances model estimation accuracy and continuous optimization of the methodological process for forest stand volume estimation by UAV-LiDAR technology.

5. Conclusions

The research framework for estimating forest stand volume at the tree scale based on individual tree segmentation by UAV-LiDAR and DBH-H model is fully reliable. In this study, individual tree point clouds segmentation was performed using a canopy height model for removing pits, based on variable window local maxima, Gaussian mixture model surface fitting, and Euclidean distance clustering. The measured tree $H$ and $DBH$ parameters were used to construct an optimal DBH-H model, and the $DBH$ was estimated using the tree height parameters extracted from the individual tree point cloud. The cumulative forest stand volume was also calculated using the duality standing tree volume model. The results showed the following:

1. This research based on IGMM algorithm can effectively solve the problem of uneven tree arrangement leading to the lack of precision of individual tree segmentation. Segmentation accuracy significantly improved, achieving a high composite score (F) of 0.921.

2. The technical solution of using UAV-LiDAR technology combined with DBH-H model to predict $DBH$ parameters is feasible. The $R^2$ and $RMSE$ of the extraction accuracy of tree height parameters were 0.88 and 0.84 m, and the measured tree $H$ and $DBH$ parameter accuracy were 0.84 and 2.28 cm.

3. The estimation of forest stand volume from individual tree segmentation aspect by UAV-LiDAR can meet the accuracy requirements of forest resources investigation. Based on the IGMM individual tree segmentation method and Weibull DBH-H model, the accuracy $RA$ of forest stand volume combined with the duality standing tree volume model can reach 90.86%.

In conclusion, using UAV-LiDAR technology to estimate forest stand volume from the individual tree segmentation aspect can replace the heavy manual survey work in the field, and has the advantages of flexible route planning and design, short data collection period, and high estimation accuracy.
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