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Abstract: The satellite–ground bistatic configuration, which uses geosynchronous synthetic aperture radar (GEO SAR) for illumination and ground equipment for reception, can achieve wide coverage, high revisit, and continuous illumination of interest areas. Based on the analysis of the signal characteristics of GEO satellite–ground bistatic SAR (GEO SG-BiSAR), it is found that the bistatic echo signal has problems of azimuth spectrum aliasing and 2-D spatial variability. Therefore, to overcome those problems, a novel SAR imaging method for a GEO SG-BiSAR system with severe azimuth spectrum aliasing and 2-D spatial variability is proposed. Firstly, based on the geometric configuration of the GEO SG-BiSAR system, the time-domain and frequency-domain expressions of the signal are derived in detail. Secondly, in order to avoid the increasing cost caused by traditional multi-channel reception technology and the processing burden caused by inter-channel errors, the azimuth deramping is executed to solve the azimuth spectrum aliasing of the signal under the special geometric structure of GEO SG-BiSAR. Thirdly, based on the investigation of azimuth and range spatial variability characteristics of GEO SG-BiSAR in the Range Doppler (RD) domain, the azimuth spatial variability correction strategy is proposed. The signal corrected by the correction strategy has the same migration characteristics as monostatic radar. Therefore, the traditional chirp scaling function (CSF) is also modified to solve the range spatial variability of the signal. Finally, the twodimensional spectrum of GEO SG-BiSAR with modified chirp scaling processing is derived, followed by the SPECAN operation to obtain the focused SAR image. Furthermore, the completed flowchart is also given to display the main composed parts for GEO SG-BiSAR imaging. Both azimuth spectrum aliasing and 2-D spatial variability are taken into account in the imaging method. The simulated data and the real data obtained by the Beidou navigation satellite are used to verify the effectiveness of the proposed method.
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1. Introduction

GEO SAR has many advantages such as stable orbital characteristics, wide beam coverage, and strong continuous observation ability [1–4]. Therefore, the GEO satellite is suitable to be used as an illumination source. The GEO SG-BiSAR system is a novel and special system configuration that uses GEO SAR as the illumination source and ground stationary reception, which can be applied for continuous observation. However, with the complicated time-varying bistatic geometric configuration, the traditional SAR processing methods cannot be used directly to deal with the GEO SG-BiSAR imaging. On the one hand, the understellar points of GEO SAR are complicated curves, such as an “8” shape or water drop, which are very different from the characteristics of a low orbit satellite. On the other hand, the time-varying relative positions and velocities of the GEO transmitter
and ground receiver result in serious azimuth and range spatial variability issues in the GEO SG-BiSAR system. Although the time-domain back projection algorithms and its improved algorithms [5–7] can deal with the bistatic SAR imaging, the efficiency should be further improved for real-time processing. Therefore, the more efficient algorithms should be investigated. In this paper, we will focus on the modified CS in RD domain for GEO SG-BiSAR imaging.

Assuming that there are no synchronization errors of the GEO SG-BiSAR, the ground receiver obtains bistatic echoes through beamforming technology. Due to the stationary receiver, the Doppler bandwidth of the bistatic echoes is not affected by the ground receiver radar. The Doppler bandwidth contribution is provided by GEO SAR. With the long integration time and the wide beam coverage, the azimuth bandwidth is aliased, which is caused by the low pulse repetition frequency. Carrara et al. [8] and Lanari et al. [9] proposed azimuth preprocessing methods for monostatic SAR imaging. However, due to the differences in GEO SG-BiSAR Doppler bandwidth formulation, these methods need to be improved for GEO SG-BiSAR processing. Pu et al. [10] proposed an orthogonal sparse and rank-one pursuit (OSRanP) algorithm that utilized the sparsity and low rankness of the SAR image to obtain the original SAR image. However, this method requires constructing the observation matrix for the scene recovery, which leads to an enormous storage space and computing resource. To avoid the calculations’ complexity and heavy storage of the observation matrix, Sun et al. [11] proposed a decoupling observation model and the modified alternating direction method of multipliers (M-ADMM). Furthermore, An et al. [12] proposed an M-ADMM method with multiple receiving channels combined with the sparse recovery theory. However, these methods apply the multi-receiving technique to deal with Doppler aliasing. The receiving channel errors also increase the computational complexity of SAR processing. In this paper, we first present the geometric model of GEO SG-BiSAR and then introduce a geometric method to calculate the azimuth modulation frequency in azimuth aliasing preprocessing. Finally, the azimuth spectrum aliasing of the radar echo signal is solved by using the reference function based on azimuth deramping processing [9].

Due to the different minimum slant ranges between the targets and GEO satellites within the same bistatic range cell, those targets with different azimuth positions will have different range migration (RCM) curves and a different Doppler frequency (FM). Therefore, the bistatic echoes exhibit spatial variability in both azimuth and range. The traditional CS algorithm is also modified to deal with this spatial variability. In previous studies on a small bistatic angle system, Wong and Yeo [13] proposed a nonlinear frequency modulation scale (NLCS) method to estimate the azimuth modulation frequency within the same bistatic range cell. In order to adapt a large bistatic angle system, Qiu et al. [14] proposed a local fitting method to improve the perturbation function. Furthermore, considering the squint angle varying and cubic phase term of the transmitter, Zeng [15] analyzed the range modulation frequency of a LEO–ground bistatic experiment. Their methods were proposed for strip mode, so these methods are ineffective for GEO SAR with sliding spotlight mode. Tang et al. [16] addressed an improved nonlinear chirp scaling (NLCS) algorithm that introduced a cubic perturbation function in the azimuth domain and used modified an NLCS algorithm to complete azimuth compression. Sun et al. [17] proposed a range model based on one-stationary equivalence (RMOSE), and a 2-D frequency-domain imaging algorithm was proposed to solve the problem of the 2-D spatial variance of GEO bistatic echoes. But those methods cannot be used to process the azimuth Doppler aliasing signal. Considering the azimuth Doppler aliasing, Wang and Lu [18] adopted azimuth multi-channel to obtain non-aliasing SAR echoes. However, this method is not applicable for a single-channel SAR system. Tian et al. [19] analyzed a unified algorithm for SS and TOPS modes in a GEO transmitter stationary and LEO receiver movement bistatic configuration. Due to the difference between this configuration and the GEO SG-BiSAR, this method cannot be directly applied to the GEO SG-BiSAR processing. Therefore, we propose a novel SAR imaging method for the GEO SG-BiSAR system with severe azimuth spectrum
aliasing and 2-D spatial variability in this paper. Finally, we can obtain the focused SAR image through SPECAN operation.

On the basis of previous analysis, an imaging method for a GEO SG-BiSAR system was proposed to solve severe azimuth spectrum aliasing and two-dimensional spatial variability. Firstly, we obtained the azimuth frequency modulation rate through system geometric configuration, which is used to deal with the azimuthal aliasing of echoes. Secondly, in order to solve the azimuth spatial variation caused by the slant range between the targets and receiver, an azimuth spatial variation correction strategy was proposed. The corrected signal had the same receiving slant range within the same range cell, which means that the processed GEO SG-BiSAR signal had the same range spatial variation properties as the monostatic radar. Therefore, the traditional monostatic chirp scaling (CS) algorithm was modified to solve the range spatial variability of the signal. Finally, the focused SAR image was obtained in the azimuth frequency domain through SPECAN operation followed by the azimuth compression. The proposed method considers both the azimuth spectrum aliasing and two-dimensional spatial variability compared with the state-of-the-art method. In addition, the corrected signal of the azimuth spatial variation had the same signal properties as the monostatic radar. There was no need to consider the design of bistatic configurations in the practical experiments.

The paper is arranged as follows. In Section 2, we introduce the geometric configuration and signal model of GEO SG-BiSAR in detail. In Section 3, the geometric method and reference function are given to solve the azimuth Doppler aliasing problem. In Section 4, based on our investigation of 2-D spatial variability, we propose an azimuth spatial variation correction method and modified CS function for the GEO SG-BiSAR. In Section 5, the two-dimensional spectrum of the GEO SG-BiSAR signal with modified CS processing is analyzed. The performance investigation of the GEO SG-BiSAR imaging is given in Section 6 with the simulated data and the real data obtained by the Beidou navigation satellite. A brief conclusion is presented in the final section.

2. Spatial Observation Geometry and Signal Model of GEO SG-BiSAR System

In this section, we introduce the spatial observation geometry of a GEO SG-BiSAR system. And the corresponding bistatic echo signal model is also established. Furthermore, we analyze the echo signal expressions in the time domain and two-dimensional frequency domain.

2.1. Spatial Observation Geometry of GEO SG-BiSAR System

The geocentric fixed coordinate system is often used in spaceborne SAR system research. The Earth’s center is defined as the coordinate origin. The X-axis passes through the intersection of the equatorial plane and the Greenwich meridian. The Z-axis points north along the Earth’s rotation axis. The Y-axis is determined by the right-hand Cartesian coordinate system.

The GEO SG-BiSAR spatial observation geometric model is shown as Figure 1. We assume that $P$ is an illuminated point target, $V_G$ is the velocity of GEO SAR, the distance between the GEO transmitter and the target $P$ is $R_{T_p}$, the distance between the ground receiver and target $P$ is $R_{R_p}$, and the azimuth time is $t_a$; then, the bistatic slant ranges from target $P$ to the GEO transmitter and ground receiver are:

$$R_{bi}(t_a; P) = R_{T_p}(t_a; P) + R_{R_p}$$

(1)
2.2. Characteristics’ Analysis of GEO SG-BiSAR Echo Signal

The radar echoes of the target $P$ are expressed as:

$$S_{echo}(\tau, t_a; P) = a_r(\tau - \frac{R_{bi}(t_a; P)}{c})a_a(t_a)\exp[-j2\pi f_c \frac{R_{bi}(t_a; P)}{c}]\exp[j\pi K_r(\tau - \frac{R_{bi}(t_a; P)}{c})^2]$$  (2)

where $a_r(\tau)$ is the range window function of the transmitted signal, $a_a(t_a)$ is the azimuth window function, $f_c$ is the carrier frequency, $c$ is the speed of light, and $\tau$ is the time.

Firstly, we perform range Fourier transform on (2) to obtain the range spectrum:

$$S_{echo}(f_\tau, t_a; P) = \int_{-T_\tau/2}^{T_\tau/2} S_{echo}(\tau, t_a; P)\exp(-j2\pi f_\tau \tau)d\tau$$  (3)

where $f_\tau$ is the range frequency. We assume that $\theta$ is the integral phase of (3); then:

$$\theta(\tau, t_a, f_\tau; P) = -2\pi f_c \frac{R_{bi}(t_a; P)}{c} + \pi K_r(\tau - \frac{R_{bi}(t_a; P)}{c})^2 - 2\pi f_\tau \tau$$  (4)

Based on the principle of the stationary phase (POSP), we can obtain the relationship between the range time $\tau$ and frequency $f_\tau$ by calculating the partial derivative of $\theta$ over $\tau$:

$$\frac{\partial \theta(\tau, t_a, f_\tau; P)}{\partial \tau} = 2\pi K_r(\tau - \frac{R_{bi}(t_a; P)}{c}) - 2\pi f_\tau = 0$$  (5)

$$\tau = \frac{f_\tau}{K_r} + \frac{R_{bi}(t_a; P)}{c}$$  (6)

Combining (4) and (6), we obtain:

$$S_{echo}(f_\tau, t_a; P) = a_r(f_\tau)a_a(t_a)\exp[-j2\pi(f_c + f_\tau) \frac{R_{bi}(t_a; P)}{c} - j\frac{\pi}{K_r} f_\tau^2]$$  (7)

Due to the inherent double radical of the GEO SG-BiSAR echo signal, it is difficult for us to obtain the two-dimensional spectrum expression. Neo et al. [20] proposed that the double radical slant range can be expanded into a Taylor series at an azimuth time of zero. Then, the high-order approximate expression of the stationary phase point can be obtained by using the series inversion method. Finally, we can obtain an accurate high-order approximate two-dimensional spectrum expression of GEO SG-BiSAR echoes.

---

Figure 1. Spatial observation geometric model of the GEO SG-BiSAR system.
by controlling the number of terms in the series expansion. Based on Neo’s ideas, many researchers have subsequently launched a series of bistatic studies [21, 22].

Next, we perform azimuth Fourier transform on (7) to obtain the two-dimensional spectrum expansion:

$$S_{\text{echo}}(f_r, f_a; P) = \int_{-T_r/2}^{T_r/2} S_{\text{echo}}(f_r, t_a; P) \exp(-j2\pi f_a t_a) \, dt_a$$  \hspace{1cm} (8)

where $f_a$ is the azimuth frequency. According to the series inversion method (Appendix A), $R_{T_p}(t_a; P) = \mu_0 + \mu_1 t_a + \mu_2 t_a^2 + \mu_3 t_a^3 + \mu_4 t_a^4 + \cdots$. Therefore, the integral phase $\theta$ of (8) is

$$\theta(f_r, f_a, t_a; P) = -2\pi(f_r + f_c) R_0(t_a; P) - \pi \frac{f_a^2}{c^2} - 2\pi f_a t_a$$

$$= -2\pi c \left( \mu_0 + \mu_1 t_a + \mu_2 t_a^2 + \mu_3 t_a^3 + \mu_4 t_a^4 + \cdots \right)$$

$$= -2\pi c \left( \mu_0 + \mu_1 t_a + \mu_2 t_a^2 + \mu_3 t_a^3 + \mu_4 t_a^4 + R_{K_p}(f_r + f_c) \right)$$

We can obtain the stationary phase point $t_a^\ast$ by calculating the partial derivative of $\theta$ over $t_a$:

$$\frac{\partial \theta(f_r, f_a, t_a; P)}{\partial t_a} = -\frac{2\pi c}{f_a} \left( \mu_1 + 2\mu_2 t_a + 3\mu_3 t_a^2 + 4\mu_4 t_a^3 \right) (f_r + f_c) - 2\pi f_a$$  \hspace{1cm} (10)

$$= -\left( \frac{c}{f_r + f_c} f_a + \mu_1 \right) = 2\mu_2 t_a + 3\mu_3 t_a^2 + 4\mu_4 t_a^3$$  \hspace{1cm} (11)

$$t_a^\ast = A_1 \left( -\left( \frac{c}{f_r + f_c} f_a + \mu_1 \right) \right) + A_2 \left( -\left( \frac{c}{f_r + f_c} f_a + \mu_1 \right) \right)^2 + A_3 \left( -\left( \frac{c}{f_r + f_c} f_a + \mu_1 \right) \right)^3$$  \hspace{1cm} (12)

where

$$A_1 = \frac{1}{8\mu_2^2}, A_2 = \frac{3\mu_3}{8\mu_2^4}, A_3 = \frac{9\mu_3^2 - 4\mu_2 \mu_4}{16\mu_2^4}$$  \hspace{1cm} (13)

Combining (12) and (13), we obtain the fourth-order and below integral phases $\theta$ about $f_a$:

$$\theta(f_r, f_a; P) = -\pi \frac{f_a^2}{c^2} - 2\pi \frac{\left( f_r + f_c \right)}{c} \left( \mu_0 + R_{K_p} \right)$$

$$+ 2\pi \frac{1}{8\mu_2^2} \left[ \left( \frac{c}{f_r + f_c} f_a + \left( \frac{f_r + f_c}{c} \right) \mu_1 \right)^2 \right]$$

$$+ 2\pi \frac{\mu_3}{8\mu_2^4} \left[ \left( \frac{c}{f_r + f_c} f_a + \left( \frac{f_r + f_c}{c} \right) \mu_1 \right)^3 \right]$$

$$+ 2\pi \frac{9\mu_3^2 - 4\mu_2 \mu_4}{64\mu_2^4} \left[ \left( \frac{c}{f_r + f_c} f_a + \left( \frac{f_r + f_c}{c} \right) \mu_1 \right)^4 \right]$$  \hspace{1cm} (14)

In order to decouple the range frequency $f_r$ and azimuth frequency $f_a$, the two-dimensional spectral phase term of (14) is further expanded into a polynomial about $f_r$. Ignoring the higher-order term of $f_r$, we obtain:

$$\theta(f_r, f_a; P) \approx \phi_0(f_a; P) + \phi_1(f_a; P) f_r + \phi_2(f_a; P) f_r^2 + \phi_3(f_a; P) f_r^3$$  \hspace{1cm} (15)

The four coefficient terms about $f_r$ in (15) are explained as follows.

i. The first coefficient term in (15) is independent of the range frequency domain $f_r$, which is the azimuth modulation term:

$$\phi_0(f_a; P) = 2\pi \left( -\frac{\left( \mu_0 + R_{K_p} \right) f_r}{c} + \frac{\mu_1 f_r}{4\mu_2 c} + \frac{\mu_3 f_r}{8\mu_2^2 c} + \frac{\mu_4 (9\mu_3^2 - 4\mu_2 \mu_4) f_r}{64\mu_2^4 c} \right)$$

$$+ 2\pi \frac{\mu_1}{8\mu_2^2} \left( \frac{9\mu_3^2 - 4\mu_2 \mu_4}{64\mu_2^4} \right) f_a^2$$

$$+ 2\pi \frac{\mu_3}{8\mu_2^4} \left( \frac{9\mu_3^2 - 4\mu_2 \mu_4}{64\mu_2^4} \right) f_a^3$$

$$+ 2\pi \left( \frac{9\mu_3^2 - 4\mu_2 \mu_4}{64\mu_2^4} \right) f_a^4$$  \hspace{1cm} (16)
ii. The second coefficient term is the first-order term about the range frequency domain \( f_r \), which represents the range migration curve of the target:

\[
\phi_1(f_a; P) = 2\pi \left( -\frac{(\mu_0 + R_{bi})}{c} + \frac{\mu_1^2}{2\mu_2^2} + \frac{\mu_3}{8\mu_2^2} + \frac{\mu_4^2}{64\mu_2^2} \right) + 2\pi \left( \frac{\mu_2}{4\mu_2^2} - \frac{3\mu_1\mu_2}{8\mu_2^2} - \frac{3\mu_3^2}{32\mu_2^2} \right) f_a^2 + 2\pi \left( \frac{\mu_2^2}{4\mu_2^2} \right) f_a^3 + 2\pi \left( \frac{3(\mu_3^2 - 4\mu_2\mu_4)c^3}{64\mu_2^2} \right) f_a^4
\]

iii. The third coefficient term is the quadratic term about the range frequency domain \( f_r \), which is the range pulse compression term:

\[
\phi_2(f_a; P) = 2\pi \left( -\frac{1}{2\pi} \right) + 2\pi \left( \frac{\mu_2}{4\mu_2^2} + \frac{3\mu_1\mu_2}{8\mu_2^2} + \frac{3\mu_3^2}{32\mu_2^2} \right) f_a^2 + 2\pi \left( \frac{3\mu_2^2}{8\mu_2^2} + \frac{3\mu_1(\mu_2^2 - 4\mu_2\mu_4)c^2}{16\mu_2^2} \right) f_a^3 + 2\pi \left( \frac{3(\mu_3^2 - 4\mu_2\mu_4)c^3}{32\mu_2^2} \right) f_a^4
\]

iv. The fourth coefficient term is the cubic term about the range frequency domain \( f_r \):

\[
\phi_3(f_a; P) = 2\pi \left( -\frac{1}{2\pi} \right) - \frac{\mu_1\mu_2}{8\mu_2^2} - \frac{3\mu_3}{32\mu_2^2} + \frac{3\mu_4^2}{64\mu_2^2} \right) f_a^2 + 2\pi \left( \frac{\mu_2^2}{2\mu_2^2} + \frac{\mu_1(\mu_2^2 - 4\mu_2\mu_4)c^2}{4\mu_2^2} \right) f_a^3 + 2\pi \left( \frac{5(\mu_3^2 - 4\mu_2\mu_4)c^3}{32\mu_2^2} \right) f_a^4
\]

Therefore, the two-dimensional spectrum of a GEO SG-BiSAR echo signal can be expressed as:

\[
S(f_r, f_a; R_{bi, TR}) = a_r(f_r)a_d(f_a) \exp \{ j\phi_0(f_a; R_{bi, TR}) + j\phi_1(f_a; R_{bi, TR})f_r \} \cdot \exp \{ j\phi_2(f_a; R_{bi, TR})f_a^2 + j\phi_3(f_a; R_{bi, TR})f_a^3 \} \quad (20)
\]

Based on the characteristics of the GEO SG-BiSAR echo signal, specific SAR imaging processing strategies will be investigated in the subsequent section.

3. Azimuth Deramping Preprocessing of GEO SG-BiSAR

As a result of the GEO SG-BiSAR understerll point trajectories with an “8” shape or water drop shape, the echoes will acquire a large Doppler bandwidth with a long integration time. In this situation, the azimuth spectrum is aliased, caused by the low pulse repetition frequency. Carrara and Lanari proposed azimuth preprocessing algorithms to eliminate spectral aliasing in a monostatic SAR system. Due to the difference between this configuration and GEO SG-BiSAR, those algorithms cannot be directly applied to the GEO SG-BiSAR azimuth preprocessing. To solve this problem, a geometric azimuth preprocessing method was proposed. In this method, we assume that the Doppler history of a central scene target is \( f_{d, st} \) and the target is continuously illuminated by a GEO transmitter \( t_{track} \). Then, the azimuth frequency modulation rate \( K_{st} \) can be expressed as:

\[
K_{st} = \frac{\max(f_{d, st}) - \min(f_{d, st})}{t_{track}}
\]
Based on the variation characteristics of the GEO SG-BiSAR Doppler frequency, the dechirp signal used for integrating can be obtained as:

$$S_{ref}(t_a) = \exp(j\pi K_{st} t_a^2)$$  \hspace{1cm} (22)

The azimuth Doppler aliasing is eliminated by the convolution of (7) and (22).

$$S_{dera}(f_r, t_a') = S_{echo}(f_r, t_a) \otimes_{\text{Az}} S_{ref}(t_a')$$

$$= \exp(j\pi K_{st} t_a^2) \int S_{echo}(f_r, t_a) \exp(j\pi K_{st} t_a^2) \exp(-j2\pi K_{st} t_a' t_a) dt_a$$  \hspace{1cm} (23)

where $\otimes_{\text{Az}}$ represents the azimuth convolution operation, $f_r'$ represents the updated azimuth frequency, and $t_a'$ is the azimuth time corresponding to a new azimuth frequency $f_r'$.

From (23), we can see that the two exponential terms in the integral sign represent two operations. The first exponential term is the multiplication of $S_{echo}(f_r, t_a)$ and $S_{ref}(t_a)$, which represents the deramping operation. The second exponential term is a linear phase about $t_a$, which is called the IFFT kernel. The IFFT operation is completed by combining the IFFT kernel and integral sign. The exponential term outside the integral sign is a constant phase, which will not affect the SAR imaging. The azimuth time and frequency are updated after the azimuth spectrum aliasing elimination. In order to be consistent with Section 2, Section 4, and Section 5, it should be noted that $t_a$ and $f_a$ are used to represent the updated azimuth time and frequency.

4. Two-Dimensional Spatial Variation Analysis and Correction of GEO SG-BiSAR

In this section, we will focus on the two-dimensional spatial variation characteristics of bistatic echoes. Firstly, we introduce the Range Doppler (RD) positioning function of the GEO SG-BiSAR system. On this basis, two-dimensional spatial variation characteristics were analyzed in the RD domain. Secondly, a translation method was proposed to solve the azimuth spatial variation in the GEO SG-BiSAR echo signal. Finally, a modified chirp scaling function was derived for the range variation correction.

4.1. Range Doppler Positioning Function of GEO SG-BiSAR System

The RD positioning mode of GEO SG-BiSAR can clearly be seen in a target ontology coordinate system. As shown in Figure 2, the central target of the illumination scene is defined as the coordinate origin. The connection between the central target and Earth’s center is defined as the Z-axis, which points toward the target. The projection of the GEO SAR velocity in the Z-axis vertical direction is the Y-axis. The X-axis is determined by the right-hand Cartesian coordinate system.

![Figure 2. RD position model of GEO SG-BiSAR system.](image)
We assume that $\mathbf{S}_G$ and $\mathbf{V}_G$ represent the position and velocity of the GEO transmitter, the position of the ground receiver is $\mathbf{S}_G$, and the position of the red pentagram is $\mathbf{S}_T$. $\mathbf{S}_T$ can be obtained by solving three positioning equations, as below:

$$\begin{align*}
\frac{S_{tx} + S_{ty}}{R_T^2} + \frac{P_{tx}}{R_T^2} &= 1 \\
\frac{(S_T - S_G) \cdot V_G}{\lambda \|S_T - S_G\|} + \frac{(S_R - S_T) \cdot V_k}{\lambda \|S_R - S_T\|} &= f_{dc} \\
\|S_T - S_G\| + \|S_T - S_R\| &= R_G + R_g
\end{align*}$$

(24)

where $\mathbf{S}_T = (S_{Tz}, S_{Ty}, S_{Tx})$ is the target position, $R_e$ and $R_q$ are the Earth’s equatorial radius and polar radius, respectively, $R_G$ and $R_g$ are the distance from the GEO transmitter and ground receiver to the target, respectively, $\lambda$ is the signal wavelength, and $f_{dc}$ is the Doppler center of the signal.

The nine target positions can be obtained by using the Newton iteration method (Appendix B). The longitude and latitude coordinates of these targets are marked with different colored icons on the map, as shown in Figure 3. Targets with the same colored icons are considered to have the same minimum slant range as the GEO transmitter. In (20), due to the variation in the target geographical location, $R_{T0,p}$ and $R_{R,p}$ are varying. That is to say, targets within the same bistatic range cell have a different transmitting slant range $R_{T0,p}$ and receiving slant range $R_{R,p}$. Therefore, the bistatic echoes exhibit spatial variability in both the azimuth and range. The traditional CS algorithm was also modified to deal with this spatial variability.

![Figure 3](image_url)  
**Figure 3.** Target position obtained from GEO SG-BiSAR RD positioning equations.

### 4.2. Azimuth Spatial Variation Analysis and Correction of GEO SG-BiSAR

As mentioned above, the azimuth targets 2, 5, and 8 in Figure 3 have the same minimum slant range $R_{T0,ref}$. We assume that $R_{R_L}$, $R_{R_4}$, and $R_{R_6}$ are the slant ranges of these targets to the ground receiver. It is obvious that these ranges are different from each other. We suppose $R_{R_{ref}}$ as the reference range $R_{R,ref}$. If we can adjust these slant range differences and rearrange them with the same receiving range $R_{R,ref}$, the azimuth spatial variation in the signal will be corrected. In this situation, the CS method can be used to correct the range spatial variation.

In Figure 4, three target clusters are used to explain the azimuth spatial variation correction of GEO SG-BiSAR. The vertical direction in this figure represents the Doppler
The azimuth spatial variation correction steps are shown in Figure 4. Firstly, we intercepted signals with a consistent Doppler frequency in the RD domain to illustrate the correction process, such as the targets 1, 2, and 3. Secondly, the intercepted signals were transformed into a two-dimensional frequency domain through a range Fourier transform (FFT), followed by multiplying a linear phase $h(f)$. Finally, the signals returned to the RD domain again through an inverse Fourier transform (IFFT). According to the difference between the target cluster receiving range and the reference target cluster receiving range, the time variable $\Delta t_1$ of the targets 1–3 was calculated as:

$$\Delta t_1 = \frac{R_{R_i} - R_{R_{i\text{out}}}}{c} \quad (i \in [1, 3], i \in \mathbb{Z})$$

It is worth noting that we needed to perform phase compensation for the signal, which completes azimuth spatial correction. This phase compensation function is:

$$h_{\text{com}1} = \exp(j2\pi \frac{R_{R_i} - R_{R_{i\text{out}}}}{\lambda}) \quad (i \in [1, 3], i \in \mathbb{Z})$$

Similarly, the time variable $\Delta t_2$ of the targets 7–9 and the phase compensation function $h_{\text{com}2}$ are

$$\Delta t_2 = \frac{R_{R_i} - R_{R_{i\text{out}}}}{c} \quad (i \in [7, 9], i \in \mathbb{Z})$$

$$h_{\text{com}2} = \exp(j2\pi \frac{R_{R_i} - R_{R_{i\text{out}}}}{\lambda}) \quad (i \in [7, 9], i \in \mathbb{Z})$$

After the above azimuth spatial correction processing, the target clusters with the same minimum slant range $R_{R_1}$ had the same receiving range $R_{R_3}$. Therefore, it can be considered that the bistatic SAR signals had the same signal characteristics with the monostatic SAR. The modified CS algorithm can be used for range spatial variation correction to ensure targets with the same minimum slant range are located at the same range cell.

4.3. Range Spatial Variation Analysis and Correction of GEO SG-BiSAR

The core of the CS algorithm is to uniformly correct the range migration of a target within a different range cell. Generally, the CS algorithm is processed in the RD domain,
and the reference range \( R_{\text{bi,ref}} \) is the bistatic slant range of scene central target. Therefore, based on (20), we needed to derive the RD domain expression of the GEO SG-BiSAR signal. Due to the difficulty of directly performing range IFFT, we first performed a cubic phase compensation for the two-dimensional frequency domain signal. The cubic phase compensation function is as follows:

\[
H_3(f_r, f_a) = \exp(-j\varphi_3(f_a; R_{\text{bi,ref}}) f_r^2)
\]  

(29)

Then, we have

\[
S(f_r, f_a; R_{\text{bi,TR}}) = a_r(f_r) a_a(f_a) \exp \left\{ j\varphi_0(f_a; R_{\text{bi,TR}}) + j\varphi_1(f_a; R_{\text{bi,TR}}) f_r + j\varphi_2(f_a; R_{\text{bi,TR}}) f_r^2 \right\}
\]

\[
R_{\text{bi,TR}} = R_{T0,p} + R_{R,p}
\]  

(30)

By range IFFT transformation, the RD domain expression of the GEO SG-BiSAR signal is obtained as:

\[
S(\tau, f_a; P) = a_r(\tau + \frac{\varphi_1(f_a; R_{\text{bi,TR}})}{2\pi}) a_a(f_a) \exp \left\{ j\varphi_0(f_a; R_{\text{bi,TR}}) - j\frac{n^2}{2\pi f_a R_{\text{bi,TR}}} (\tau + \frac{\varphi_1(f_a; R_{\text{bi,TR}})}{2\pi})^2 \right\}
\]

\[
= a_r(\tau + \frac{\varphi_1(f_a; R_{\text{bi,TR}})}{2\pi}) a_a(f_a) \exp \left\{ j\varphi_0(f_a; R_{\text{bi,TR}}) - j\frac{n^2}{2\pi f_a R_{\text{bi,TR}}} (\tau - \frac{\varphi_1(f_a; R_{\text{bi,TR}})}{2\pi})^2 \right\}
\]

(31)

where \( R(f_a; R_{\text{bi,TR}}) = -\frac{\varphi_1(f_a; R_{\text{bi,TR}})}{2\pi} \) is the range migration curve. The relationship between \( \varphi_1(f_a; R_{\text{bi,TR}}) \) and the range reflects the range spatial variability of the GEO SG-BiSAR signal.

Due to the complexity of GEO SG-BiSAR spatial observation geometry, it was difficult for us to obtain the analytical expression of \( R(f_a; R_{\text{bi,TR}}) \) relative to \( R_{\text{bi,TR}} \). From the reference [23], we can see that the analytical expression can be obtained by numerical calculation, and the process is as follows: We place a certain number of targets (usually a few dozen) along the range direction within the illuminated scene. Then, we calculate the range migration curve sequence \{ \( R(f_{an}; R_{\text{bi,01}}), R(f_{an}; R_{\text{bi,02}}), \ldots, R(f_{an}; R_{\text{bi,0i}}), \ldots, R(f_{an}; R_{\text{bi,0N}}) \) \} under the same azimuth frequency \( f_{an} \), where \( 1 \leq i \leq N \), \( R_{\text{bi,0i}} \) is the bistatic range of target \( i \), and the number of placed targets is \( N \). By linear fitting, the numerical relationship among the range migration curve sequence, \( R_{R,p} \), and \( R_{T0,p} \) can be expressed as:

\[
R(f_a; R_{\text{bi,TR}}) = -\frac{\varphi_1(f_a; R_{\text{bi,TR}})}{2\pi} = R_{R,p} + A(f_a) + B(f_a) R_{T0,p}
\]

(32)

By performing the above operation on all azimuth frequencies, we can obtain the values of \( A(f_a) \) and \( B(f_a) \).

The receiving range error of the target clusters with the same minimum slant range \( R_{T0} \) was eliminated by the azimuth spatial correction of GEO SG-BiSAR; the distribution of these target clusters within the RD domain is shown in Figure 5. The curved degree of the target clusters in different range cells was varying, that is to say, the signal exhibited range spatial variation. To solve this problem, we first analyzed the consistent range migration (\( RCM_{\text{bulk}} \)), overall range migration (\( RCM_{\text{total}} \)), and complementary range migration (\( RCM_{\text{diff}} \)) of the GEO SG-BiSAR signal. The CS algorithm was modified for the GEO SG-BiSAR signal processing.
Figure 5. Range spatial variation schematic diagram of GEO SG-BiSAR signal.

In Figure 5, the ranges from the vertical, gray, dashed line to the near-end green, reference-end red, and far-end blue solid boxes are represented as $R_{CM_{\text{total}}}$. Moving the red, dashed curve to the near end and far end, we can observe the characteristics of range spatial variation. We assume that the range between the vertical, gray, dashed line and the red, solid curve is $R_{CM_{\text{bulk}}}$ and the difference between $R_{CM_{\text{total}}}$ and $R_{CM_{\text{bulk}}}$ is defined as $R_{CM_{\text{diff}}}$. According to (32), the different RCM expressions can be expressed as:

$$
R_{CM_{\text{total}}} = A(f_a) + B(f_a)R_{T0\_P} - A(f_{a\_ref}) - B(f_{a\_ref})R_{T0\_P}
$$

$$
R_{CM_{\text{bulk}}} = A(f_a) + B(f_a)R_{T0\_ref} - A(f_{a\_ref}) - B(f_{a\_ref})R_{T0\_ref}
$$

$$
R_{CM_{\text{diff}}} = R_{CM_{\text{total}}} - R_{CM_{\text{bulk}}} = A(f_a)R_{T0\_P} - B(f_{a\_ref})R_{T0\_P} + B(f_{a\_ref})R_{T0\_ref}
$$

where $R_{CM_{\text{diff}}}$ represents the range migration, which can be compensated by multiplying the CSF. The derivation of the CSF for GEO SG-BiSAR is as follows: combining (31) and (32), the target $P'$ locates in the range cell (in unit of time) as follows:

$$
\tau = \frac{1}{c}(R_{R\_P} + B(f_{a\_ref})R_{T0\_P} + A(f_a) + B(f_a)R_{T0\_ref} - B(f_{a\_ref})R_{T0\_ref})
$$

If the range time of target $P_c$ is designated as original time, then we get:

$$
\tau' = \tau - \frac{1}{c}(R_{R\_ref} + A(f_a) + B(f_a)R_{T0\_ref})
$$

$$
= \frac{1}{c}(R_{R\_P} - R_{R\_ref}) + \frac{1}{c}B(f_{a\_ref})R_{T0\_P} - B(f_{a\_ref})R_{T0\_ref}
$$

Expressing the range migration $R_{CM_{\text{diff}}}$ with $\tau'$, we obtain:

$$
\Delta \tau'(\tau', f_a) = \frac{R_{CM_{\text{diff}}}}{c} = \left[ \frac{B(f_a)}{B(f_{a\_ref})} - 1 \right] \tau' - \left[ \frac{B(f_a)}{B(f_{a\_ref})} - 1 \right] \frac{R_{R\_P} - R_{R\_ref}}{c}
$$

The CSF of the GEO SG-BiSAR system is obtained by integration:

$$
S_{\text{CS}}(\tau', f_a) = \exp \left\{ -j2\pi \int_{0}^{\tau'} \frac{\pi}{\phi_2(f_a; R_{bi\_TR})} \Delta \tau' (u, f_a) du \right\}
$$

$$
= \exp \left\{ -j\pi \frac{\phi_2(f_a; R_{bi\_TR})}{\phi_2(f_{a\_ref}; R_{bi\_TR})} \left[ \frac{B(f_a)}{B(f_{a\_ref})} - 1 \right] \tau' \right\}
$$

$$
\exp \left\{ j2\pi \frac{\pi}{\phi_2(f_a; R_{bi\_TR})} \frac{R_{R\_P} - R_{R\_ref}}{c} \left[ \frac{B(f_a)}{B(f_{a\_ref})} - 1 \right] \tau' \right\}
$$

Multiplying the azimuth variation corrected signal with $S_{\text{CS}}(\tau', f_a)$, the signal in the RD domain has the same $R_{CM_{\text{bulk}}}$, which will be eliminated through a unified range migration correction.
This 2-D spatial variation correction method may be affected by the imaging scenes’ terrain. Without a reference digital elevation model (DEM), we can focus SAR images by using the average elevation. When the reference DEM is known, the proposed methods can be used based on scene segmentation to complete the 2-D spatial variation correction processing and obtain well-focused SAR images.

5. Modified CS Processing and Azimuth Compression of GEO SG-BiSAR

The azimuth preprocessed signal is aliasing in the azimuth time domain, so we obtain the focused SAR image by the SPECAN operation in the azimuth frequency domain. Based on the previous sections, we obtain the flowchart of the GEO SG-BiSAR imaging with severe azimuth spectrum aliasing and 2-D spatial variability.

5.1. Two-Dimensional Spectrum of GEO SG-BiSAR Signal with Modified CS Processing

As is shown in Section 4.3, multiplying the Range Doppler signal (31) with the CS function (37), we can obtain the range variation corrected signal:

\[
S(\tau, f_a; P) \times S_{CS}(\tau, f_a) = \frac{a_r(\tau + \frac{1}{2\pi} \sum_n f_n R_{bi,TR})}{a_r(\tau + \frac{1}{2\pi} \sum_n f_n R_{bi,TR})} a_d(f_a) \exp\left\{j \phi(f_a, R_{bi,TR}) - \frac{\pi^2}{2\pi} \left(\tau - \frac{1}{c} (R_{R,P} + A(f_a) + B(f_a)R_{T0,P})\right)^2\right\} \]

\[
\exp\left\{-\frac{\pi}{\phi_2(\sum_n f_n R_{bi,TR})} \left[\frac{B(f_a)}{B(f_a) + R_{R,P} - R_{R,ref}} - 1\right] \left[\tau - \frac{1}{c} (R_{R,ref} + A(f_a) + B(f_a)R_{T0,ref})\right]\right\} \exp\left\{\frac{2\pi}{\phi_2(\sum_n f_n R_{bi,TR})} \left[\frac{B(f_a)}{B(f_a) + R_{R,P} - R_{R,ref}} - 1\right] \left[\tau - \frac{1}{c} (R_{R,ref} + A(f_a) + B(f_a)R_{T0,ref})\right]\right\} \]

(38)

Furthermore, we obtain the two-dimensional frequency spectrum expression range FFT. According to the POSP principle, the integral phase is:

\[
\theta(\tau, f_a, f_r; P) = \phi_0(f_a, R_{bi,TR}) - \frac{\pi^2}{\phi_2(\sum_n f_n R_{bi,TR})} \left(\tau - \frac{1}{c} (R_{R,P} + A(f_a) + B(f_a)R_{T0,P})\right)^2 \]

\[-\frac{2\pi}{\phi_2(\sum_n f_n R_{bi,TR})} \left[\frac{B(f_a)}{B(f_a) + R_{R,P} - R_{R,ref}} - 1\right] \left[\tau - \frac{1}{c} (R_{R,ref} + A(f_a) + B(f_a)R_{T0,ref})\right] \right\} \]

\[+2\pi \frac{\pi}{\phi_2(\sum_n f_n R_{bi,TR})} \left[\frac{B(f_a)}{B(f_a) + R_{R,P} - R_{R,ref}} - 1\right] \left[\tau - \frac{1}{c} (R_{R,ref} + A(f_a) + B(f_a)R_{T0,ref})\right] - 2\pi f_r \tau \]

Calculating the partial derivative of \( \theta \) over \( \tau \), the relationship between \( \tau \) and \( f_r \) can be obtained as follows:

\[
\frac{\partial \theta(\tau, f_a, f_r; P)}{\partial \tau} = -\frac{2\pi^2}{\phi_2(\sum_n f_n R_{bi,TR})} \left(\tau - \frac{1}{c} (R_{R,P} + A(f_a) + B(f_a)R_{T0,P})\right)^2 \]

\[-\frac{2\pi}{\phi_2(\sum_n f_n R_{bi,TR})} \left[\frac{B(f_a)}{B(f_a) + R_{R,P} - R_{R,ref}} - 1\right] \left[\tau - \frac{1}{c} (R_{R,ref} + A(f_a) + B(f_a)R_{T0,ref})\right] \right\} \]

\[+2\pi \frac{\pi}{\phi_2(\sum_n f_n R_{bi,TR})} \left[\frac{B(f_a)}{B(f_a) + R_{R,P} - R_{R,ref}} - 1\right] - 2\pi f_r \tau \]

(40)

\[
\tau = \frac{R_{R,P} + A(f_a) + B(f_a)R_{T0,ref}}{c} - \frac{f_r (B(f_a) + R_{R,ref})}{\pi B(f_a)} + \frac{B(f_a)R_{T0,P} - B(f_a)R_{T0,ref}}{c} \]

(41)

Submitting \( \tau \) into (39), we obtain the two-dimensional frequency spectrum expression in ascending power of \( c \) successively:

\[
\theta(\tau, f_a, f_r; P) = \phi_0(f_a, R_{bi,TR}) + \frac{\phi_2(\sum_n f_n R_{bi,TR}) B(f_a) R_{R,ref}}{B(f_a)} \]

\[-2\pi \left[\frac{B(f_a) + R_{R,ref} + B(f_a)R_{T0,ref}}{c} - \frac{B(f_a)R_{T0,P} - B(f_a)R_{T0,ref}}{c}\right] f_r \]

\[-\frac{\pi^2}{\phi_2(\sum_n f_n R_{bi,TR})} \left[\frac{B(f_a)R_{T0,ref}^2 + B(f_a)R_{T0,P} - 2B(f_a)R_{T0,ref}R_{T0,P} - B(f_a)B(f_a)R_{R,ref}^2}{c} \right] \]

\[-B(f_a)B(f_a)R_{R,ref}^2 R_{T0,P} + 2B(f_a)B(f_a)R_{R,ref}R_{T0,ref}R_{T0,P} - \frac{B(f_a)R_{R,ref}^2}{B(f_a)} + \frac{2B(f_a)R_{R,P} R_{R,ref}}{B(f_a)} \]

\[-\frac{B(f_a)R_{R,ref}^2}{B(f_a)} + R_{R,P}^2 - 2R_{R,P} R_{R,ref} + R_{R,ref}^2 \]

(42)
\[
\theta(\tau, f_a, f; P) = \phi_0(f_a; R_{bi, TR}) + \frac{\phi_2(f_a; R_{bi, TR}) B(f_a; f_{ref})}{\pi B(f_a)} \int f_t^2 \left( -2\pi R_{0, P}/\pi + A(f_a) + B(f_a, f_{ref}) R_{0, P} - B(f_a; f_{ref}) R_{0, ref} \right) f_t \nonumber \\
-2\pi\frac{\pi^2}{\tau} \frac{B(f_a; f_{ref})}{\pi} \left\{ B(f_a) - B(f_a; f_{ref}) \right\} \left( R_{0, P} - R_{0, ref} \right)^2 \nonumber \\
-\frac{\pi^2}{\tau} \frac{B(f_a; f_{ref})}{\pi} \left\{ 1 - \frac{B(f_a; f_{ref})}{B(f_a; f_{ref})} \right\} \left( R_{0, P} - R_{0, ref} \right)^2 \nonumber
\]

Therefore, the two-dimensional spectrum expression of the signal is:

\[
S_{2D}(f_t, f_a) = a_{\tau} \left( \frac{\phi_2(f_a; R_{bi, TR}) B(f_a; f_{ref})}{\pi B(f_a)} \right) a_d(f_a) \exp \left\{ \phi_0(f_a; R_{bi, TR}) \right\} \cdot \exp \left\{ \frac{\phi_2(f_a; R_{bi, TR}) B(f_a; f_{ref})}{\pi B(f_a)} \int f_t^2 \left( -2\pi R_{0, P}/\pi + A(f_a) + B(f_a, f_{ref}) R_{0, P} - B(f_a; f_{ref}) R_{0, ref} \right) f_t \right\} \nonumber \\
\cdot \exp \left\{ -j2\pi \frac{\pi^2}{\tau} R_{0, P}/\pi + A(f_a; f_{ref}) + B(f_a; f_{ref}) R_{0, P} - B(f_a; f_{ref}) R_{0, ref} \right\} f_t \nonumber \\
\cdot \exp \left\{ -j2\pi \frac{\pi^2}{\tau} B(f_a) - B(f_a; f_{ref}) \right\} \left( R_{0, P} - R_{0, ref} \right)^2 \right\} \right\} \nonumber \\
\cdot \exp \left\{ -j2\pi \frac{\pi^2}{\tau} \left( 1 - B(f_a; f_{ref}) \right) \left( R_{0, P} - R_{0, ref} \right)^2 \right\} \nonumber
\]

The exponential terms in (44) are explained as follows:

- The first phase is the azimuth Doppler frequency modulation term. It is a function of the transmitting minimal slant range \(R_{0, P}\) and the receiving slant range \(R_{0, P}\). We assume that the term is denoted as \(H_{az}\), which will be compensated in azimuth compression.
- The second phase is the range modulation term. It is a quadratic function of \(f_t\). Range compression is achieved by compensating for this phase. We assume this term to be \(H_{ran}\).
- The third phase term is the linear phase of \(f_t\), which is the peak position of the range compressed signal.
- The fourth phase term represents the consistent range migration \(RCM_{bulk}\) after CS scaling processing. The range migration correction of the entire scene is completed by compensating the phase. We assume this term to be \(H_{RCM}\).
- The fifth and sixth phase terms are residual phases caused by the CS scaling processing. They are functions of the bistatic range \(R_{bi, TR}\) and the azimuth frequency \(f_a\). We assume that these terms are uniformly denoted as \(H_{RP}\), which will be compensated in azimuth compression.

5.2. Azimuth Compression of GEO SG-BiSAR Signal

For the traditional monostatic CS processing, the final step is phase compensation by an azimuth matching filter in the RD domain; then, we obtain the focused SAR image in the azimuth time domain by azimuth IFFT. The azimuth preprocessed signal is aliasing in the azimuth time domain, so the azimuth compression of the monostatic SAR is ineffective for the GEO SG-BiSAR signal. Combining the idea of SPECAN processing, we can obtain the focused SAR in the azimuth frequency domain.

After range compression, consistent range migration correction, residual phase compensation, and azimuth phase compensation, we can construct a transfer function as follows:

\[
H_{if} = \exp(j\pi \frac{R_{0, P}}{K_{st} R_{0, ref}} f_a^2 - j\pi \frac{1}{K_{st}} f_a^2)
\]

Then, the signal expression is as follows:

\[
S_{if}(f_a; P) = S_{2D}(f_t, f_a) \cdot H_{az}^a \cdot H_{ran}^a \cdot H_{RCM}^a \cdot H_{RP}^a \cdot H_{if}
\]
where “*” represents conjugate operation. At this point, the signal $S_{tf}(f_a; P)$ ($f_e$ is removed in the above processing) is no longer aliasing in the azimuth time domain. It can be directly converted to the azimuth time domain through azimuth IFFT, and the signal becomes:

$$S(t_a; P) = \exp(j\pi \frac{K_{st}R_{T0,ref}}{(R_{T0,P} - R_{T0,ref})} t_a^2)$$  \hspace{1cm} (47)$$

After compensating the phase in (47), we transform the signal into the azimuth frequency domain through FFT to obtain the focused SAR image.

5.3. GEO SG-BiSAR Imaging Flowchart

In order to illustrate the entire imaging process more clearly, we give a flowchart in Figure 6. Several key processing modules are marked with purple, block diagrams, such as azimuth deramping preprocessing, two-dimensional spatial correction, and azimuth compression.

![Processing flowchart for GEO SG-BiSAR imaging.](image)

**Figure 6.** Processing flowchart for GEO SG-BiSAR imaging.

The GEO SG-BiSAR imaging method mainly includes three steps.

**STEP 1.** The azimuth deramping preprocessing is used to deal with the azimuth aliasing of the GEO SG-BiSAR raw echoes.

**STEP 2.** The spatial variability correction strategy is proposed to solve the azimuth and range spatial variability of GEO SG-BiSAR in the RD domain.

**STEP 3.** Based on the SPECAN operation, the azimuth compression is completed to obtain the final SAR image in azimuth frequency domain.

6. Experiment Results and Analysis

6.1. Imaging Results and Analysis of GEO SG-BiSAR Simulation Data

In this section, we will complete the imaging of the GEO SG-BiSAR simulation data by the modified CS imaging method. The simulation parameters of the GEO SG-BiSAR are shown in Table 1.
Table 1. Simulation parameters of GEO SG-BiSAR system.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orbit Semi-Major Axis</td>
<td>42,165.069 km</td>
</tr>
<tr>
<td>Orbit Inclination</td>
<td>16°</td>
</tr>
<tr>
<td>Orbit Eccentricity</td>
<td>0°</td>
</tr>
<tr>
<td>Carrier Frequency</td>
<td>1.25 GHz</td>
</tr>
<tr>
<td>Transmission Signal Bandwidth</td>
<td>20 MHz</td>
</tr>
<tr>
<td>Transmission Signal Pulse Width</td>
<td>30 μs</td>
</tr>
<tr>
<td>Off-Nadir Angle</td>
<td>4°</td>
</tr>
<tr>
<td>Pulse Repetition Frequency</td>
<td>25 Hz</td>
</tr>
<tr>
<td>Satellite Altitude</td>
<td>35,786 km</td>
</tr>
<tr>
<td>Satellite Velocity</td>
<td>1829.9 m/s</td>
</tr>
<tr>
<td>Antenna Diameter</td>
<td>30 m</td>
</tr>
<tr>
<td>Range Sampling Rate</td>
<td>24 MHz</td>
</tr>
</tbody>
</table>

As shown in Figure 3, we set $3 \times 3$ points in the illuminated scene of 5 km (in azimuth) $\times$ 5 km (in range). And, based on the processing steps in Section 5.3, we obtained the processing results of the GEO SG-BiSAR simulation data.

Figures 7a–c and 7d,e are the signals before and after azimuth deramping preprocessing, respectively. Figure 7a is the raw echo data of GEO SG-BiSAR. Figure 7b is the echo signal in the RD domain. Due to the low pulse repetition frequency, the azimuth spectrum of signal is aliasing. Figure 7c is the signal after range compression. Figure 7d is the azimuth deramping preprocessed signal in the time domain. Figure 7e is the azimuth deramping preprocessed signal in the RD domain. According to Figure 7d,e, it can be seen that the azimuth deramping preprocessed signal was aliasing in the azimuth time domain and not in the azimuth frequency domain. Therefore, we had to combine the SPECAN operation to obtain the focused SAR image in the azimuth frequency domain, as detailed in Section 5.2. Figure 7f is the range compressed result of the azimuth deramping preprocessed signal.

Figure 8a–c are the two-dimensional spatial correction results of the azimuth preprocessed signal. Figure 8d–f are the magnified results of the red, block diagrams in Figure 8a–c, respectively, which allowed us to observe clearly the signal migration changes. Consistent with Figure 7f, Figure 8a is the range compression result of the azimuth deramping preprocessed signal. Figure 8b is the signal after the range spatial variation correction, where targets with the same minimum slant range were constrained within the same range migration curve. Figure 8c is the signal after the range spatial variation correction, where the range migration curve of signal was straight in the RD domain. Finally, we obtained the focused SAR image by the azimuth compression processing, as shown in Figure 9.

The theoretical resolution of the point target is $13.0573 \times 12.7496$ m (azimuth $\times$ range). The imaging performance of the nine targets is shown in Table 2. PSLR means the peak–sidelobe ratio. ISLR means the integral–sidelobe ratio. From the processing results of Figure 9 and Table 2, we can see that the focused result of the GEO SG-BiSAR simulation data was close to the theoretical value, which verifies the correctness of the proposed SAR imaging method of GEO SG-BiSAR.

Furthermore, we compared the imaging results of traditional bistatic NLCS method [24], back projection (BP) imaging method, and the proposed processing method using point target 5 as an example, as is shown in Figure 10. From Figure 10a, it can be seen that the NLCS method could not be used for the GEO SG-BiSAR imaging. In Section 3, the azimuth deramping preprocessed signal was aliasing in the azimuth time domain, while the NLCS method was suitable for the case that the signal was not aliasing in both the time and frequency domains. It is known that BP does not rely on the range approximation assumption and can be employed with an arbitrary orbit. By comparing the focused results shown in Figure 10b,c, the focused point obtained by the proposed method was consistent with that of the BP method.
As shown in Figure 3, we set 3 ... Finally, we obtained the focused SAR image by the azimuth compression processing, as shown in Figure 9.

Figure 7. Signals before and after azimuth deramping preprocessing. (a) Raw echo data. (b) Echo signal in the RD domain. (c) Signal after range compression. (d) Azimuth deramping preprocessed signal in time domain. (e) Azimuth deramping preprocessed signal in RD domain. (f) The range compression result of the azimuth deramping preprocessed signal.

Figure 8. The two-dimensional spatial correction results of the azimuth preprocessed signal. (a) The range compression result of the azimuth preprocessed signal. (b) Signal after azimuth spatial variation correction. (c) Signal after range spatial variation correction. (d) The enlarged result of the red, block diagram in (a). (e) The enlarged result of the red, block diagram in (b). (f) The enlarged result of the red, block diagram in (c).
Figure 9. SAR imaging result of the GEO SG-BiSAR simulation data.

Table 2. Point target imaging performance of GEO SG-BiSAR simulation data.

<table>
<thead>
<tr>
<th>Target</th>
<th>Azimuth</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IRW (m)</td>
<td>PSLR (dB)</td>
</tr>
</tbody>
</table>

Figure 10. Comparison of imaging results obtained by traditional NLCS, BP, and the proposed method. (a) Imaging result of NLCS method. (b) Imaging result of BP method. (c) Imaging result of our proposed method.

6.2. Imaging Results and Analysis of Beidou Navigation Satellite Measured Data

In order to further verify the feasibility of the novel SAR imaging method for the GEO SG-BiSAR system, the verification was executed by a satellite-to-ground bistatic configuration, which was composed of the Beidou-3 inclined geosynchronous orbit (IGSO)
Therefore, the ground reflected signal was too weak to perform imaging processing. To achieve the SAR imaging of the Beidou navigation signal, we placed an active repeater in the experiment field to purify and amplify the ground direct wave signal and then transmit it to the reflected wave receiving antenna. The repeater can be equivalent to a strong scattering point for ground imaging and resolution evaluation. The main parameters of the GEO SG-BiSAR navigation satellite experiment are shown in Table 3. The geometry configuration and optical photos of the navigation experiment are shown in Figure 11.

Table 3. GEO SG-BiSAR navigation satellite experimental parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orbit Inclination</td>
<td>55°</td>
</tr>
<tr>
<td>Carrier Frequency</td>
<td>1.25 GHz</td>
</tr>
<tr>
<td>Transmission Signal Bandwidth</td>
<td>20.46 MHz</td>
</tr>
<tr>
<td>Pulse Repetition Frequency</td>
<td>1000 Hz</td>
</tr>
<tr>
<td>Satellite Altitude</td>
<td>35,704 km</td>
</tr>
<tr>
<td>Satellite Velocity</td>
<td>2533.42 m/s</td>
</tr>
<tr>
<td>Range Sampling Rate</td>
<td>50 MHz</td>
</tr>
</tbody>
</table>

Figure 11. GEO SG-BiSAR navigation satellite experiment. (a) Experimental geometry configuration. (b) Optical photos of roof experiment field.

The ephemeris and ionospheric parameters of the Beidou-3 IGSO navigation satellite are broadcasted in the navigation message. Therefore, we needed to preprocess the navigation signal to obtain these parameters. Preprocessing includes three steps: capture, tracking, and decoding localization. Figure 12a is the capture results of the GEO SG-BiSAR navigation satellite. As shown in Figure 12a, the captured IGSO navigation satellite numbers (PRN) are 6, 8, 9, 13, 16, 38, and 39. Figure 12b is the sky plot of visible satellites during the experiment. According to the sky plot, IGSO satellites numbered 6, 9, and 16 are located in the southwest direction of the experiment field and satellites numbered 8, 13, and 38 are located in the southeast direction. Considering the signal-to-noise ratio of the IGSO navigation satellite signal, we adopted the satellite numbered 13 to analyze the imaging results of the GEO SG-BiSAR navigation satellite experiment.
The navigation signal is a continuous wave signal, which is different from the traditional linear frequency modulated (LFM) pulse radar. Before the SAR imaging, we divided the continuous navigation signal into the two-dimensional time-domain SAR signal according to the B3I signal characteristic, as shown in Figure 13a. After completing time, space, and frequency synchronization [27], we could obtain the focused SAR image by using the imaging method proposed in this article, as shown in Figure 13b. Figure 13c,d are the pulse response of a strong scattering point in the azimuth and range directions, respectively. It can be seen that the two-dimensional compression results were both approximate to the sinc shape. The imaging performance of the strong scattering point was compared with the theoretical resolution, as shown in Table 4. According to the broadening ratio of resolution in the azimuth and range directions, we found that the processing result of the measured data was closer to the theoretical value. The theoretical value of the azimuth and range resolutions were calculated:

$$Res_a = 0.886 \times \frac{\lambda}{\theta}$$ (48)

$$Res_r = 0.886 \times \frac{c}{B_r}$$ (49)

where $\lambda$ represents the transmission signal wavelength, $\theta$ is the synthesis angular of the scene central target within the synthetic aperture time, and $B_r$ is the transmission signal bandwidth.

Table 4. Imaging performance of the GEO SG-BiSAR navigation satellite experiment.

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Theoretical Value</th>
<th>Experimental Value</th>
<th>Broadening Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azimuth Resolution</td>
<td>4.6624 m</td>
<td>4.75 m</td>
<td>1.88%</td>
</tr>
<tr>
<td>Range Resolution</td>
<td>12.9822 m</td>
<td>13.47 m</td>
<td>3.76%</td>
</tr>
</tbody>
</table>

The main reason for the errors’ existence is the non-precision satellite orbit data and the certain hardware delay, which could not be accurately corrected. The imaging result of the navigation satellite experiment further verified the correctness of the proposed SAR imaging method of GEO SG-BiSAR.
we obtained the focused SAR image in the azimuth frequency domain by the SPECAN algorithm. The processing results of the Beidou navigation satellite measured data further validated the effectiveness of the proposed method.

7. Conclusions

Through the investigation of the GEO SG-BiSAR system in this paper, we found the echo signals of GEO SG-BiSAR have severe azimuth spectrum aliasing and 2-D spatial variability problems. In order to obtain the focused SAR image, we proposed a novel SAR imaging method. Firstly, the deramping preprocessing was executed to deal with the azimuth spectrum aliasing problem of the GEO SG-BiSAR echoes. Secondly, based on the azimuth spatial variability characteristic of GEO SG-BiSAR signals in the RD domain, we proposed an azimuth spatial variability correction strategy. Thirdly, the traditional CS function was modified to deal with the range spatial variability problem. Finally, the two-dimensional spectrum of GEO SG-BiSAR with modified CS processing was derived. Due to the fact that the deramping preprocessed signal was aliasing in the time domain, we obtained the focused SAR image in the azimuth frequency domain by the SPECAN operation. In addition, we give the SAR imaging processing flowchart of the GEO SG-BiSAR system, which clearly and intuitively illustrates three main components of GEO SG-BiSAR imaging processing: deramping preprocessing, two-dimensional spatial correction processing, and azimuth compression processing. The processing results of simulated data showed that the proposed method can focus SAR images as well as the BP imaging algorithm. The processing results of the Beidou navigation satellite measured data further validated the effectiveness of the proposed method.
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Appendix A

In this appendix, we will introduce the series inversion method: if a function $y$ can be represented by a series without constant term, such as:

$$y = a_1 x + a_2 x^2 + a_3 x^3 + \cdots$$ (A1)

its inverse function can also be expressed in the following series form

$$x = A_1 y + A_2 y^2 + A_3 y^3 + \cdots$$ (A2)

Combining (A1) and (A2), we obtain:

$$y = a_1 A_1 y + (a_2 A_1^2 + a_1 A_2) y^2 + (a_3 A_1^3 + 2a_1 A_1 A_2 + a_1 A_3) y^3 + \cdots$$ (A3)

Then, we have:

$$\begin{cases} A_1 = a_1^{-1} \\
A_2 = -a_1^{-3} a_2 \\
A_3 = a_1^{-5} (2a_2 - a_1 a_3) \\
\ldots
\end{cases}$$ (A4)

More expressions for the expansion term can be obtained from references [28,29]. In the GEO SG-BiSAR system, we assume that $R_{T_i}(t_a; P) = \mu_0 + \mu_1 t_a + \mu_2 t_a^2 + \mu_3 t_a^3 + \mu_4 t_a^4 + \cdots$, so the coefficient solution formulas are as follows:

$$R_{T_p} = R_T - R_P$$ (A5)

$$\|R_{T_p}\|^2 = (R_T - R_P)(R_T - R_P)^T$$ (A6)

$$R_{T_p}' = \frac{(V_T - V_P)R_{T_p}^T}{R_{T_p}}$$ (A7)

$$R_{T_p}'' = \frac{(A_T - A_P)R_{T_p}^T + \|V_T - V_P\|^2 - (R_{T_p})^2}{R_{T_p}}$$ (A8)

$$R_{T_p}^{(3)} = \frac{(R_{T_p}^{(3)} - R_P^{(3)})R_{T_p}^T + 3(R_{T_p}' - R_P')^T + 3R_{T_p}''R_{T_p}'}{R_{T_p}}$$ (A9)

$$R_{T_p}^{(4)} = \frac{(R_{T_p}^{(4)} - R_P^{(4)})R_{T_p}^T + 4(R_{T_p}^{(3)} - R_P^{(3)})(R_{T_p}' - R_P')^T + 3 \|R_{T_p}'' - R_P''\|^2 - 4R_{T_p}^{(3)}R_{T_p}' + 3(R_{T_p}'')^2}{R_{T_p}}$$ (A10)

$$R_{T_p}^{(5)} = \frac{(R_{T_p}^{(5)} - R_P^{(5)})R_{T_p}^T + 5(R_{T_p}^{(4)} - R_P^{(4)})(R_{T_p}' - R_P')^T + 10(R_{T_p}^{(3)} - R_P^{(3)})(R_{T_p}'' - R_P'')^T - 5R_{T_p}^{(4)}R_{T_p}' + 10R_{T_p}^{(3)}R_{T_p}''}{R_{T_p}}$$ (A11)

If the partial derivatives of $R_{T_p}$ at the central moment are $r_{T_p}'$, $r_{T_p}''$, $r_{T_p}^{(3)}$, $r_{T_p}^{(4)}$, etc., then

$$R_{T_p}(t_a; P) = \mu_0 + \mu_1 t_a + \mu_2 t_a^2 + \mu_3 t_a^3 + \mu_4 t_a^4 + \cdots$$

$$= r_{T_p}' t_a + r_{T_p}''t_a^2 + \frac{r_{T_p}^{(3)}}{2} t_a^3 + \frac{r_{T_p}^{(4)}}{6} t_a^4 + \cdots$$ (A12)

Appendix B

In this appendix, we will introduce the Newton iteration method: we assume that the position and velocity of the GEO transmitter are $\vec{S}_G = (S_{Gx}, S_{Gy}, S_{Gz})$ and $\vec{V}_G = (V_{Gx}, V_{Gy}, V_{Gz})$, $\vec{S}_k = (S_{gx}, S_{gy}, S_{gz})$ and $\vec{V}_k = (V_{gx}, V_{gy}, V_{gz})$ are the position and
velocity of ground receiver, and \( \vec{S}_r = (S_{TX}, S_{Ty}, S_{TZ}) \) is the position of the target, so the slant range between the GEO transmitter and target is

\[
\vec{S}_{GT} = \vec{S}_T - \vec{S}_G = (x, y, z)
\]  

(A13)

In addition, the slant range between the ground receiver and target is:

\[
\vec{S}_{GR} = \vec{S}_T - \vec{S}_G = \vec{S}_T - \vec{S}_G + \vec{S}_{GR} = (x + S_{Gx}, y + S_{Gy}, z + S_{Gz}) - \vec{S}_G = (x + \Delta x, y + \Delta y, z + \Delta z)
\]  

(A14)

The Range Doppler positioning equations of the GEO SG-BiSAR system are transformed into the following functional form:

\[
\begin{bmatrix}
  f_1(x, y, z) \\
  f_2(x, y, z) \\
  f_3(x, y, z)
\end{bmatrix} = \begin{bmatrix}
  R_x - (x + S_{Gx})^2 + (y + S_{Gy})^2 - R_y (z + S_{Gz})^2 \\
  x V_{Gx} + y V_{Gy} + z V_{Gz} \sqrt{(x + \Delta x)^2 + (y + \Delta y)^2 + (z + \Delta z)^2} \\
  -\lambda_f d_e \sqrt{x^2 + y^2 + z^2} (x + \Delta x)^2 + (y + \Delta y)^2 + (z + \Delta z)^2 \\
  R_x + R_y - \sqrt{x^2 + y^2 + z^2} - \sqrt{(x + \Delta x)^2 + (y + \Delta y)^2 + (z + \Delta z)^2}
\end{bmatrix}
\]  

(A15)

When \( X = \begin{bmatrix} x \\ y \\ z \end{bmatrix}, f(X) = \begin{bmatrix} f_1(x, y, z) \\ f_2(x, y, z) \\ f_3(x, y, z) \end{bmatrix}, \) and \( X_k \) is the zero of \( f(X) \), the first two Taylor expansions of \( f(X) \) can be approximated as:

\[
f(X) = f(X_k) + f'(X_k)(X - X_k)
\]  

(A16)

According to Newton’s iterative method, if (A16) is set to 0, \( X_{k+1} \) is a new approximate zero of \( f(X) \). The iterative formula can be obtained:

\[
X_{k+1} = X_k - \frac{1}{B} f(X_k)
\]  

(A17)

where \( B \) is the Jacobian matrix, \( B = \begin{bmatrix} \frac{\partial f_1}{\partial x} & \frac{\partial f_1}{\partial y} & \frac{\partial f_1}{\partial z} \\ \frac{\partial f_2}{\partial x} & \frac{\partial f_2}{\partial y} & \frac{\partial f_2}{\partial z} \\ \frac{\partial f_3}{\partial x} & \frac{\partial f_3}{\partial y} & \frac{\partial f_3}{\partial z} \end{bmatrix} \), and the elements in this matrix are as follows:

\[
\frac{\partial f_1}{\partial x} = \frac{2(x + S_{Gx})}{R_x}, \quad \frac{\partial f_1}{\partial y} = -\frac{2(y + S_{Gy})}{R_x}, \quad \frac{\partial f_1}{\partial z} = -\frac{2(z + S_{Gz})}{R_x}
\]  

(A18)

\[
\frac{\partial f_2}{\partial x} = V_{Gx} \sqrt{(x + \Delta x)^2 + (y + \Delta y)^2 + (z + \Delta z)^2} + \frac{x + \Delta x}{\sqrt{(x + \Delta x)^2 + (y + \Delta y)^2 + (z + \Delta z)^2}}
\]  

(A19)

\[
\frac{\partial f_2}{\partial y} = V_{Gy} \sqrt{(x + \Delta x)^2 + (y + \Delta y)^2 + (z + \Delta z)^2} + \frac{y + \Delta y}{\sqrt{(x + \Delta x)^2 + (y + \Delta y)^2 + (z + \Delta z)^2}}
\]  

(A20)

\[
\frac{\partial f_2}{\partial z} = V_{Gz} \sqrt{(x + \Delta x)^2 + (y + \Delta y)^2 + (z + \Delta z)^2} + \frac{z + \Delta z}{\sqrt{(x + \Delta x)^2 + (y + \Delta y)^2 + (z + \Delta z)^2}}
\]  

(A21)
\begin{align}
\frac{\Delta f_1}{\Delta f} &= \frac{\Delta f}{\sqrt{x^2+y^2+z^2}} - \frac{\Delta f}{\sqrt{(x+\Delta x)^2+(y+\Delta y)^2+(z+\Delta z)^2}} \\
\frac{\Delta f_2}{\Delta f} &= \frac{\Delta f}{\sqrt{x^2+y^2+z^2}} - \frac{\Delta f}{\sqrt{(x+\Delta x)^2+(y+\Delta y)^2+(z+\Delta z)^2}} \\
\frac{\Delta f_3}{\Delta f} &= \frac{\Delta f}{\sqrt{x^2+y^2+z^2}} - \frac{\Delta f}{\sqrt{(x+\Delta x)^2+(y+\Delta y)^2+(z+\Delta z)^2}}
\end{align}

(A22)

Substituting (A18)–(A22) into (A17), we can calculate the new zero. Next, we repeat the above iterative steps until \(\Delta X_k = \Delta X_{k+1} \leq \Delta X_k\) smaller than the set iteration accuracy (such as \(10^{-4}\)).
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