Abstract: Currently, spatial modeling is of particular relevance as it enables the understanding of the patterns and spatial variability of an event, the monitoring and prediction of the spatial behavior of a variable, the optimization of resources, and the evaluation of the impacts of a phenomenon of interest. Research carried out recently on variables related to solar energy budgets has been of special relevance due to its applications and developments in machine learning (ML) and deep learning (DL). These algorithms are crucial to improve the efficiency, precision, and applicability of remote sensing, allowing greater decision making with more reliable and timely data. Thus, this work proposes a systematic and rigorous methodology for searching research articles about the latest advances and contributions related to the modeling of radiative energy budgets using novel techniques and algorithms in some of the most relevant international scientific databases (Scopus, ScienceDirect, ResearchGate). Search parameters were applied using tracking methods through various filters, specific classifiers, and Boolean operators. The results allowed for an analysis of search trends and citations in the last 5 years related to the topic of interest and the number of most relevant articles for this research, analyzed through specialized metrics and graphs. Additionally, this methodology was classified into four categories of importance for refined and articulated searches in this evaluation: (i) according to the applied interpolation methods, (ii) according to the remote sensors used, (iii) according to the applications in different fields of knowledge. As a relevant fact and with an essentially prospective purpose, a subchapter of this review was dedicated to the latest advances and developments applied to (iv) spatial modeling of terrestrial radiation through ML, this method being a tool that opens multiple alternatives for data processing and analysis in the development and achievement of objectives in the field of geotechnologies. A quantitative comparison was conducted on the predictive performance results between the classification/regression algorithms found in the studies explored in this review. The evaluation confirmed the existence of a persistent shortage of studies in recent years within the geotechnologies field, particularly concerning the comparison of spatial distribution modeling techniques developed and implemented through ML for incident solar and terrestrial radiation. Therefore, this work provides a synthesis and analysis of the most used and novel techniques in the modeling of solar energy budgets, their limitations, and biggest challenges.
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1. Introduction

Solar radiation is the energy emitted by the sun, which spreads in all directions of space through electromagnetic waves. The solar energy that reaches the limit of the earth's
atmosphere is called extraterrestrial radiation and consists of incident shortwave solar radiation (wavelengths between 0.3 and 2.8 $\mu$m), which enters the earth’s atmosphere and is energized through flows and complex processes, such as absorption, dispersion, and reflection, among other components. For its part, terrestrial radiation is the energy emitted by the earth’s surface in longwave form (wavelengths between 3.5 and 50 $\mu$m), which also involves the aforementioned processes in different layers of the atmosphere. The sum of incident shortwave solar radiation and longwave terrestrial radiation is understood as total radiation [1]. Currently, a large number of disciplines focus their interests on understanding these energy budgets due to their importance in physical, biological, and climatic systems; corresponding to these systems, the works presented in references [2–4] address and underscore the significance of the theoretical knowledge of mass and energy budgets, the efficient utilization of bioenergy in agricultural fields, and the role of turbulent heat fluxes in surface energy balances. Therefore, fields such as geomatics and geotechnologies have a superlative role due to their contributions to the increasingly accurate spatial modeling of these complex variables in the earth’s system.

A model is defined as a partial representation of reality that reflects some of its properties due to the need to reduce the complexity of the real processes and objects [5]. Spatial models are a set of tools that apply operations (known as “geoprocesses”) to their data to create new results and are based on the study of patterns or spatial structures of some phenomenon of interest and its variations over time. Spatial modeling has been consistently implemented in various fields of knowledge with the aim of representing reality through spatial data [6]. Regarding spatial distribution models that have been developed or applied in recent years, studies such as the one carried out by [7] on the spatial variation of air gas concentrations ($H_2S$ and $NH_3$) in Costa Rica; the spatial distribution of weeds under climate change scenarios by [8]; the application of artificial intelligence models to estimate the distribution and risks of heavy metal contamination in agricultural soils conducted by [9]; and much closer works applied to solar radiation, among them the one developed by [10] in which they evaluated two models of spatial interpolation of monthly global solar radiation in Tunisia and another carried out by [11] in which they modeled spatiotemporal interpolations of solar irradiance in the USA.

These approaches are a synthesis of rigorous bibliographic exploration; the evidence, which is interesting and of great contribution to various disciplines, has also allowed for the specification of spatial models developed and applied through ML to incident solar and terrestrial radiation (total radiation) at a regional level. The work of [12] should be highlighted, as the authors generated an ML model for solar irradiance forecasting in Seattle and Medford, USA. Of equal importance is the research of [13], in which a time-continuous land surface temperature (LST) data fusion based on DL with microwave remote sensing and ground truth observations was developed in China. Also important is the work of [14], which compared different ML methods to reconstruct daily evapotranspiration as estimated by thermal-infrared remote sensing in the Heihe River Basin in northwest China. The research by [15] developed a high-resolution spatiotemporal assessment of solar potential from remote sensing data using DL in Maribor city, Slovenia.

However, there is currently no evidence of works conducted in Spain that collect, classify, and compare the spatial modeling of this specific variable. Therefore, this review is relevant and focuses on identifying a broad spectrum of concepts, such as machine learning, maximum entropy, geostatistics, artificial intelligence, geoprocessing, spatial interpolation, capture algorithms, parameterization, and spatial distribution. In addition, we identified a considerable number of variables related to different types of techniques; this study focuses on and delves into these concepts and techniques.

This research focuses on the analysis of the main and most recent studies on spatial modeling of energy budgets in the earth’s system and emphasizes the importance of various disciplines on the influence of radiative balance dynamics for informed decision making in critical sectors, especially given the current climate crisis. The contributions derived from this article have a wide range of possibilities, such as understanding spatial modeling
techniques (especially those based on ML) regarding incident and terrestrial radiation and their use as analytical decision-making tools in the fields of agriculture [16], hydrology [17], biology [18], meteorology [19], epidemiology [20], climatology [21], energy [22], and economics [23], among many other disciplines.

2. Materials and Methods

Emphasis was placed on a systematic and rigorous methodology for searching research articles and literature reviews in the most impactful and relevant scientific and academic databases internationally, such as Scopus, ScienceDirect, and ResearchGate. Search parameters were applied by tracking various filters, specific classifiers, and Boolean operators (Figure 1); the subsequent classification and management of bibliographic resources were handled by the reference management software Mendeley (Version 2.120.0) [24].

Figure 1. Diagram of stages and processes used in the methodology of this review article.

Initially, access to the aforementioned scientific databases was gained, and basic searches were conducted using the keywords “machine learning”, “spatial modeling”, “radiation”, and “interpolation”. Once these results were obtained and a high quantity and variety of related documents were found, the search iterations phase began, in which the entry of these keywords was combined with the integration of Boolean operators, that is, words and symbols that allow for expanding or narrowing the search parameters when using a database or search engine, according to each consulted database. Some examples of Boolean operators used were: AND, NOT, LIMIT TO.

The obtained results were considerably fewer. To further refine them and obtain information with greater relevance and utility, new searches were initiated by combining keywords, more complex Boolean operators for limitation or exclusion, and advanced search parameters (Figure 1), and the results were classified according to the following conditions:
1. The temporal range of related publications was unlimited for the first three classifications (Figure 1) and set to no more than five years old for the fourth classification “Machine Learning applied to spatial models of terrestrial radiation” (since 2018).

2. The document type focused only on scientific articles and reviews in the final phase of the search.

3. The title of the related publication should contain at least two of the exposed keywords (Figure 1).

4. The areas or fields of the publications should be highly related to the fields of geotechnologies, geomatics, planetary sciences, Earth observation, or geographic information systems.

5. The language was limited to English results; however, it was later modified to 80% of publications in English and 20% in other languages to avoid biasing possible relevant information.

6. The publication stage was configured to consider only published articles and discard pre-published articles during the review process. This implies that they would have already been through previous processes of review, corrections, or validation of their results, and consequently they would be considered works of higher quality.

Once these conditions and search parameters were applied to the databases, the selection and classification of articles with the highest number of citations and impact in related areas was conducted, and subsequently, the compilation and storage phase of the bibliographic references in the Mendeley reference manager was initiated.

It is important to explain that the application of this methodology allowed us to find a large number of articles and information that could significantly contribute as a reference in this review and its subsequent analysis. However, after evaluating these documents, we determined that it was convenient to group the results into large categories since many of the works were developed based on the application of spatial interpolation techniques (a highly developed field in ML algorithms due to its enormous functionalities); many others showed their applicability to various fields of knowledge; and another group, for its part, emphasized that remote sensors were used for different study interests and various research scenarios. Furthermore, in recent years, ML has had a high level of growth and development in fields related to earth sciences and remote sensing. Thus, it was appropriate to create a fourth category and subchapter dedicated exclusively to these advances and contributions as well as to their limitations and challenges.

This methodological approach allowed us to establish a state-of-the-art spatial model of solar and terrestrial radiation budgets developed through novel techniques and algorithms (especially those based on ML) in recent years. The details of the current status of this bibliographic compilation are presented later and demonstrate how the commonly used geostatistical methods traditionally applied to modeling the spatial distribution of variables associated with solar energy are becoming less and less important. Therefore, algorithms based on ML and DL seem to take greater prominence in the application and development of more complex and precise models of this type today. The answers to these hypotheses are found in the following sections.

3. Results

3.1. General Description of Results

The process of analysis and review of the selected articles was carried out; this evaluation allowed us to first generate some initial results (Section 3.2) related to the search procedures carried out and, second, to conceptualize four main classifications regarding relevant terrestrial and solar radiation models for this literature exploration (Section 3.3): (i) according to interpolation methods; (ii) according to remote sensors; (iii) according to applications; (iv) ML applied to Earth radiation modeling.

For the first three typologies, tables were elaborated to mainly synthesize the objective and results obtained from the developed research with the aim of organizing and specifying such a volume of relevant information more adequately. Subsequently, a general analysis of
these summary tables is provided in text form. The fourth typology was exclusively developed in text form, where the most recent and most significant international contributions regarding the application of machine learning algorithms in building spatial distribution models with respect to terrestrial and solar radiation are presented.

Below, the syntactic procedures executed in this literature search are exposed, with special reference to the most outstanding results in some databases, through the analysis of different statistical and graphical tools.

3.2. Search Strategy: Procedures and Metrics

Different search iterations were conducted in the SCOPUS, ResearchGate, and ScienceDirect databases by combining keywords, Boolean operators, and advanced search filters. These combinations were refined until much more precise results were obtained regarding machine learning techniques developed or applied to spatial interpolation geoproceses for topics related to solar radiation, radiative energy budgets, or climate variables related to radiation.

Below, some examples are shown regarding the syntax applied in the searches conducted in the SCOPUS database specifically as well as some graphical and statistical results that allowed for the proper analysis of the data and information retrieved from it. The results of this exploration in the database were distributed between two phases. The first phase yielded a list of 31 relevant documents based on the following search parameters: TITLE-ABS-KEY (“machine” AND “learning” AND “+” AND “radiation” AND “+” AND “interpolation”) AND PUBYEAR > 2017 AND PUBYEAR < 2024 AND (EXCLUDE (SUBJAREA, “MEDI’)) AND (LIMIT-TO (PUBSTAGE, “final”)).

At this point, the keywords entered in the search engine were “Machine Learning,” “Radiation,” and “Interpolation,” and the temporal range used was from 2018 to 2023 (Figure 2a). Additionally, documents related to the field of medicine were excluded from the search, resulting in much more related and relevant fields of the topic of interest in this exploration (Figure 2b), and it was also limited to documents in the final publication stage.

![Figure 2. (a) Documents published in the time range established for the search (2018 to 2023); (b) Documents classified by thematic areas of development.](image)

These results provided complementary information where the types of documents classified were highly diverse (Figure 3a), considering articles (71%) and conference papers, reviews, and data papers (29% among these three). The countries with the greatest academic contributions on the mentioned topic were China with 11, the United States with 5, and South Korea with 4 (Figure 3b).
Figure 3. (a) Classification of search results by document type found. (b) Main academic contributions by country.

Subsequently, the second phase of searches related to the topic was carried out, further refining the search by limiting it to other document types besides articles, as conclusions and results in such documents tend to have a higher level of validation, precision, and evaluation. Additionally, the conjunction “solar radiation” was specified in the keywords, as the term “radiation” alone refers to various methods and practices in other fields of knowledge, often unrelated to the focus of this article.

The syntax that defined the results of this second phase of search was TITLE-ABS-KEY (“machine” AND “learning” AND “+” AND “solar” AND “radiation” AND “+” AND “interpolation”) AND PUBYEAR > 2017 AND PUBYEAR < 2024 AND (LIMIT-TO (DOCTYPE, “ar”)) AND (EXCLUDE (SUBJAREA, “MEDI”)). A total of 22 documents associated with the topic of interest were obtained within the same temporal range of 2018–2023 (Figure 4a), and they were classified into a wide variety of knowledge areas, with this occasion being led by the area of planetary and earth sciences (21.1%) (Figure 4b).

Figure 4. (a) Documents published in the time range established for the search (2018 to 2023). (b) Documents classified by thematic areas of development.

In this phase of results, a greater number of statistical data was obtained for analysis. Correspondingly, it was possible to demonstrate which institutions were involved or related to these research efforts, with Zhejiang University in China, The Hong Kong Polytechnic University, and Nord University in Norway leading these developments.

Finally, two results already seen in the first stage of the search were reported: the type of associated document, with only articles considered in this case, including both review and scientific articles (Figure 5a), and the classification of academic contributions by country, with China leading with nine articles, followed by the United States and South Korea with three publications each (Figure 5b).
The search phases outlined were applied and replicated across the different aforementioned databases (resulting in the discovery of 17 additional articles), allowing for the satisfactory refinement and specification of the bibliographic results. This exercise evidenced the growing interest within the scientific community in developing research related to machine learning and spatial distribution models aimed at analyzing complex climate and meteorological variables such as solar radiation. This fact proved beneficial and of complete interest for this literature review document. The subsequent chapter is oriented towards consolidating these results and analyzing the most prominent classifications in this document.

3.3. Classification of Results

This section highlights the primary classifications assigned to the research with the most significant contributions in this review. Firstly, classification was based on the most relevant interpolation methods. Secondly, the results was classified according to the most commonly used remote sensors. In third place, classification was assigned according to the applications with the greatest impact or development.

Finally, a section exclusively devoted to discussing the fourth classification, elaborated, “Machine Learning Applied to Terrestrial Radiation Modeling,” was conducted due to its importance in this document as the central axis of discussion and its growing contributions, detailed below.

3.3.1. Classification According to Interpolation Methods

Applying the same search methods previously outlined, advanced searches of recently published works related to interpolation techniques regarding solar radiation, with a greater trend of usage in recent years globally, were conducted. In this classification, primarily spatial autocorrelation methods and traditional geostatistics were considered, without a defined temporal range, in order to compare and analyze the results, utilities, or limitations of each of these investigations from a broader perspective. Below is a synthesis (Table 1) of the most relevant research organized by bibliographic reference, research title, spatial interpolation methods employed, and study conclusions.
Table 1. Classification according to interpolation methods.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Study</th>
<th>Method</th>
<th>Conclusions</th>
</tr>
</thead>
<tbody>
<tr>
<td>[25]</td>
<td>“Upscaling of LongWave Downward Radiation (LWDR) from Instantaneous to Any Temporal Scale: Algorithms, Validation, and Comparison”</td>
<td>RFR</td>
<td>The random forest regression (RFR) method enables a precise and highly efficient estimation of the daily averaged LWDR. In comparison to existing methods and products, this method is efficient and exhibits superior applicability and reliable accuracy.</td>
</tr>
<tr>
<td>[26]</td>
<td>“A Machine Learning Technique for Spatial Interpolation of Solar Radiation Observations”</td>
<td>ML and seven interpolation methods</td>
<td>The average MAE (mean absolute error) of conventional interpolation methods is 21.3 W/m$^2$, more than double that of the RF method, with an average standard deviation of 6.4 W/m$^2$, over four times higher than RF. This underscores the benefits of employing machine learning in environmental research.</td>
</tr>
<tr>
<td>[27]</td>
<td>“Interpolation Methods Applied to the Spatialization of Monthly Solar Irradiation in a Region of Complex Terrain in the State of Rio de Janeiro in the Southeast of Brazil”</td>
<td>IDW, SpT, OK</td>
<td>The aim of this study was to assess different interpolation methods for the monthly average of daily irradiance. The Inverse distance weighting (IDW), tension spline (SpT), and ordinary kriging (OK) methods were evaluated. The IDW and SpT methods demonstrated satisfactory performance (coefficient of determination: $R^2 &gt; 0.90$ for IDW and $&gt;0.80$ for SpT).</td>
</tr>
<tr>
<td>[28]</td>
<td>“El Riesgo de Contaminación por Ozono en Dos Ciudades Españolas (Mad. Sev.) Estudio Hecho con Modelado Espacial y SIG.”</td>
<td>IDW</td>
<td>The results obtained indicate that suburban or rural areas are the most contaminated by ozone, constituting risk areas for the population, whereas ozone values are much lower in city centers.</td>
</tr>
<tr>
<td>[10]</td>
<td>“Performance Comparison of Two Global Solar Radiation Models for Spatial Interpolation Purposes”</td>
<td>IDW, ANN</td>
<td>IDW is easier to implement and slightly more accurate than artificial neural networks (ANNs). Using data from sites with similar climate to the predicted region enhances the accuracy of the IDW model.</td>
</tr>
<tr>
<td>[29]</td>
<td>“REGNIE Interpolation for Rain and Temperature in the Andean, Caribbean and Pacific Regions of Colombia”</td>
<td>MLR</td>
<td>They employed the rainfall model REGNIE to interpolate rainfall and mean air temperature (Tmed) in Colombia. The model enhanced the accuracy and spatial resolution of the interpolations, particularly for Tmed, which achieved multiple linear regression (MLR) at $R^2 = 0.94$.</td>
</tr>
<tr>
<td>[32]</td>
<td>“Mathematical Interpolation Methods for Spatial Estimation of Global Horizontal Irradiation in Castilla-León, Spain”</td>
<td>IDW, Spline, OK, NN</td>
<td>OK is the best interpolation method compared to the others, yielding the lowest errors.</td>
</tr>
<tr>
<td>[11]</td>
<td>“Spatiotemporal Interpolation and Forecast of Irradiance Data Using Kriging”</td>
<td>OK</td>
<td>Kriging can be applied to both ground-measured data and satellite-derived irradiance data. For interpolation, sparsely distributed ground data are recommended; however, when temporally scaled or forecasted, OK shows promise for both data sources.</td>
</tr>
</tbody>
</table>
Table 1. Cont.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Study</th>
<th>Method</th>
<th>Conclusions</th>
</tr>
</thead>
<tbody>
<tr>
<td>[33]</td>
<td>“Assessing the Performance of Several Rainfall Interpolation Methods as Evaluated by a Conceptual Hydrological Model”</td>
<td>IDW, OK, KED</td>
<td>The performance of deterministic methods is comparable to geostatistical methods in daily series. In hourly series, deterministic methods showed significantly better performance.</td>
</tr>
<tr>
<td>[34]</td>
<td>“Comparing Interpolation Techniques for Monthly Rainfall Mapping Using Multiple Evaluation Criteria and Auxiliary Data Sources: A Case Study of Sri Lanka”</td>
<td>IDW, OK, TPS</td>
<td>Most methods approximated the spatial distribution of precipitation at a high level for May. Thin plate splines (TPS) performed better with high precipitation, and their pattern was smooth.</td>
</tr>
<tr>
<td>[35]</td>
<td>“Ground-measurement GHI Map for Qatar”</td>
<td>IDW</td>
<td>The combination of satellite and ground-based solar data provided more reliable values with lower uncertainties.</td>
</tr>
<tr>
<td>[36]</td>
<td>“El Balance de Radiación y Modelos de Radiación Neta para Diferentes Superficies: Estudio Experimental en Mexicali, México”</td>
<td>MLR</td>
<td>Statistical models of net radiation were proposed as functions of incoming solar radiation and net shortwave radiation, with ( R^2 ) exceeding 0.97.</td>
</tr>
<tr>
<td>[37]</td>
<td>“Missing Data Imputation of Solar Radiation Data under Different Atmospheric Conditions”</td>
<td>IDW, MICE, MLR</td>
<td>They measured global solar irradiance on a flat surface using a network of stations located in Galicia, Spain. The best results were obtained with the multiple imputation by chained equations (MICE) method.</td>
</tr>
<tr>
<td>[38]</td>
<td>“Comparison and Evaluation of Spatial Interpolation Schemes for Daily Rainfall in Data Scarce Regions”</td>
<td>IDW, OK</td>
<td>Differences between methods can be significant on a smaller temporal and spatial scale (monthly). The choice of covariates in OK had a large impact on the amount of precipitation and runoff.</td>
</tr>
<tr>
<td>[39]</td>
<td>“Interpolation of Daily Solar Radiation for New Zealand Using a Satellite Derived Cloud Cover Surface”</td>
<td>TPS</td>
<td>The lowest error was obtained when calculating radiation fields using satellite data.</td>
</tr>
<tr>
<td>[40]</td>
<td>“Spatial Interpolation and Estimation of Solar Irradiation by Cumulative Variograms”</td>
<td>Cumul. variogram</td>
<td>The authors estimated the solar irradiation value at any point where measurements of global solar irradiation existed. The goal was to determine the change in spatial variability with distance from a given set of irradiation data.</td>
</tr>
</tbody>
</table>

3.3.2. Classification According to Sensors

Following the phase of classifying existing terrestrial radiation models, advanced searches were conducted to establish a categorization according to data obtained from satellite remote sensors associated with climate variables such as solar radiation or covariates closely related to it (Table 2). Below are some of the most commonly used sensors and their prominent applications:

Table 2. Classification according to sensors.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Description/Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>GeoCarb, OCO-2, OCO-3, CERES, RAVAN</td>
<td>Satellite data provide an independent means of investigating global temperature trends, particularly for ocean surface and atmosphere. Sea surface temperatures (SSTs) of oceans, which are directly related to heat transfer between the atmosphere and oceans, serve as important indicators of the state of the climate system [41].</td>
</tr>
<tr>
<td>AIRS, CERES, MODIS, AMSR-E, GRACE FO, ICESat-2, SUOMI NPP</td>
<td>Snow and ice cover retreat is a significant indicator of global warming. Seasonal snow and ice melt can cause positive feedback by reducing Earth’s surface albedo, thereby contributing to sea level rise [42,43].</td>
</tr>
<tr>
<td>ISS-RapidScat, GRACE, Jason-3, Jason CS, OSTM</td>
<td>Sea level depends on climatic conditions influenced by climate change (radiative forcing factors) and climate variability [44].</td>
</tr>
</tbody>
</table>
Table 2. Cont.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Description/Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>DSCOVR LIS, RAVAN CERES</td>
<td>Monitoring changes in solar luminosity is important to ascertain whether natural variation in solar radiation has significantly contributed to recent climate change. Additionally, studying complex processes derived in various areas such as plant physiology, photosynthesis, evapotranspiration, absorption of photosynthetically active radiation, or solar light use efficiency is crucial [45].</td>
</tr>
<tr>
<td>OCO-3, MLS OMI, TROPOMI PACE, SAGE III SUOMI NPP MODIS, LIDAR</td>
<td>Particles in the atmosphere known as aerosols can generate either cooling or warming effect depending on their type in the system. Recent changes in atmospheric aerosol concentration have been identified through aerosol optical depth (AOD), derived from observations recorded by visible and infrared optical sensors aboard various satellites. Many other sensors monitor gases with significant environmental implications, such as CO\textsubscript{2}, NO\textsubscript{2}, CH\textsubscript{4}, O\textsubscript{3}, CO, and SO\textsubscript{2} [46].</td>
</tr>
<tr>
<td>CloudSat CERES, PACE MODIS, VIRS</td>
<td>Climate forcing and cloud feedback adjust energy flux throughout the Earth’s system. Cloud dynamics research is fundamental to understanding climatic patterns in periods of climate variability and extreme events [47].</td>
</tr>
<tr>
<td>GPM, TOVS RAINCUBE AVHRR, GEOS</td>
<td>Water vapor is a gas with a high heat retention capacity, contributing approximately 50% to the current global greenhouse effect. Models predict that global warming will increase atmospheric specific humidity (resulting in positive feedback) and, in turn, strongly amplify warming [48].</td>
</tr>
</tbody>
</table>

3.3.3. Classification According to Applications

The third of the classifications generated in this chapter was established to demonstrate the different applications of spatial models in various fields of knowledge (Table 3). This classification specifically highlighted the importance of studies on spatial distribution of different climatic or meteorological variables according to their prominent applications:

Table 3. Classification according to Applications.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Study/Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>[7]</td>
<td>The variation in concentrations of hydrogen sulfide (H\textsubscript{2}S) and ammonia (NH\textsubscript{3}) in air was studied in a wastewater treatment system in Costa Rica using an air substance dispersion model. Similarity between predicted and observed values for H\textsubscript{2}S and NH\textsubscript{3} was demonstrated, indicating no risk to health or the environment.</td>
</tr>
<tr>
<td>[8]</td>
<td>A spatial model of weed distribution under climate change was developed; fifty-nine articles were selected for review, with maximum entropy (MaxEnt) and area under the curve (AUC) being the most popular validation methods and processes.</td>
</tr>
<tr>
<td>[9]</td>
<td>Spatial autocorrelation was combined with artificial intelligence models to estimate the spatial distribution and risks of heavy metal contamination in agricultural soils. Spatial distribution models were developed using ANN models and adaptive neuro-fuzzy inference systems (ANFIS).</td>
</tr>
<tr>
<td>[49]</td>
<td>Creation of spatial models using maximum entropy (Maxent) methods. Identification of environmental variables controlling the distribution of greenhouse gas sources in Finland peatlands and prediction of the spatial distribution of these gases.</td>
</tr>
<tr>
<td>[50]</td>
<td>A method for modeling extreme wind speed distributions using data collected from the Swiss meteorological service. This work applied spatial modeling of distribution parameters of this phenomenon throughout the country.</td>
</tr>
<tr>
<td>[51]</td>
<td>Analysis of longwave radiation in Earth radiation budgets through topographic models and mesoscale studies of longwave solar radiation. It was determined that most existing satellite-based data capture algorithms are valid only for flat surfaces without considering topographic effects.</td>
</tr>
<tr>
<td>[52]</td>
<td>A study aimed to parameterize the Bristow–Campbell model to estimate daily global solar radiation (DGSR) on the Tibetan Plateau and propose a method to rasterize it. The spatial pattern of DGSR distribution was estimated and analyzed by combining the solar radiation model (Bristow–Campbell) and a meteorological interpolation model called PRISM.</td>
</tr>
<tr>
<td>[53]</td>
<td>A model was proposed to estimate the spatial distribution of average monthly global solar radiation for central Chile considering the continental zone from the Coquimbo region to the Araucania region.</td>
</tr>
<tr>
<td>[54]</td>
<td>Research based on climate change and spatial distribution of vegetation formations in Colombia.</td>
</tr>
</tbody>
</table>
3.3.4. Machine Learning Applied to Earth Radiation Modeling

In recent years, various areas and subareas derived from artificial intelligence have experienced significant development, being considered high-growth fields contributing to knowledge and scientific discourse. Machine learning is a branch of artificial intelligence [55] that analyzes the use of computational algorithms to convert empirical data into usable models (Figure 6). Additionally, instead of programming each rule within a model, the system utilizes data to train itself and improve its performance, thus facilitating the ability to make predictions or decisions without direct human intervention. The field of machine learning emerged from traditional communities of statistics and artificial intelligence [56].

Machine learning has also made significant contributions to spatial data sciences, geomatics, geoengineering, and geotechnologies [57], as these fields maintain a close relationship with the management and processing of highly complex and voluminous data. Consequently, machine learning algorithms exhibit an appropriate and precise level of adjustment for the tasks inherent in geoprocessing executed on spatial data. The functionalities and tools that machine learning has provided to these fields are currently undergoing rapid expansion. This chapter presents the most relevant studies published in the last five years on the application of machine learning to models of spatial distribution of terrestrial radiation at the international level.

Initially, the research conducted by [58] is highlighted, as they focused on interpreting the feasibility of various ML approaches to assess the spatial distribution of solar radiation on Earth based on the Meteorological, Oceanic, and Communication Satellite’s (COMS) geostationary satellite Meteor Imager (MI). Four data-driven models were selected—artificial neural networks (ANNs), random forest (RF), support vector regression (SVR), and deep neural networks (DNNs)—to compare their accuracy and spatial estimation performance. The analysis results showed that RF had the highest accuracy in predicting performance, although the difference between RF and the second-best technique (DNN) was nonsignificant. Temporal variations in root mean square error (RMSE) depended on the number of data samples, while the physical model showed relatively less sensitivity. However, DNN and RF showed less variability in RMSE than the others. The overall analysis showed that deeper layered network approaches (RF and DNN) could better simulate the challenging spatial pattern of thin clouds when using multispectral satellite data.
Another proposal made in 2019 by [59] aimed to estimate the solar radiation potential in an extensive region of China for energy utilization. They proposed developing a novel estimation approach for monthly average daily solar radiation with its complex spatial pattern through machine learning techniques (i.e., a clustering method (k-means) and an advanced case-based reasoning (A-CBR) model. Relevant information was collected in 97 cities in China over nine years (from 2006 to 2015). The average prediction accuracy of the proposed approach was determined to be 93.23%, showing a promising path towards the implementation and development of interpolation methods (e.g., kriging method in geographic information systems).

In 2020, Ref. [60] published research on solar radiation estimation using ordinary kriging and distance weighting, plus an alternative method, based on an unsupervised competitive artificial neural network called a self-organizing map. This neural network generated a map with the most representative nodes and their weights, which were used to obtain the spatial variability of solar radiation. This work provided a new alternative to obtain the spatial variability of a regionalized variable based on a self-organizing map and opened future lines of research, including optimal sensor network design or variability study for different sampling times, with the aim of using mobile sensors to measure or extend to other continuous variables in space, such as temperature and humidity.

In the same year, the work by [61] reviewed the progress of four advanced machine learning methods for handling spatial data, namely, kernel-based learning based on support vector machines, active and semi-supervised learning, ensemble learning, and deep learning. Among the relevant conclusions of this work (Figure 7), the authors determined that the successful application of machine learning methods for handling spatial data suggests a four-level strategy.

They concluded by affirming that ML methods are highly effective for handling spatial data and have broad potential application in the era of big data.

Equally relevant was the work carried out in 2021 by [26], where they applied statistical methods to interpolate missing values in a dataset of radiative energy fluxes on the Earth’s surface. They applied RF algorithms and seven other conventional spatial interpolation models to a global dataset of surface solar radiation (SSR). Tenfold cross-validation showed that RF had a mean absolute error (MAE) of 10.2 W/m² and a standard deviation of 1.5 W/m². On the other hand, the average MAE of conventional interpolation methods was 21.3 W/m², which is more than double that of the RF method, plus an average standard deviation of 6.4 W/m², which is more than four times higher than the standard deviation of RF. This work highlighted the benefits of using machine learning in climate research.

Once again, ref [26] in 2021 performed spatial interpolation based on the RF machine learning method to interpolate monthly anomalies in downward solar radiation (RSD) from the surface using a range of climatic variables (various temperature indices, cloud cover, etc.), temporal point indicators (years and months of observations of this radiation), and geographical characteristics of locations (latitude, longitude, etc.). The result of spatial
interpolation was a monthly dataset on a $0.5^\circ \times 0.5^\circ$ grid of RSD anomalies with global coverage during the period of 1961–2019, which was subsequently used in a comprehensive trend analysis for each continent separately and for the entire globe. The continent-level analysis revealed the major contributors to global dimming, understood as the process of decreasing incoming radiative energy to the earth’s system due to greenhouse gases (GHGs) in the top of the atmosphere (TOA) preventing shortwave radiation entry as well as global brightness, understood as the amount of energy entering, being emitted, and reflected (albedo) in the earth’s system. Particularly, global dimming before the 1980s is primarily dominated by negative trends in Asia and North America, while Europe and Oceania were the two largest contributors to brightening from 1982 to 2019.

Ref. [62] in 2022 developed a study to predict land surface temperature (LST) using new hybrid models based on spatial interpolation techniques and deep learning models; they employed multilayer perceptron (MLP), long short-term memory (LSTM), and an integrated machine learning model, specifically convolutional LSTM (ConvLSTM). Data were collected from the MODIS sensor with a spatial resolution of 1 km $\times$ 1 km. Considering the inability of MODIS sensors to provide LST data under cloudy conditions, IDW, nearest neighbor (NN), and cubic spline interpolation methods were used to overcome the issue of missing pixels. The proposed methods were tested in the northern part of Adana province, Turkey, and model performance was quantitatively evaluated using RMSE and MAE. The selected datasets ranged from 1 January 2017, to 1 November 2020, for daily LST and from 1 January 2015 to 1 November 2020 for an 8-day composite LST. While 60% of the datasets were used as training sets, the remaining 40% were used as validation (20%) and test (20%) sets. RMSE maps were generated to assess the pixel-wise performance of the proposed method. The best RMSE and MAE averages for the daily test set were obtained from the combination of ConvLSTM and NN, yielding $3.62^\circ C$ and $2.85^\circ C$, respectively, while those acquired from the combination of MLP and NN for the 8-day composite LST test set were $3.57^\circ C$ and $2.69^\circ C$. The results revealed that the proposed hybrid models could be used for spatiotemporal one-step-ahead prediction of LST data.

Also in 2022, Ref. [63] published a study related to the estimation and simplified modeling of solar irradiance at the Earth’s surface in Australia and China based on the application of four machine learning models: gradient boosting machine (GBM), RF, support vector regression (SVR), and multilayer perceptron (MLP). Solar irradiance data under clear skies were calculated based on time and location; meanwhile, cloud optical thickness (COT) and aerosol optical thickness (AOT), significantly influencing solar irradiance, were retrieved from Himawari-8 meteorological satellite images, and surface solar irradiance data were obtained from observation stations for training and evaluation. As a comparative study, historical data from six years prior were collected, and solar distribution was estimated with a spatial resolution of 5 km in Australia and China. Based on the coefficient of determination ($R^2$), normalized root mean square error (nRMSE), normalized mean bias error (nMBE), and time consumption ($t$), the results showed that GBM achieved the highest accuracy with $R^2 > 0.7$, followed by RF, SVR, and MLP.

In May 2023, Ref. [64] published a study in which aerial measurements of latent and sensible heat fluxes collected in the Netherlands in August 2008 were taken, and five machine learning methods were evaluated to construct a gridded map of regional heat fluxes, including ANN, BRT, RFR, DNN, and SVR. The models were trained and tested using a dataset compiled from sensible and latent heat observations, digital elevation model, land surface temperature retrieved by the MODIS sensor, enhanced vegetation index, and albedo data for each flux footprint. The support vector regression model outperformed the other models, with $R^2 = 0.91$, RMSE = 9.6 W/m$^2$ for sensible heat and $R^2 = 0.89$, RMSE = 26.32 W/m$^2$ for latent heat.

Two more studies conducted in 2023 are highlighted for their contributions of machine learning to terrestrial radiation modeling; these were developed by [65], and the authors focused on predicting surface solar radiation and diffuse solar radiation, respectively, using machine learning techniques in radiative transfer models. This initial study developed
hybrid models with a high computational speed and high accuracy to estimate global solar radiation (GSR) and quantify the uncertainty in GSR simulations caused by uncertainties in atmospheric and surface parameter measurements. The radiative transfer model library (LibRadtran) was combined with six machine learning models: extreme gradient boosting (XGBoost), random forest (RF), multivariate adaptive regression splines (MARS), multilayer perceptron (MLP), deep neural network (DNN), and light gradient boosting machine (LightGBM).

The estimated GSR was first compared with GSR inversion values provided by the Aerosol Robotic Network (AERONET) and then validated using ground measurements at three locations in China between 2005 and 2018. The results showed that the RTM-RF was superior in terms of efficiency and computational performance, with an MAE and $R^2$ of 15.57 W/m$^2$ and 0.98, respectively. Under clear sky conditions, aerosol optical depth (AOD) contributed the most to the accuracy of GSR estimates, with an average contribution of 57.95%. Measurement uncertainty due to the asymmetry factor, AOD, single scattering albedo, and land surface albedo (LSA) could explain differences in GSR between RTM estimates and GSR observations in Lulin (20.33 vs. 20.91 W/m$^2$), Wuhan ($-1.40$ vs. 14.58 W/m$^2$), and Xianghe (7.28 vs. 14.32 W/m$^2$). In conclusion, this work supported the use of physical models combined with machine learning models to estimate GSR and provided valuable scientific information for solar radiation estimates in large areas.

The second study [66] emphasized the development and comparison of five high-speed, high-precision hybrid models for simulating diffuse radiation based on aerosol optical properties and radiation parameters provided by the Aerosol Robotic Network (AERONET); Baseline Surface Radiation Network (BSRN); Wuhan University, China, Ecosystem Research Network (CERN); GLASS surface albedo data; and a combination of the radiative transfer model (RTM) with ML models, including RF, XGBoost, MLP, DNN, and convolutional neural networks (CNNs). Additionally, the uncertainty in simulated diffuse radiation due to measurement uncertainties in aerosol optical properties and land surface albedo was quantified, and the relative contributions of multiple variables to diffuse radiation were analyzed. The results showed that RTM-RF was the most successful, with determination coefficients ($R^2$) of 0.95, 0.94, and 0.98 and minimum root mean square errors (RMSEs) of 9.56, 10.05, and 13.27 W/m$^2$ in Lulin, Wuhan, and Xianghe, respectively. Overall, the proposed RTM-RF method showed superior performance, making it recommended for estimating diffuse radiation in China.

Regarding the most recent and highly contributive works collected in this review, Ref. [12] presented a new method for predicting solar irradiance directly correlated with photovoltaic energy production; in this work, a fast statistical learning technique based on a truncated-regularized kernel ridge regression model was employed. The proposed method excelled in predicting solar irradiance, especially during highly intermittent weather periods and by incorporating multiple historical climatic parameters to generate accurate predictions of future values. The model’s performance was evaluated using datasets from cloudy and sunny days in Seattle and Medford, USA, which were compared using three forecasting models: persistence, modified 24-h persistence, and least squares. Based on three widely accepted statistical performance metrics (mean squared error, mean absolute error, and coefficient of determination), the hybrid model demonstrated superior predictive accuracy under different weather conditions and forecast horizons.

Ref. [13] published a study aimed at retrieving LST data generated from high-density station observation data and remote microwave sensors for deep learning-based monitoring (U-Net family). Given the high spatial and temporal variability of LST and its sensitivity to various factors according to radiation transmission equations, this study incorporated climate, anthropogenic, geographic, and vegetation datasets to facilitate a multi-source data fusion approach for estimating this variable. The accuracy of the LST simulation showed favorable results in spatial and temporal dimensions. Additionally, temporal changes in simulation accuracy fluctuated in a W-shaped pattern due to the limited simulation capacity of deep learning in extreme scenarios. Anthropogenic factors had the greatest influence
on LST changes in China, followed by climate, geography, and vegetation. This study highlighted the application of deep learning in remote sensing monitoring in the context of “big data” and provided a scientific basis for climate change response to human activities, ecological protection of the environment, and sustainable social and economic development.

Another research of particular interest in this dissertation was conducted by [14]. Although the solar radiation variable was not directly analyzed, it was indirectly considered for daily evapotranspiration (ET) estimates with a novel approach in the Heihe River Basin on the border between Russia and China. Remote sensing-based models generally struggle to generate continuous spatiotemporal ET due to cloud cover and model failures. In this study, four popular machine learning methods (DF, DNN, RF, XGB) were used to reconstruct the ET product. The reconstructed ET by these four methods was evaluated and compared; the results showed that all methods performed well in the Heihe River Basin, but the RF method was particularly robust. Not only did it perform well compared to ground measurement ($R^2 = 0.73$), but it also reconstructed ET across the entire basin. Validation based on ground measurements showed that the DNN and XGB models performed well ($R^2 > 0.70$). However, gaps still remained in the desert after reconstruction, especially in the case of the XGB model. The DF model filled these gaps across the entire basin, but the model had lower consistency compared to ground measurement ($R^2 = 0.66$) and produced many low values. The results of this study suggested that machine learning methods have considerable potential in ET reconstruction at a regional scale.

Lastly, Ref. [15], with the aim of finding suitable locations for future photovoltaic systems placement, presented a method based entirely on convolutional neural networks for high-resolution spatiotemporal evaluation of solar potential using remote sensing data. The method was trained and validated in a 32 km$^2$ area of Maribor, Slovenia, and tested at six different locations in Slovenia and Germany. The proposed method was tested with a simulation algorithm, which used either the Liu–Jordan isotropic diffuse model or the Pérez anisotropic model with shading based on the sky view factor. On average, a normalized RMSE (nRMSE) of 6.06% and a mean absolute percentage error (MAPE) of 4.29% were achieved at test locations compared to the Liu–Jordan model-based simulation. By training fully convolutional neural network models against ground truth observations generated with a more advanced Pérez diffuse model, the average nRMSE was 8.37% and a MAPE of 10.90% across all test locations (Table 4). Additionally, it was demonstrated that the proposed method can assess solar potential at a high resolution from an input at a lower resolution more accurately than the simulation algorithm, while being up to 1500 times faster.

Table 4. Summary of predictive performances in the application of algorithms with ML.

<table>
<thead>
<tr>
<th>Author</th>
<th>Method or Algorithm</th>
<th>Predictive Performance (Better Performances)</th>
</tr>
</thead>
</table>
| [26]   | RF                  | RF: MAE: 10.2 W/m$^2$  
MAE Conventional Methods: 21.3 W/m$^2$ |
| [63]   | GBM                 | $R^2$: 0.7                                  |
| [64]   | ANN, BRT, RFR, DNN  | SVR: $R^2 = 0.91$, RMSE = 9.6 W/m$^2$ in sensitive heat,  
$R^2 = 0.89$, RMSE = 26.32 W/m$^2$ in latent heat. |
| [65]   | RTM-RF              | RTM-RF MAE = 15.57 W/m$^2$  
$R^2 = 0.98$ |
| [64]   | XGBoost, MLP, DNN,  | RTM-RF $R^2 = 0.95$ Lulin;  
0.94 Wuhan;  
0.98 Xianghe  
RMSE = 9.56 W/m$^2$ Lulin;  
10.05 W/m$^2$ Wuhan;  
13.27 W/m$^2$ Xianghe |

Pérez anisotropic model with shading based on the sky view factor. On average, a normalized RMSE (nRMSE) of 6.06% and a mean absolute percentage error (MAPE) of 4.29% were achieved at test locations compared to the Liu–Jordan model-based simulation. By training fully convolutional neural network models against ground truth observations generated with a more advanced Pérez diffuse model, the average nRMSE was 8.37% and a MAPE of 10.90% across all test locations (Table 4). Additionally, it was demonstrated that the proposed method can assess solar potential at a high resolution from an input at a lower resolution more accurately than the simulation algorithm, while being up to 1500 times faster.
Table 4. Cont.

<table>
<thead>
<tr>
<th>Author</th>
<th>Method or Algorithm</th>
<th>Predictive Performance (Better Performances)</th>
</tr>
</thead>
</table>
| [14]   | DF, DNN, RF, XGB    | RF: $R^2 = 0.73$
|        |                     | DNN and XGB $R^2 => 0.70$
|        |                     | DF: $R^2 = 0.66$
| [15]   | CNN                 | CNN: nRMSE average = 8.37%
|        |                     | MAPE = 10.90%
| [59]   | k-means and A-CBR model | Average prediction = 93.23%
| [58]   | ANN, RF, SVR, DNN   | RF & DNN Superior prediction and better RMSE than ANN SVR
| [62]   | MLP, LSTM, ConvLSTM | ConvLSTM & NN: RMSE = 3.62 °C/MAE = 2.85 °C
|        |                     | MLP & NN: RMSE = 3.57 °C/MAE = 2.69 °C

Machine learning has made significant contributions in the past five years in the field of spatial modeling, specifically in the study of variables such as solar and terrestrial radiation; a considerable number of complex algorithms have been applied in various disciplines with mostly scientific and technological interests. The following chapter discusses these advances, details some of the limitations and challenges that this area of artificial intelligence still faces, and highlights developments with significant contributions and trending topics today.

4. Discussion

In summary, the studies mentioned in this article demonstrate a search for suitable methodologies for solar parameter modeling (mainly interpolations), showing that other interpolation methods applied to solar and terrestrial radiation yielded better results than the traditionally used IDW method. One of the geostatistical methods with better results, as demonstrated in this literature review, was the kriging interpolator; for the analysis of variables such as solar radiation and atmospheric gas modeling [67], its widespread use has been almost undisputed due to favorable results that have optimized the data’s capacity for spatial analyses. This technique is based on statistical assumptions and is employed in advanced surface predictions.

The method works by using a specific number of points or all points within a coverage radius to determine the resulting value for each location and is more suitable when the distance is known [68]. In kriging techniques, some probability is associated with the predictions; that is, values are not perfectly predictable from a statistical model. For example, in a sample of net radiation values measured in a geographic space, obviously, even with a considerable number of samples, the exact value of net radiation at an unmeasured location cannot be predicted. Therefore, kriging not only attempts to predict it but also evaluates the error of that prediction. As seen, the applications of this technique are diverse in atmospheric sciences, soil geology, and hydrology.

The classifications conducted enabled the establishment of chronological and succinct differences that deserve to be highlighted. In the first typology, “According to Interpolation Methods,” it was of significant interest to demonstrate how, prior to the rise of algorithms from artificial intelligence and machine learning, techniques such as inverse distance weighting (IDW) and ordinary kriging (OK) predominated in a substantial proportion (52.94%) of the studies collected across various fields of knowledge globally (Figure 8).
These techniques were based on principles of geostatistical inference and spatial autocorrelation and showed satisfactory or promising results in their application to climatic or meteorological variables such as global solar radiation; daily solar radiation; ozone concentrations; monthly, daily, and hourly precipitation; average temperature; absolute humidity; and global horizontal irradiance.

On the other hand, the second classification, ‘According to Sensors’, allowed for the distinction of the presence of some satellite projects or missions that acquired significant data of high interest to the scientific community on topics related to climate change, land and ocean observation/monitoring, meteorological data acquisition, detection of changes, and studies related to the presence and distribution of pollutant gases. The following sensors were noteworthy for the reliability of their data and the solid consolidation of their projects: OCO, CERES, MODIS, GRACE, LANDSAT, TROPOMI, PACE, SENTINEL, IceSAT, SUOMI, LIDAR.

The third classification, ‘According to Applications’, revealed a wide variety of disciplines interested in spatial modeling across diverse variables globally, ranging from the identification of greenhouse gas sources to the distribution of plant species in certain regions. This further underscores the urgent need to continue making contributions to the development of the field of spatial distribution models due to their extensive utility, as evidenced in this review.

Furthermore, based on the bibliometric analysis and literature review, it has been established that machine learning algorithms are increasingly taking center stage in the development and application of techniques related to the spatial modeling of radiative energy worldwide, as their results and applications have demonstrated higher precision parameters and broader diversification spectra. Some of the reviewed research has made interesting contributions in:

1. Solar and terrestrial radiation prediction: Models successfully incorporated factors such as geographical location, time of day, date, and weather conditions to make more accurate predictions. An example of this is [12], which presented a new method for predicting solar irradiance (SI) directly correlated with photovoltaic energy production. The proposed method excelled in predicting SI, especially during highly intermittent weather periods, by incorporating multiple historical climatic parameters to generate accurate future value predictions.

2. Spatial interpolation: Solar and terrestrial radiation values were estimated at intermediate locations between known measurement stations, thereby improving the spatial resolution of the data. Two studies were particularly relevant: the first by [25] applied...
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RFR, enabling precise and highly efficient estimation of daily averaged longwave downward radiation (LWDR). Compared to existing methods and products, this method is efficient, exhibits superior applicability, and provides reliable accuracy. The second study by [26] compared RF algorithms with seven traditional interpolation methods to determine the benefits of using machine learning in solar radiation observations.

3. Data correction: Machine learning algorithms were used to correct errors or inconsistencies in collected solar and terrestrial radiation data, enhancing the quality of datasets and making predictions more reliable. Notably, [37] contributed to the imputation and correction of missing solar radiation data under different atmospheric conditions through the application of the multiple imputation by chained equations (MICE) method.

4. Solar system design optimization: This involves assisting in the planning of the location and orientation of solar panels to maximize their efficiency considering the spatial and temporal variability of solar radiation. An exemplary contribution is the research by [59], which proposed a novel estimation approach for monthly average daily solar radiation with a complex spatial pattern using machine learning techniques, focusing on estimating the solar radiation potential in an extensive region of China for energy utilization. Additionally, the research by [15] is noteworthy, presenting a method based on CNN for high-resolution spatiotemporal evaluation of solar potential using remote sensing data. The proposed method was tested with a simulation algorithm to find suitable locations for future photovoltaic systems placement.

5. Adaptation to changing weather conditions: Models were dynamically adapted to changing weather conditions to provide real-time estimates of meteorological variables. The contribution by [14] is particularly valuable, focusing on estimating daily evapotranspiration (ET) with a novel approach based on four popular machine learning methods (DF, DNN, RF, XGB) to reconstruct the ET product. Remote sensing-based models generally struggle to generate continuous spatiotemporal ET due to cloud cover and model failure. The results showed that all methods performed well, with the RF method being particularly robust.

6. Uncertainty analysis: Machine learning algorithms evaluated the reliability of solar radiation budget estimates, facilitating informed decision making. The work by [65] is exemplary, focusing on predicting surface solar radiation and diffuse solar radiation by combining six ML techniques (XGBoost, RF, MARS, MLP, DNN, and LightGBM) in radiative transfer models. This initial study developed hybrid models with high computational speed and high accuracy to estimate global solar radiation (GSR) and quantify the uncertainty caused by ambiguities in atmospheric and surface parameter measurements.

7. Deep learning models: Techniques such as convolutional and recurrent neural networks were applied to capture complex and nonlinear patterns in solar and terrestrial radiation data, leading to more accurate predictions. Therefore, the work of [15], which focused on the high-resolution spatiotemporal assessment of solar potential from remote sensing data using deep learning, is important to highlight.

8. Integration of multiple data sources: The fusion of data from various sources, such as satellite images, weather stations, and historical data, improved the accuracy of solar radiation estimation. In this regard, the research by [26] in 2021 stands out for integrating various types of data, including a range of climatic variables (various temperature indices, cloud cover, etc.), temporal point indicators (years and months of radiation observations), and geographical characteristics of locations (latitude, longitude, etc.). This research focused on interpolating monthly anomalies in downward solar radiation (RSD) from the surface based on the RF machine learning method.

However, despite all these advances and contributions of machine learning in terrestrial and solar radiation models with high impacts on scientific research, it is also important to highlight that it is a growing field that still faces significant challenges and improvements. To highlight some that have been identified in this dissertation:
- Temporal and spatial variability: Solar radiation varies over time and space. Models must be able to capture this variability to provide accurate estimates.
- Missing or noisy data: A lack of data for certain locations or times can affect prediction accuracy. Additionally, the presence of outliers may require preprocessing techniques such as statistical assessments of data quality.
- Model calibration: It is important to calibrate and validate models using independent datasets to ensure their robustness and generalization.
- Model interpretation: The inherent complexity of some machine learning models, such as neural networks, can make interpreting results challenging. Developing interpretable models is crucial for gaining user and urban planner confidence.
- Scalability: Model scalability should be considered for large-scale applications, such as city or regional planning.

On the other hand, considering the uses and applications of different machine learning algorithms in various disciplines, it is interesting to highlight some sectors that would experience significant effects thanks to the practical contributions of these trending techniques as identified in this literature review. In energy resource management, for example, ML is improving efficiency in managing solar energy-based resources such as solar parks and distributed generation systems [69]. Also, in urban planning, ML is helping with sustainable urban organization by considering solar radiation in building and urban area design [70]. In electrical grid operation, ML could facilitate solar energy integration into power grids through accurate solar radiation prediction. Finally, in scientific research, which is the focus of this discussion, ML contributes to scientific development and innovation regarding solar radiation variability and its impact on climate and the environment.

Additionally, the trends established after analyzing the data and information collected in this review point to topics such as multispectral data integration, where recent research has explored integrating this type of satellite-derived data to improve model accuracy [71]. These data include more detailed information about atmospheric composition and land surface conditions. Transfer learning approaches are another trending example, as they are being developed to improve model generalization to different geographical regions. These approaches seek to leverage knowledge learned in one region to improve accuracy in another.

In situ model validation, on the other hand, is another growing field; here, by comparing predictions with data from weather stations and local measurements, the aim is to ensure model robustness and reliability [72]. On the other hand, integrated platform development also stands out as a trending field, as recent research has sought to develop platforms that combine spatial solar radiation distribution models with urban planning and renewable energy tools. These platforms facilitate decision making for effective implementation of solar infrastructures.

The use of high-resolution remote sensing data is another area with significant development expectations, as through state-of-the-art satellite images, it allows for better capture of spatial variability and topography [73], thus improving model accuracy. Moreover, applications in solar energy for vehicles are also growing interestingly. Recent research exploring the application of spatial solar radiation distribution models in the design and planning of charging infrastructure for solar-powered electric vehicles [74] is currently of paramount concern in relation to the energy transition and the global elimination of fossil fuels. Lastly, climate impact analysis is a burgeoning field in scientific discourse, as evidenced by the applications reviewed in this document. Some studies have focused on understanding the impact of climate change on the spatial distribution of associated phenomena and how models can adapt to account for these variations, enabling the development of informed mitigation strategies [75].

The utilization of machine learning in models of terrestrial and solar radiation spatial distribution offers substantial benefits in terms of availability and functionalities. However, addressing the associated challenges is crucial to ensure the accuracy and practical applicability of these models in advancing the field of remote sensing. Collaboration between data
scientists, energy experts, and geomatics is essential to advance in this area, maximizing understanding of solar energy budgets and its potential while simultaneously contributing to significant advances in scientific research to build viable solutions to the complex climate variability and change scenarios currently projected.

5. Conclusions

The most relevant conclusions and the greatest contributions of this document are described below. The first is that this review, which belongs to the field of geotechnologies, has contributed to the reduction of deficiencies in the production of comparative studies conducted in Spain concerning the development and applications of ML in spatial modeling of solar and terrestrial radiation. Consequently, it demonstrates the primary research and contributions on this topic and presents at least a promising panorama of how novel techniques and algorithms (e.g., ANN, DNN, or MLP) and the combination of sections in their processes have generated interesting results according to particular application interests.

Regarding the proposed methodology, it allowed us to satisfactorily find relevant results that contributed to this discussion of geostatistical techniques and ML algorithms compared in the modeling of solar and terrestrial radiation budgets in recent years. The combination of keywords, Boolean operators, and advanced searches in scientific databases resulted in an efficient method, not only for finding validated and quality information but also for limiting and excluding works that were not convenient to include in this analysis for various reasons, such as having concepts in common but focused on other fields of knowledge or being close due to transversal topics of discussion but nevertheless distant in the central objectives of radiation modeling at a general level.

Another additional conclusion from the review is that in the last five years, developments in ML algorithms and their combination of techniques (which are ultimately sophisticated and refined geostatistical processes) have gained significant prominence in the fields of geomatics, remote sensing, and applied geotechnologies. These advancements have, for example, transformed traditional spatial interpolation models into tools with high levels of precision and adjustment in semivariogram reference models. Therefore, they are now presented as powerful groups of geostatistical tools in spatial autocorrelation analyses.

Furthermore, this review highlights the positive quantitative performance of the results and predictive yields by the ML methods and algorithms employed in the various explored studies. Primarily, the RF algorithms exhibited satisfactory values for the analyzed determination coefficients ($R^2 \approx >0.90$). Regarding the performance of different error tests, root mean square error, mean absolute error, mean absolute percentage error, RF, DNN, and in some specific cases, NN methods achieved better performances when compared with the results of other methods used in the studies. It is important to clarify that other ML methods such as support vector regression, extreme gradient boosting, MLP, and decision forest also obtained interesting results in terms of their predictive performances (though not all positive cases) depending on the specific interests measured or compared by the researchers.

Finally, this conclusion aims to address the hypothesis raised in this work. Indeed, this review has made it clear that geostatistical methods commonly and traditionally applied to the spatial modeling of solar radiation and terrestrial radiation budgets have recently been surpassed in applicability and functionalities by techniques based on ML and DP algorithms due to their lower error yields and higher levels of precision in some statistical geoprocesses, such as spatial interpolation at the digital levels of optical scenes recovered by remote sensors. However, this does not mean that geostatistical methods such as IDW, kriging, or NN are not currently used (as they continue to perform satisfactorily for some specific variables, such as temperature or precipitation at a general level). Rather, many recent works seem to have refined these geostatistical techniques and even considered partially or totally combining these techniques for working with complex and specific variables. This suggests very promising scenarios in which the science of spatial data will have more prominence in these discussions every day but also more challenges in a context largely influenced by the current climate variability and crisis.
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