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Abstract: A new methodology to derive IFRS 9 PiT PDs is proposed. The methodology first derives a
PiT term structure with accompanying segmented term structures. Secondly, the calibration of credit
scores using the Lorenz curve approach is used to create account-specific PD term structures. The
PiT term structures are derived by using empirical information based on the most recent default
information and account risk characteristics prior to default. Different PiT PD term structures are
developed to capture the structurally different default risk patterns for different pools of accounts
using segmentation. To quantify what a materially different term structure constitutes, three tests are
proposed. Account specific PiT PDs are derived through the Lorenz curve calibration using the latest
default experience and credit scores. The proposed methodology is illustrated on an actual dataset,
using a revolving retail credit portfolio from a South African bank. The main advantages of the
proposed methodology include the use of well-understood methods (e.g., Lorenz curve calibration,
scorecards, term structure modelling) in the banking industry. Further, the inclusion of re-default
events in the proposed IFRS 9 PD methodology will simplify the development of the accompanying
IFRS 9 LGD model due to the reduced complexity for the modelling of cure cases. Moreover, attrition
effects are naturally included in the PD term structures and no longer require a separate model.
Lastly, the PD term structure is based on months since observation, and therefore the arrears cycle
could be investigated as a possible segmentation.

Keywords: probability of default; point in time; IFRS 9; expected credit loss

1. Introduction

The International Accounting Standards Board (IASB) launched a project to substitute
the International Accounting Standard (IAS) 39 with the International Financial Reporting
Standard (IFRS) 9 that outlines the requirements for the recognition and measurement of
financial instruments in the financial statements of a company (IFRS Foundation 2014). The
new standard requires financial institutions to raise impairments on financial instruments
using an expected credit loss (ECL) framework (IFRS Foundation 2014), moving away from
the previous incurred loss model. IFRS 9 differentiates between 12 month and lifetime
ECL. 12 month ECL (in monetary value) is defined as the “portion of lifetime expected
credit losses that represent the expected credit losses that result from default events on
a financial instrument that are possible within the 12 months after the reporting date”
(IFRS Foundation 2014). Lifetime ECL is defined as the expected credit losses resulting
from all possible default events over the financial instrument’s expected life.
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IFRS 9 proposes a “three stage model” when estimating ECL, based on changes in
credit quality since initial recognition (see Aptivaa (2016) and Beerbaum (2015) for further
discussion on the three stage methodology). A financial instrument is assigned to Stage 1 if
its credit risk (measured in terms of its probability of default as required by Section 5.5.9 of
(IFRS Foundation 2014)) has not increased significantly since initial recognition. A 12 month
ECL is recognised for such an instrument. On the other hand, a financial instrument is
assigned to Stage 2 if its credit risk has increased significantly since initial recognition. A
lifetime ECL is recognised for instruments in Stage 2. Finally, Stage 3 comprises all credit
impaired (defaulted) financial instruments for which a lifetime ECL is recognised.

The quantification of ECL is often broken down into its three components as similar
metrics are also required for other risk management purposes such as the quantification of
regulatory or economic capital requirements: the probability of default (PD), loss given
default (LGD) and exposure at default (EAD). A simplified expression for calculating
expected credit loss is ECL = PD × LGD × EAD. When using a PD term structure
(marginal PD’s), the expression changes as follows to calculate the ECL at account level:
ECLi = ∑T

t=1 pm
i,t × li,t × ei,t, where pm

i,t is the marginal PD, li,t is the LGD when an account
defaults at time t, and ei,t the EAD at time t, for account i (Schutte et al. 2020).

IFRS 9, being a principle based accounting standard, does not prescribe specific
methodologies for the 12 month or lifetime ECL estimation, and there is typically no single
methodology suitable to all portfolios (Global Public Policy Committee (GPPC) (2016)).
Literature is scarce on IFRS 9 specific PD methodologies. This paper aims to develop a new
methodology to derive the PiT (point in time) PD component (i.e., the marginal PD, pm

i,t as
above) for the ECL calculations of financial instruments in Stages 1 and 2 (Stage 3 assets
are subject to a constant 100% PD estimate). In a PiT approach, borrowers are regraded
immediately as the economic cycle changes instead of a cycle-neutral, through-the-cycle
(TTC) grading (Taylor 2003).

The proposed methodology to estimate the marginal PD consists of two parts, the
term structure and the Lorenz calibration. The term structure part is a segment specific,
point in time based PD term structure that uses default information from the most recent
months. The Lorenz calibration is the calibration of credit scores to 12 month (Stage 1)
and lifetime (Stage 2) PDs to create account specific PD term structures. The proposed
methodology is illustrated in a case study for a revolving retail credit portfolio from a
South African bank.

2. Literature Overview

Several PD modelling approaches exist that may be considered as possible method-
ologies to derive the PD component for IFRS 9 purposes, although very few IFRS 9 PD
methodologies exist in published academic literature. In spite of the expansion of research
in respect to IFRS 9 in the past few years, it is still in its infancy in developing countries
(Dib and Feghali 2021).The focus of the literature overview will be on retail portfolios and
not wholesale portfolios, because some methodologies for wholesale portfolios are not
applicable for retail portfolios (see e.g., (Gubareva 2021)).

Some of these possible approaches will now be discussed in the literature overview.
How risk drivers are incorporated in each of these approaches will be mentioned, since
it is crucial to derive sufficiently granular PD estimates to assess significant increases in
credit risk as required by IFRS 9. Some advantages and disadvantages of each approach
will be discussed with specific consideration of the requirements of IFRS 9 (McPhail and
McPhail 2014). T, urlea (2021) highlights various rating methods and systems applicable
under the IFRS 9 framework with some advantages and disadvantages.

Logistic regression (T, urlea 2021) can be used in a scorecard to predict PDs (Thomas 2009).
Typically risk drivers will be included as independent variables (Anderson 2007). The
advantages of logistic regression include: it is simple to use, well known in the industry
(Siddiqi 2006), it produces account-level estimates, and it can regress multiple variables
without the need for segmentation (Siddiqi 2017). The key disadvantage from an IFRS 9
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perspective is that logistic regression is not designed for varying time horizons and, if used,
may result in unnecessary complexity.

Cumulative default curves can be estimated from empirical default and closure data
which is sometimes referred to as segmented empirical term structures (Schutte et al. 2020).
The PD term structures will often be segmented for different risk drivers. This method
is generally intuitive and well understood (Yang 2017) and directly includes re-defaults
and attrition effects. The one disadvantage is that the resulting estimates’ quality depends
significantly on how the term structures are segmented and granular segmentations are
often not possible due to data limitations such as a sufficient number of observations and
defaults for stable estimates per segment.

Markov chains (Aalen and Johansen 1978) can also be used to derive PD term struc-
tures by multiplication of empirically derived migration matrices that describe the tran-
sition between risk states (Cziraky and Zink 2017). To account for different risk drivers,
one can either use segmented migration matrices or incorporate these as specific risk states
into the migration matrix (e.g., delinquency). The advantages include that one can produce
PD estimates for any time horizon. They are easy to design and implement and provide
forecasts of future portfolio risk profiles (e.g., what % of today’s portfolio is expected to
be delinquent in 12 months) that can be used for budgeting/stress testing. However, the
disadvantages are that the standard time-invariant Markov chain assumption typically
does not result in a good fit for actual multi-period default behaviour. Additional time-
specific (e.g., two months after observation) migration matrices are, in these cases, required
to achieve acceptable fits, making the model very complex with limited benefit compared
to direct estimation of PD term structures. Furthermore, minor deviations in monthly
migrations may lead to significant over- or underestimation for multi-year PDs.

Run-off triangles (Braun 2004) use the most recent default and closure information to
predict the term structure for the performing portfolio. These run-off triangles are often
segmented for different risk drivers. The most significant advantage of this approach is that
it is easy to design and implement, easy to automate, and generates PiT estimates that are
often predictive for the near future. The disadvantages are that the derivation of account
specific PD term structures typically requires techniques like the simple linear scaling of
segment level PD term structures which may not result in a good fit. Structural changes in
the portfolio in the recent past might distort PD term structures (but can be corrected).

The chain ladder method (England and Verrall 2002) is a popular method that in-
surance companies use to estimate their required claim reserves and can also be used
to determine PDs. The chain ladder method utilises run-off triangles and has similar
advantages and disadvantages as the run-off triangles provided above.

Hazard models (T, urlea 2021) can be used to assess the riskiness of the obligor by
computing a score that indicates whether the obligor defaults within the specified horizon.
However, the models can be quite complex, and the model does not determine when the
obligor defaults will occur (Crook and Bellotti 2013). More generally, survival analysis can
also be used (Chimezda and Marimo 2017).

Panel models (T, urlea 2021) are also an alternative and has the advantage of capturing
effects over time (Crook and Bellotti 2010). However, these panels models can become
quite complex.

Autoregressive models (Glen 2015) can also be used where future default rates are
modelled as a function of previous default rates. Additional risk drivers can be included in
the modelling process as separate covariates in the regression. One of the most significant
advantages of autoregressive models is that they can incorporate macroeconomic forecasts
in the regression. However, disadvantages include that very granular segmentation is often
not possible, which leads to top-down approaches being required. Autoregressive models
are sometimes sensitive to recent changes (e.g., driven by credit policy changes).

Techniques within the data mining environment can also be applied, such as neural
networks (T, urlea 2021). However, there is no predetermined mechanism to determine the
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optimum network as the connections are seen as black boxes that are difficult to interpret
(Wielenga et al. 1999).

The herein presented PiT PD modelling approach uses calibration as a key model
component to derive account-level PD estimates. Calibration refers to the mapping of
credit score to a probability of default (Van Gestel and Baesens 2009). Several calibration
methods have been suggested in the literature (Medema et al. 2009; Glößner 2003). In
Glößner (2003), a method to estimate PDs using Lorenz curve construction based on credit
scores is described, which will be leveraged off in this paper.

3. Methodology

In the proposed methodology, we assume that the ECL for a period (0, T], for an
account with a credit score s can be estimated as follows:

ECLT(s) =
T

∑
t=1

p̃m
t (s)× ẽt(s)× l̃t(s), (1)

where l̃t(s) is the estimated LGD, ẽt(s) is the estimated EAD and p̃m
t (s) is the estimated

marginal PD in the period (t− 1, t] for an account with a credit score s. Note that for
Stage 1 accounts T = 12 and for Stage 2 accounts, the choice of T is based on the expected
lifetime of the product. For revolving retail products, the behavioural lifetime needs to
be determined.

The proposed methodology to estimate p̃m
t (s) consists of two parts with the PiT

term structures discussed in Section 3.1 as the first part. This includes the segmented
term structures and the three proposed tests to evaluate whether the segmented term
structures differ from the unsegmented term structure. The second part refers to the Lorenz
curve calibration, which calibrates credit scores to create account specific term structures
discussed in Section 3.2. The strengths, weaknesses and assumptions of the methodology
are summarised in Section 3.3.

3.1. Empirical PiT PD Term Structures

This section describes how marginal PDs (referred to as ‘PD term structures’ in future)
are derived by using empirical information. The method creates PD term structures based
on the most recent default information and accounts’ risk characteristics prior to default.
The approach accounts for attrition effects (i.e., accounts closing from a performing status
and can thus no longer default in subsequent months) such that no separate adjustment will
be required in the calculation of ECL. The proposed methodology also includes re-default
events in the PD term structures (i.e., scenarios where an account defaulted more than
once during its lifetime) such that lifetime PDs can theoretically exceed 100% for high
risk accounts, particular for portfolios with long lifetime assumptions. This approach was
chosen to capture the portfolio’s actual default behaviour more accurately and reduce
complexities compared to a ‘worst ever’ modelling approach, typically used in regulatory
models. The same approach must also be applied in the LGD model, e.g., by assigning
a zero loss assumption to cure events to avoid double counting effects. Different PiT PD
term structures are developed to capture the structurally different default risk patterns for
different pools of accounts using segmentation.

To define the PD term structure, we define the cumulative and marginal PD’s similarly
as in (Yang 2017). Let pc

k,t be the cumulative PD for the period (0, t] with respect to
observation month k i.e., the probability of defaulting in the total period (0, t]. We define
the marginal PD in the period (t− 1, t] with respect to observation month k is then defined
as pm

k,t = pc
k,t − pc

k,t−1. Note that by definition, for the period (0, 1] we have pm
k,1 = pc

k,1.
To estimate the empirical marginal PD’s we construct a defaults table containing the

number of defaults and performing accounts. Each row in the defaults table represents
an observation month, where {M1, M2, . . . , MK} is the set of observation months e.g.,
{201501, 201502, . . . , 201507}. Let dk,t be the number of accounts that were performing as
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at the observation month Mk, and then defaulted in the period (t− 1, t] months after the
observation month and nk,t the number of performing accounts that survived in the period
(0, t− 1], where t = {0, 1, . . . , Tk} is the number of months since the observation month k,
i.e., nk,0 will be the number of performing accounts as at the observation month.

Table 1 is an illustrative example of the defaults table. The number of performing
accounts at the start of the observation month 201501 (i.e., M1 = 201501) was 500 accounts
(i.e., n1,0 = 500). Of these 500 accounts 10 accounts defaulted in 201502, during the period
(0, 1] (i.e., d1,1 = 10), and 5 accounts defaulted in 201503, during the period (1, 2] (i.e.,
d1,2 = 5). Note that no forecasting is required.

Table 1. Example of the defaults table.

Observation Month (Mk) Performing Accounts (nk,0)
Months after Observation (t)

1 2 3 4 5 6 7

201,501 500 10 5 4 8 6 3 3

201502 550 11 5 6 3 7 5

201503 600 13 5 7 4 6

201504 650 14 6 6 5

201505 700 15 5 7

201506 750 14 7

201507 800 16

From the defaults table, the empirical PD’s, per observation month Mk can be calcu-
lated as follow:

pm
k,t =

dk,t

nk,0
, and (2)

pC
k,t =

t

∑
i=0

dk,i/nk,0. (3)

After having derived the empirical marginal PD estimates pm
k,t for the different ob-

servation months Mk and outcome horizons t = {1, 2, . . . , Tk}, it needs to be decided
which of these estimates should contribute to the final PD term structure and how these
contributions should be weighted. As mentioned earlier, the model’s objective is to yield
PiT PD estimates such that only defaults from the most recent R outcome months are used
in the final PD estimates. R is referred to as the ‘reference period’ and is a key parameter
for estimating the PD term structure. A shorter reference period will make the resulting
estimates more PiT but could result in unwanted volatility (and vice versa for longer
reference periods). If one uses a very long reference period over an entire economic cycle,
the resulting PD term structures can be considered to provide through-the-cycle (TTC) esti-
mates. It may sometimes also be required not to use the most recent data, e.g., if models are
refreshed in August but should only account for information until June. Hence, a reference
month M ∈ {M1, M2, . . . , MK} is used in order to denote the last observation month from
the set of observations months that is used in the derivation of pm

k,t. Therefore only defaults
from the outcome months {M− (R− 2), . . . , M, M + 1} are used for modelling purposes.

We estimated the marginal PD, p̃m
t , from the defaults table, as the weighted average

of marginal PDs across the most recent R observation months with available outcome
horizons of at least t months. A weighting by the number of observations is performed to
smooth the impact of outlier months for segments with small and volatile population sizes.
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Thus given R and a reference month M (note that the term structure is generally
calculated taking the reference month to be the most recent observation month, i.e., M =
MK) we estimate the marginal PD for time horizon t as

p̃m
t (R, M) =

∑
M−(t−1)
i=M−(t−1)−(R−1) di,t

∑
M−(t−1)
i=M−(t−1)−(R−1) ni,0

. (4)

For example, if a reference period of 3 months is chosen (R = 3), and the reference month
is 201507 (M = 201507), then Table 2 illustrates the resulting marginal PDs.

Table 2. Example of the PD term structure.

Horizon Sum of Performing Accounts Sum of Defaults Marginal PD

1 2250 45 2.000%

2 2100 18 0.857%

3 1950 20 1.026%

4 1800 12 0.667%

5 1650 19 1.152%

To summarise, the approach will create PD term structures based on the most recent
default information and initial performing accounts as at observation month. It does not
require the explicit modelling of future cures or closures, as no survival analysis is required.
Below we discuss how the PD term structure is segmented.

Segmentation of PD Term Structures

We have a single PD term structure at this stage, and typically, a revolving retail credit
portfolio is not a homogeneous set of exposures. Hence, it is unlikely that a single PD term
structure would adequately fit across different pools of accounts. If the portfolio is left
unsegmented, then the resulting PD term structure will represent a combination of low
risk PD term structures and high risk PD term structures. Such an unsegmented PD term
structure will understate the default risk of high risk customers and overstate the default
risk of low risk customers. Typical examples of effects that cause PD term structures to
be materially different from a portfolio average are ageing effects and irregular payment
behaviours. Young accounts tend to carry significant default risk in the first year or two
after origination, but this improves significantly over time.

In contrast, more matured accounts do not show this significant further improvement
in later time periods. Customers with irregular payment behaviour in the recent past have
a higher risk of defaulting shortly after observation than in later periods, while very low
risk customers often show a more constant (or even increasing) default risk over time.
Therefore, a steep increasing cumulative PD term structure is needed for the high risk
customers, whereas a more linear-shaped cumulative PD term structure would be needed
for the low risk customers.

Therefore, it is necessary to identify segments for which the PD term structure shape
is structurally different from the shape of the unsegmented PD term structure to ensure an
appropriate risk differentiation. Banks commonly segment their portfolios along business
lines, product types and risk characteristics to model more homogeneous loans groups
(McPhail and McPhail 2014). To identify these segments, detailed data analysis based on
typical dimensions like delinquency cycle, account age or product type is used and often
supported by additional insights from business areas.

It is also important to quantify what a materially different term structure consti-
tutes. To assess whether segmented PD term structures are materially different from the
corresponding unsegmented PD term structure, the following tests are proposed:
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• Visual comparison of the segmented PD term structures vs the unsegmented PD term
structure: The segmented PD term structures should ideally show no crossings and
provide clear risk differentiation.

• Comparing the ratio of cumulative segmented PDs over different horizons to the

12 month cumulative segmented PD: Define RatioT(R, M) =
p̃c

T(R,M)
p̃c

12(R,M)
= ∑T

t=1 p̃m
t (R,M)

∑12
t=1 p̃m

t (R,M)

for T = 24, 36, 48 months. These ratios assess the segmented PD term structure’s
steepness. The ratios will also show potential levels of over- or underestimations if
only the unsegmented PD term structure is used. The ratios can be analysed over time
by varying the reference month M.

• Comparison of the cumulative segmented PDs to cumulative unsegmented PDs over
time for different horizons: This test will confirm whether the difference between
the segmented PD term structures and the unsegmented one remains consistent over
different horizons T = 12, 24, 36, 48 months. The PDs can be analysed over time by
varying the reference month M.

The validity of the suggested segments will be evaluated using these three tests. These
three tests are another contribution to this paper and will be illustrated in the case study.

3.2. Account-Specific Term Structures Using Lorenz Curve Calibration

Until now, segment level granularity has been achieved, but more granularity is
required to estimate the IFRS 9 PiT PD accurately. In this section, a methodology is
proposed to yield account level granularity for the PD estimates. The credit score, in
conjunction with a calibration technique, will be used. Any type of credit score that yields
good risk differentiation can be used for this approach. Behavioural scores typically provide
the best predictive power for revolving retail credit portfolios. In this paper, we used the
Lorenz curve as the calibration method (Glößner 2003). Once the base PD term structures
are created using the methodology described in Section 3.1, account specific PiT PDs will be
derived through the Lorenz curve calibration using the latest default experience together
with the credit scores. Two PD term structures are created for each account, one to be used
for Stage 1 ECL calculations and the other to be used for Stage 2 ECL calculations. Note
that separate calibrations will be required for different segments used for the base PD term
structures to improve the calibrated PDs. The key two reasons for performing this extra
step post the creation of the base PD term structures are as follows:

• To obtain more granular PD term structures per credit score, which will increase
the accuracy of account level ECL estimates as well as the identification of Stage 2
accounts for which the default risk has significantly increased since origination; and

• To make average PD estimates more point-in-time by accounting for changes in
score levels.

Assume two cumulative distribution functions Fd(s) and Fa(s), where Fd(s) is the
cumulative distribution of defaulted accounts and Fa(s) is the cumulative distribution of
all accounts for credit score s. The Lorenz curve is defined as the graphical plot of the
proportion of defaulted accounts against the proportion of all accounts. Mathematicaly the
Lorenz curve is defined by Glößner (2003) as:

L : [0, 1]→ [0, 1], (5)

L(x)Fd ◦ F−1
a (x). (6)

An example of a Lorenz curve (solid line) is shown in Figure 1. The x-axis of the Lorenz
curve indicates the cumulative proportion of all accounts, and the y-axis the cumulative
proportion of defaulted accounts. Suppose the defaulted accounts are distributed evenly
across scores amongst the portfolio. In that case, the y fraction is more or less equal to the x
fraction in which case the resulting Lorenz curve would be the 45-degree diagonal (dashed
line), indicating that the credit score s has no distinguishing power. The other extreme
would be a credit score s separating the good accounts from the bad ones perfectly (dotted
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line). In this case, the Lorenz curve runs linearly to y = 1, until the x value equal to the
percentage of defaulted accounts is reached and stays there.

Risks 2021, 9, x FOR PEER REVIEW 8 of 22 
 

 

The other extreme would be a credit score 𝑠 separating the good accounts from the bad 
ones perfectly (dotted line). In this case, the Lorenz curve runs linearly to 𝑦 = 1, until the 𝑥 value equal to the percentage of defaulted accounts is reached and stays there. 

 
Figure 1. Lorenz curve example. 

The Lorenz curve can be used to estimate the cumulative PD, over a horizon 𝑡, for 
accounts with a given credit score 𝑠 (Glößner 2003). The estimated PD of accounts with 
a given credit score 𝑠 is the fraction of defaulted accounts with a credit score 𝑠 of all 
accounts with a credit score 𝑠, i.e., 𝑝௧௖(𝑠) = 𝑓ௗ(𝑠)/𝑓௔(𝑠), where 𝑓ௗ(𝑠) the density of de-
faulted accounts and 𝑓௔(𝑠) the density of all accounts for credit score 𝑠. Glößner (2003) 
further shows the cumulative PD, over a horizon 𝑡, is also: 𝑝௧௖(𝑠) = ℒᇱ൫𝐹௔(𝑠)൯ × 𝑝̅ = 𝐹ௗᇱ (𝑠)𝐹௔ᇱ(𝑠) 𝑝̅, (7) 

where 𝑝̅ is the average PD over the whole portfolio.  
Specific invariancy properties (Glößner 2003) of the Lorenz curve make this method 

a stable way to estimate PDs. Considerably less information is needed to fit a numerically 
constructed Lorenz curve than to fit the two numerical distributions it is constructed from. 
When applying the Lorenz curve, we make the following two assumptions:  
• The validity of the calculated PD relies on the account’s scoring results, i.e., distin-

guishing power of the credit score used; and 
• The density functions 𝑓ௗ(𝑠) and 𝑓௔(𝑠) are assumed to be lognormal. 

The ensure lognormality assumption the credit score is transformed (see Glößner 
2003) using different transformations. Assume 𝑇(𝑠) refers to a transformation applied to 
the credit score 𝑠 with a score range [𝑠଴ < 𝑠ଵ < ⋯ < 𝑠௃] where 𝑠଴ and 𝑠௃ are the mini-
mum and the maximum observed credit scores. Glößner (2003) proves the Lorenz curve’s 
transformation invariance and proposes three possible transformations: the quadratic, ex-
ponential and logarithm.  

By assuming that the densities 𝑓ௗ(𝑠) and 𝑓௔(𝑠) are lognormal, the cumulative PD 
over a horizon 𝑡 can be estimated from the data as: 
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The Lorenz curve can be used to estimate the cumulative PD, over a horizon t, for
accounts with a given credit score s (Glößner 2003). The estimated PD of accounts with a
given credit score s is the fraction of defaulted accounts with a credit score s of all accounts
with a credit score s, i.e., pc

t (s) = fd(s)/ fa(s), where fd(s) the density of defaulted accounts
and fa(s) the density of all accounts for credit score s. Glößner (2003) further shows the
cumulative PD, over a horizon t, is also:

pc
t (s) = L′(Fa(s))× p =

F′d(s)
F′a(s)

p, (7)

where p is the average PD over the whole portfolio.
Specific invariancy properties (Glößner 2003) of the Lorenz curve make this method a

stable way to estimate PDs. Considerably less information is needed to fit a numerically
constructed Lorenz curve than to fit the two numerical distributions it is constructed from.
When applying the Lorenz curve, we make the following two assumptions:

• The validity of the calculated PD relies on the account’s scoring results, i.e., distin-
guishing power of the credit score used; and

• The density functions fd(s) and fa(s) are assumed to be lognormal.

The ensure lognormality assumption the credit score is transformed (see Glößner 2003)
using different transformations. Assume T(s) refers to a transformation applied to the
credit score s with a score range [s0 < s1 < . . . < sJ] where s0 and sJ are the minimum
and the maximum observed credit scores. Glößner (2003) proves the Lorenz curve’s
transformation invariance and proposes three possible transformations: the quadratic,
exponential and logarithm.

By assuming that the densities fd(s) and fa(s) are lognormal, the cumulative PD over
a horizon t can be estimated from the data as:

p̂c
t (s) =

F̂′d(s)
F̂′a(s)

p̂, (8)
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where F̂d(s) = LNorm(T(s); µd, σd) and F̂a(s) = LNorm(T(s); µa, σa) are lognormal CDFs
of the transformed credit scores for defaulted and all accounts, respectively, with parame-
ters µd, σd, µa, and σa. p̂ is the average PD estimated from the data.

The parameters may be estimated from the same data as in Table 1. For example, to
construct a three month cumulative PD from the data in Table 1, over an observation period
of three months, Table 3 gives an example of the data required to construct the Lorenz curve.

Table 3. Lorenz curve data extract from defaults table.

Observation Month (Mk) Performing Accounts (nk,0)
Months after Observation (t)

1 2 3

201501 500 10 5 4

201502 550 11 5 6

201503 600 13 5 7

Furthermore, consider a scoring range between 1 and 3 with 1 unit between each score,
where 1 is the worst score and 3 is the best score. The number of performing accounts and
cumulative defaulted accounts, dc

k,t
(
sj
)
= ∑t

i=0 dk,i
(
sj
)
, are determined for each score in

the dataset, as illustrated in Table 4.

Table 4. Data construction for Lorenz curve.

Observation Month (Mk) Credit Score (sj) Performing Accounts (nk,0(sj)) Number of Defaults (dc
k,3(sj))

201501

1 50 10

2 250 5

3 200 4

201,502

1 70 12

2 280 7

3 200 3

201,503

1 90 14

2 300 8

3 210 3

The average PD of the portfolio p is estimated as p̂ = D
N , where D = ∑J

j=1 ∑k∈M′ d
c
k,t
(
sj
)

and N = ∑J
j=1 ∑k∈M′ nk,0

(
sj
)
. M′ is any subset of Mk, the observation period (i.e., sam-

ple window) and t the horizon (i.e., the performance window) over which the Lorenz
curve is calibrated. The parameters µd, σd, µa and σa for the calibrated Lorenz curve
L̂(s) = F̂d

(
F̂−1

a (s)
)
, can be estimated by minimising the sum of squares of differences to

the empirical Lorenz curve. The point wise-defined empirical Lorenz curve is(
∑k∈M′ nk,0

(
sj
)

N
,

∑k∈M′ d
c
k,t
(
sj
)

D

)J

j=1

. (9)

The resulting objective function is

J

∑
j=1

(
L̂
(

∑k∈M′ nk,0
(
sj
)

N

)
−

∑k∈M′ d
c
k,t
(
sj
)

D

)2

. (10)
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The choice of transformation T(s) is motivated by the specific transformation applied
to the credit score that minimises the sum of squared differences (SSD) between the
calibrated Lorenz curve and the empirical Lorenz curve (Glößner 2003).

A Gini can be calculated to determine how well the calibrated PDs differentiate be-
tween the defaulted accounts and all accounts. Note that the calibration has no impact
on the Gini as it does not change the rank order. The Gini statistic (Siddiqi 2006) quan-
tifies a model’s ability to discriminate between two possible values of a binary target
variable (Tevet 2013). Cases are ranked according to the predictions, and the Gini then
provides a measure of predictive power. It is one of the most popular retail credit scor-
ing measures (Baesens et al. 2016) and has the added advantage that it is a single value
(Tevet 2013). For detailed Gini calculations, the reader can consult various literature sources,
e.g., SAS Institute (2017) and Breed et al. (2019).

To create an account specific PiT PD term structure for a given performance window
T′ (e.g., 12 months for Stage 1) a scaling factor is calculated as:

SFT′(s) =
p̂c

T′(s)

∑T′
t=1 p̃m

t (R, M)
=

p̂c
T′(s)

p̃c
T′(R, M)

, (11)

where p̂c
T(s) the cumulative Lorenz curve calibrated T′ month PD for an account with

credit score s and p̃c
T′(R, M) the cumulative T′ month term structure PD. The resulting

marginal PD for accounts with a credit score s in the period (t− 1, t] is then defined as

p̃m
t
(
s, T′

)
= SFT′(s)× p̃m

t (R, M). (12)

This approach ensures that the cumulative PD assigned to a customer corresponds to
his calibrated PD. For Stage 1 and Stage 2, two Lorenz curve calibrations are required. For
Stage 1, the ECL is calculated over a 12 month period and therefore t ≤ T′ = 12.

To illustrate, let’s assume Customer A and Customer B are in the same segment
(i.e., the same term structure) but with different credit scores (sA > sB). Customer A
has a scaling factor of 0.76 (SFT′(sA) = 0.76) and Customer B has a scaling factor of 1.22
(SFT′(sB) = 1.22). Suppose we assume a marginal PD in the period (t− 1, t] of the PD term
structure for the segment to which Customer A and B belong, is 2.3%. In that case, the
resulting marginal PD of Customer A will be 1.748% (2.3% × 0.76) and for Customer B
2.806% (2.3% × 1.22).

For Stage 2, a lifetime ECL is calculated, and the choice of the performance window
T′ will depend on the product type, quality of data and expected lifetime T. Typically for
Stage 2 T′ < T, since the confidence in the Lorenz curve calibration becomes lower for
longer performance windows. With T′ < T the resulting marginal lifetime PDs may be
unrealistically high (or low) for horizons t > T′ due to the wide range of calibrated PDs.
Therefore, only the marginal PD for accounts with a credit score s in the period (t− 1, t],
for t ≤ T′ are adjusted, and the remainder stays unchanged:

p̃m
t
(
s, T′

)
=

{
SFT′(s)× p̃m

t (R, M) t ≤ T′

p̃m
t (R, M) t > T′.

(13)

This approach ensures that the average predicted lifetime PD remains aligned to actual
default behaviour in the respective segment.

3.3. Methodology: Strengths and Weaknesses

The methodology’s strengths may be summarised as follows: The model methodology
utilises well-understood methods (e.g., Lorenz curve calibration, scorecards, term structure
modelling) used in the banking industry. The inclusion of re-default events in the proposed
IFRS 9 PD methodology will simplify the development of the accompanying IFRS 9 LGD
model due to the reduced complexity for the modelling of cure cases (Breed et al. 2019).
Attrition effects are naturally included in the PD term structures and do no longer require



Risks 2021, 9, 208 11 of 22

a separate model. The PD term structure is based on months since observation and
not months on book see e.g., Schutte et al. (2020), therefore the arrears cycle could be
investigated as a possible segmentation.

On the other hand, the weaknesses are: The number of segments chosen will influence
the results—the balance between granularity and the number of observations to ensure a
good fit of the Lorenz curve calibration. On account level, the inclusion of re-default events
might lead to unintuitive PD (higher than 100%) however, this rarely happens on segment
or portfolio level. The Lorenz curve calibration is dependent on the rank order ability of
the credit scores used.

The proposed methodology is loosely based on a combination of the run-off triangle
method (Braun 2004), chain ladder method (England and Verrall 2002) and the segmented
term structure method, e.g., (Yang 2017) and (Schutte et al. 2020). Some of the differences
include that our proposed methodology does not require a survival component in the term
structure and that the term structure is based on months since observation (as opposed to
months on book). The segmented term structure is then combined with the Lorenz curve
calibration to derive more granular account level PD estimates for both 12 months (Stage 1)
and lifetime (Stage 2).

4. Case Study

This section illustrates the proposed IFRS 9 PiT PD methodology described in Section 3
on a revolving retail portfolio from one of the major banks in South Africa. Although little
information will be provided due to the data’s confidential nature, the purpose of the case
study is to show how our proposed methodology can be implemented. For confidentiality
purposes, results were altered (PD values multiplied by a random value). In Section 4.1,
the empirical PiT PD term structure will be constructed and further segmented by relevant
risk drivers. In Section 4.2, the Lorenz curve calibration is performed.

4.1. Empirical PiT PD Term Structures

The empirical PiT PD term structures will be constructed using a dataset that contains
monthly account level default status from September 2005 to April 2020. The set of
observation months is therefore {200509, . . . , 202004} with K = 176. The reference period
R is taken as 24 months. For the portfolio, the cumulative (p̃c

t (24, 202004)) and marginal
(p̃m

t (24, 202004)) PD term structures as of April 2020 are displayed in Figure 2 panel (a) and
(b) resepectively.
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The first test is a visual comparison of the segmented PD term structures vs the
unsegmented PD term structure indicated in Figure 3. The four segmented PD term
structures do not cross and show clear risk differentiation.
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Figure 3. Segmented cumulative PD term structures.

In the second test, Figure 4, we compare the ratio of cumulative segmented PDs over
different horizons to the 12 month cumulative segmented PD, using RatioT(24, M) for
T = 24, 36, 48 months and M ∈ {201504, . . . , 202004}. The graph confirms that if no
segmentation is applied, then this would result in a significant over- and understatement
of lifetime PDs. Note that the unintuitive pattern (high spike) for Segment 3 (see Figure 4
panel (c)) in earlier periods is due to low marginal PD’s for small horizons, as shown in
Figure 3 (almost flat cumulative PD).
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Figure 4. The ratios of cumulative segmented PDs over different horizons.

Figure 5 compares the cumulative segmented PDs to cumulative unsegmented PDs
over time for different horizons in the third test. This test confirms that the difference
between the segmented PD term structures and the unsegmented one remains relatively
consistent over different horizons T = 12, 24, 36, 48. Again, the PDs were analysed over
time with M ∈ {201504, . . . , 202004}.
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For each of the four proposed segments above, the tests above were performed and
confirmed that these term structures are materially different, and therefore, we will continue
with these four segments.

4.2. Lorenz Curve Calibration

Only three months of credit scores were available to calibrate the Lorenz curve with
M′ = {201712 , 201803 , 201804} with a 12 and 22 month performance window for Stage 1
and Stage 2, respectively. The choice of a 22 month performance window for the Stage 2 PD
was based on the bank-specific data availability, economic cycle and credit score availability.

Four different calibrations were performed, one for each base PD term structure
segment, to derive account level 12 month calibrated PDs and another four calibrations for
the lifetime calibrated PDs. The behavioural credit score was used for these Lorenz curve
calibrations as described in Section 3.2.

Table 5 shows the selected transformation, SSD and Gini for the 12 month Lorenz curve
calibrations for the four segments. The fitted Lorenz curves are presented in Figure 6, and
the calibrated PD per credit score are presented in Figure 7.

Table 5. 12 month Lorenz curve calibration statistics.

Segment Transformation SSD Gini

Segment 1 Quadratic 0.57% 56.60%

Segment 2 Quadratic 0.46% 61.30%

Segment 3 Exponential 2.44% 46.50%

Segment 4 Quadratic 0.83% 55.90%
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Figure 6. 12 month Lorenz curves.

Note that a Gini ranges from 0 to 1, and the higher the Gini, the better the scorecard
differentiates between the defaulters and non-defaulters. The calibration function yields
a monotonic PD curve, as shown in Figure 7. This clearly indicates that the resulting
calibrated PDs are higher for lower credit scores and lower for higher credit scores. All
segments used the quadratic transformation except for Segment 3 where the exponential
transformation was used as the quadratic function did not yield an acceptable fit. The
resulting SSD for Segment 3 was higher than for other Segments and had a lower Gini. The
calibration function showed slight non-monotonic behaviour for the worst score buckets,
which carry hardly any observations as Segment 3 only consist of customers with very
consistent payment behaviour and thus low default risk.

Table 6 shows the selected transformation, SSD and Gini for the 22 month Lorenz curve
calibrations for the four segments. The fitted Lorenz curves are presented in Figure 8, and
the calibrated PD per credit score are presented in Figure 9.
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Table 6. 22 month Lorenz curve calibration statistics.

Segment Transformation SSD Gini

Segment 1 Quadratic 0.35% 54.50%

Segment 2 Quadratic 0.47% 58.30%

Segment 3 Exponential 2.59% 39.40%

Segment 4 Quadratic 0.62% 51.50%
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Figure 8. 22 month Lorenz curves.

Again, all segments used the quadratic transformation except for Segment 3 where
the exponential transformation was used. The resulting SSD for Segment 3 was higher
than other Segments and had a lower Gini. The calibration function showed slight non-
monotonic behaviour for the worst score buckets, which carry hardly any observations.
All four lifetime PD calibration functions yielded monotonic PD curves, except for buckets
with very few observations.

4.3. Account-Specific Term Structures

We will illustrate the account specific term structures. We will present the scaling
factors for accounts of which 25% of the accounts had a credit score of 783 or less and for
accounts of which 75% of the accounts had a credit score of 895 or less. Table 7 provides the
associated calibrated Lorenz cumulative PD as well as the scaling factors for Segment 1.
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Table 7. Illustration of scaling factors for Segment 1.

Performance Window (T
′
) Credit Score (s) Lorenz Calibrated PD (

^
p

c

t(s)) Scaling Factor (SF
T
′ (s))

12 month
25th Percentile (783) 14.07% 1.294

75th Percentile (895) 1.89% 0.173

22 month
25th Percentile (783) 27.03% 2.486

75th Percentile (895) 6.19% 0.569

In Figure 10, we present the adjusted term structures for Stage 1 and Stage 2, for
accounts in Segment 1, with associated credits scores as above. As mentioned before, for
Stage 2, a performance window of 22 months is used. Note that the resulting cumulative
lifetime PDs may be unrealistically high or low as seen in Figure 10b, if scaling factors
are applied to marginal PDs for horizons t > T′ = 22. Therefore scaling factors are
only applied to derive marginal PDs for t ≤ T′ = 22 (see 25th percentile (Cap) and 75th
percentile (Cap) in Figure 10b).
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Figure 10. Adjusted cumulative PD term structure for Segment 1.

Figure 10 was used to illustrate the adjusted term structures for Stage 1 and Stage 2 and
the capping effect for Segment 1. Figure 11 below compares the calibrated and uncalibrated
PD for all four segments for Stage 1. Note that the scale for the cumulative PD is different
for the four graphs to enhance visibility. In panel (a), for Segment 1, the 25th percentile
calibrated PD (dotted line) represents the calibrated PD for an account with a credit score
of 783, and the 75th percentile calibrated PD (dashed line) represents the calibrated PD for
an account with a credit score of 895. Similarly, Segments 2 to 4 are illustrated in panels
(b)–(d). The respective credit scores (830 and 917 for Segment 2, 615 and 620 for Segment 3,
and 864 and 903 for Segment 4) are calculated such that 25% of accounts had credit scores
below and 75% of accounts had credit scores below the respective values. This comparative
analysis demonstrates the advantage of the methodology by providing more granular PD
term structures per credit score.
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5. Conclusions and Future Recommendations

A new methodology to derive an IFRS 9 PiT PD model was described that consists of
first deriving a PiT term structure with accompanying segmented term structures. Secondly,
the calibration of credit scores using the Lorenz curve approach to create account-specific
PD term structures.

The PiT term structures are derived by using empirical information based on the most
recent default information and accounts’ risk characteristics prior to default. The approach
directly accounts for attrition effects and also includes re-default events. Next, different PiT
PD term structures are developed to capture the structurally different default risk patterns
for different pools of accounts using segmentation.

It is important to quantify what a materially different term structure constitutes, and
three tests were proposed: Visual comparison of the segmented PD term structures vs the
unsegmented PD term structure; Comparing the ratio of cumulative segmented PDs over dif-
ferent horizons to the 12 month cumulative segmented PD; and Comparison of the cumulative
segmented PDs to cumulative unsegmented PDs over time for different horizons.

Next, account-specific PiT PDs were derived through the Lorenz curve calibration
using the latest default experience and accounts’ credit scores. For each account, two PD
term structures are created, one to be used for Stage 1 ECL calculations and the other to be
used for Stage 2 ECL calculations. This is done for each segment.

The proposed methodology was illustrated on an actual data set, using a large South
African bank’s revolving retail portfolio. First, an unsegmented term structure was derived,
next four segments were identified to create four segmented term structures. All three
proposed tests confirm that the segmented term structures materially differ from the
unsegmented term structure. Account level specific PD term structures were created using
the Lorenz curve calibration.

According to IFRS 9, the ECL should include forward-looking macro-economic scenar-
ios (IFRS Foundation 2014). This linkage to forward-looking information will determine
how the central bank rate (e.g., the repurchase rate in South Africa), gross domestic product
(GDP) and other macro-economic variables will affect the PD. This has not been done in
this paper and could be researched in future.

Other aspects for future research include the derivation of SICR (significant increases
in credit risk) rules; the treatment of unscored accounts; and the monitoring of the model
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after implementation. Specifically, the monitoring of lifetime PD models should be investi-
gated further.

IFRS 9 methodologies are still relatively young and no clear market standard has yet
emerged. A comparative analysis of IFRS 9 methodologies could be a future research study
to be done once such a market standard has been observed.

Generally, there are two risk philosophies: TTC versus PiT philosophy (Taylor 2003).
PiT and TTC approach the issue of cyclicality quite differently, but there is value in both.
According to Baesens et al. (2016) there is quite a controversy regarding procyclical risk
measures. A PiT philosophy, as used in IFRS 9, is intended to provide an accurate view of
future losses, so if the economy fluctuates, the ECL should change and will impact financial
statements. In practice, banks would often aim to smooth this effect somewhat. This effect
of procyclicality can be researched in future.
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