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Abstract: The International Financial Reporting Standard (IFRS) 9 relates to the recognition of an
entity’s financial asset/liability in its financial statement, and includes an expected credit loss (ECL)
framework for recognising impairment. The quantification of ECL is often broken down into its
three components, namely, the probability of default (PD), loss given default (LGD), and exposure at
default (EAD). The IFRS 9 standard requires that the ECL model accommodates the influence of the
current and the forecasted macroeconomic conditions on credit loss. This enables a determination of
forward-looking estimates on impairments. This paper proposes a methodology based on principal
component regression (PCR) to adjust IFRS 9 PD term structures for macroeconomic forecasts. We
propose that a credit risk index (CRI) is derived from historic defaults to approximate the default
behaviour of the portfolio. PCR is used to model the CRI with the macroeconomic variables as
the set of explanatory variables. A novice all-subset variable selection is proposed, incorporating
business decisions. We demonstrate the method’s advantages on a real-world banking data set, and
compare it to several other techniques. The proposed methodology is on portfolio-level with the
recommendation to derive a macroeconomic scalar for each different risk segment of the portfolio.
The proposed scalar is intended to adjust loan-level PDs for forward-looking information.

Keywords: probability of default; IFRS 9; expected credit loss; macroeconomic; macroprudential; PCR

1. Introduction

During the financial crisis, the International Accounting Standard Board (IASB) and
Financial Accounting Standard Board (FASB) joined their efforts to redesign accounting
standards for an improved and simplified expected credit loss (ECL) framework, and
released the International Financial Reporting Standard (IFRS) 9 in 2014 (IFRS 2014). It is
common in risk management practices to split the calculation of credit losses into three
components: the probability of default (PD), loss given default (LGD), and exposure
at default (EAD). A simplified expression for calculating expected credit loss is ECL =
PD × LGD × EAD. When using a PD term structure (marginal PDs), the expression
changes as follows to calculate the ECL at account level:

ECLi = ∑T
t=1 pm

i,t × li,t × ei,t, (1)

where pm
i,t is the marginal PD, li,t is the LGD when an account defaults at time t, and ei,t the

EAD at time t, for account i (see for e.g., (Breed et al. 2021) and (Schutte et al. 2020)).
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The IFRS 9 standard (IFRS 2014) requires that the PD model accommodates the in-
fluence of the current and the forecasted macroeconomic conditions on default rates,
enabling forward-looking estimates on impairments. This paper proposes a methodology
for adjusting IFRS 9 PD term structures for macroeconomic forecasts in estimating IFRS 9
forward-looking losses. This paper assumes the existence of a PD term structure for IFRS
9 and will focus only on how to adjust the term structure for macroeconomic conditions.
To read more about possible PD term structure methodologies for IFRS 9, see Breed et al.
(2021) and Schutte et al. (2020).

IFRS 9, being a principle-based accounting standard. According to the Global Pub-
lic Policy Committee (GPPC) (2016), IFRS 9 does not prescribe specific methodologies
for adjusting PDs for macroeconomic conditions, and no single methodology is suitable
for all portfolios. The literature on IFRS 9 specific PD methodologies and the incorpo-
ration of macroeconomic adjustments is scarce. Several possible ways of incorporating
macroeconomic conditions in credit risk modelling are summarised in (Tasche 2013) and
(Crook and Bellotti 2010). Several of these may be applied in the IFRS 9 context. In this
paper, we consider a scalar approach. Therefore, the ECL in Equation (1) can be adjusted
for forward-looking macroeconomic conditions by applying a scalar to each of the ECL
components:

ECLF
i = ∑T

t=1 pm
i,t × sp

t × li,t × sl
t × ei,t × se

t , (2)

where sp
t , sl

t, and se
t are the macroeconomic scalars at time t for PD, LGD, and EAD,

respectively. The scope of this paper will focus on the PD scalar.
We will use principal component regression (PCR) to derive a macroeconomic scalar.

Principal component regression (PCR) is a regression analysis technique based on principal
component analysis (PCA). Specifically, PCR is used to estimate the unknown regression
coefficients in a standard linear regression model (Jolliffe 1982). Our research contribution
is threefold: We will first establish a link between historic macroeconomic conditions and
the corresponding impact on the default behaviour of the portfolio, called the credit risk
index (CRI). Secondly, we propose a specific variable selection method in the IFRS 9 context.
Thirdly, PCR is used to model the CRI with the macroeconomic variables as the set of
explanatory variables. Note that, when we refer to macroeconomic variables, we include
both the macroeconomic and macroprudential variables. The intended application of the
CRI model proposed in the article is for it to be used in conjunction with a loan-level PD
model, which is based on an appropriate method to predict both 12 month (Stage 1) and
lifetime (Stage 2) PDs. The paper is structured as follows: In Section 2 we give a brief
literature review. Section 3 describes our proposed methodology. In Section 3.1 we will
discuss the derivation of the CRI and adjustment thereof for seasonality and volatility.
Section 3.2 discusses the selection of the macroeconomic variables using PCA and the link
to the CRI. Finally, Section 3.3 will derive the macroeconomic scalar. Section 4 illustrates
the proposed PCR methodology described in Section 3 on a secured retail portfolio from
one of the major banks in South Africa. Finally, Section 5 concludes the paper and discusses
future recommendations.

2. Literature Review

The requirement that the PD model, according to IFRS 9 (IFRS 2014), should accom-
modate the influence of current and forecasted macroeconomic conditions on default rates,
results in forward-looking estimates of impairments.

The work of Crook and Bellotti (2010) examined various classes of modelling tech-
niques that can incorporate macroeconomic information. This work is not in the IFRS 9
context, but could be applied within IFRS 9 models. These classes are broadly categorised
into portfolio-level and loan-level models. Under loan-level models, they discuss survival
models, panel models, and correction factor models, and under portfolio-level models, they
discuss loss distributions, Merton-type models, and econometric models.
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Examples in literature where portfolio-level models were used can be found in Durović
(2019) and Crook and Bellotti (2010). Bellini (2019) further lists the traditional VAR (vector
auto-regression) and VEC (vector error-correction) models as the essential toolkit to deal
with macroeconomic time series. Jacobs (2019) also used autoregressive vector modelling,
specially VARMAX, which adds exogenous variables into the more traditional VAR models.
Tasche (2015) utilises regression models to regress the default rate on macroeconomic
variables, but emphasises that this approach has the disadvantage that long time series
of observations are required. This disadvantage is true for all classes of modelling tech-
niques that incorporate macroeconomic information. In Simons and Rolwes (2009), many
techniques are listed under portfolio-level macroeconomic models, including logistic regres-
sion, econometric models, and vector autoregression models. Simons and Rolwes (2009)
explored the relationship between the default rate and the macroeconomy by developing
a logit model with macroeconomic parameters. This reasonably simple model had the
following advantages: the model is straightforward, relatively easy to understand, and has
robust results. In addition, portfolio-level models are easier to build because they typically
require less data and can be implemented faster (Black 2016).

Several loan-level modelling techniques are listed in Bellini (2019) that can be used to
model default, taking into account macroeconomic variables: generalised linear models,
survival analysis, and many machine learning techniques (e.g., bagging, boosting, and
random forests). However, loan-level models require reliable historical loan-level data
(Black 2016), and are more difficult to build (more data), and might be slower to implement
than portfolio-level models. The most popular loan-level modelling technique within
the credit risk context is the use of proportional hazard models (Bellotti and Crook 2013).
The benefits of using a hazard model include that time dummies can be utilised, and the
effect of prepayment can be added to the modelling process. The option also exists to
add competing risks to the modelling process when loan-level hazard models are used
(Fine and Gray 1999).

We will investigate the use of PCR in the context of modelling macroeconomic vari-
ables. PCR is a regression analysis technique that is based on PCA. First, a PCA will
be performed on all C combinations of variables. PCs are linear combinations of all the
variables constructed to be jointly uncorrelated, and to explain the original variables’ total
variability, Pearson (1901) and Hotelling (1933). Next, a regression will be fitted on the
PCA as variables. We propose using PCR since PCA is a multivariate statistical technique
that removes multicollinearity and constructs a new set of independent uncorrelated and
orthogonal macroeconomic (systematic) risk factors. Note that generally PCA is used
as a dimension reduction technique, but in this paper, we do not use it for dimension
reduction. Instead, we use it to ensure no multicollinearity exists and to utilise PCR. The
PCR constructs a regression model based on these PCs instead of input variables. This
paper will focus on portfolio-level models using PCR as the modelling technique.

3. Methodology

As mentioned in the introduction, the forward-looking adjustment of the ECL is
made by multiplying the marginal PD pm

i,t with a macroeconomic scalar sp
t (for the sake

of simplicity, we will drop the superscript p). The macroeconomic scalar at time t can be
estimated by

ŝt =
Predicted de f ault ratet

Base de f ault rate
, (3)

where the Base de f ault rate is an average default rate over that same period of construction
of the marginal PD term structure, and Predicted de f ault ratet is the predicted default rate
at time t using macroeconomic variable forecasts.

A link needs to be established between historic macroeconomic conditions and the
corresponding impact on the default behaviour of the portfolio. From historic defaults, the
CRI is derived to approximate the default behaviour of the portfolio. Finally, PCR is used
to model the CRI with the macroeconomic variables as the set of explanatory variables.
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The PCR method is divided into three major steps:

1. Perform PCA on the explanatory variables Xn×p = (x1, . . . , xn)
T to obtain the principal

components Wn×p = (w1, . . . , wn)
T , where W = VX and Vp×p the orthonormal set

of eigenvectors. Then, select a subset Wκ = XVκ , with Vκ = (v1, . . . , vκ), where
κ = min

{
κ : ∑κ

j=1 λj/ ∑
p
j=1 λj ≥ δ

}
; δ ≈ 1 and λj the jth eigenvalue of XTX.

2. Regress the observed vector Yn×1 = (y1, . . . , yn)
T of outcomes on the selected princi-

pal components as covariates, Y = Wκγκ + ε, using ordinary least squares regression
to obtain a vector of estimated regression coefficients, γ̂κ , with dimension equal to the
number of selected principal components κ.

3. Transform the vector γ̂κ back to the scale of the actual covariates β̂κ = Vκγ̂κ , using
the selected PCA loadings (the eigenvectors corresponding to the selected principal
components) to obtain the final PCR estimator β̂κ (with dimension equal to the total
number of covariates) for estimating the regression coefficients characterising the
original model.

The benefits of using the PCR model are that no multicollinearity exists and that the
coefficients of the macroeconomic variables in a PCR model are more balanced, i.e., the
influence of variables is more evenly distributed amongst the majority of the variables
such that no large weight is placed on any single variable. We would prefer that a single
macroeconomic variable does not dominate the model by having a very high coefficient
relative to the other variables. The benefits of the proposed selection criteria are to ensure:
the intuitiveness of the signs and relationships between input variables and target are
enforced; the optimal lags of each macroeconomic variables are selected; a larger subset of
variables is used in the model, and as such, it is more likely to obtain a model that does not
strongly rely on only one or two variables.

In Section 3.1, we will discuss the derivation of the CRI and adjustment thereof for
seasonality and volatility. Section 3.2 discusses the selection of the macroeconomic variable
using PCA and the link to the CRI. Finally, Section 3.3 contains the derivation of the
macroeconomic scalar.

3.1. Credit Risk Index

The CRI, which approximates the default behaviour of the portfolio, is defined as
the average marginal default rate with respect to a specific reference month. The concept
of a CRI is not new and will typically be derived from historic defaults to approximate
the default behaviour of the portfolio (Engelmann 2021). This credit index should be
closely related to the specific portfolio a bank is modelling, e.g., country-wide default rates
(Engelmann 2021). The vital criterion for such a CRI is the existence of a macroeconomic
model that allows the estimation of an abstract state of the economy that imitates the
macroeconomic conditions of a bank’s portfolio (Engelmann 2021). We propose a spe-
cific way to adapt the historical default rate to carefully capture the link between default
behaviour and the macroeconomic environment. To define the CRI, let us consider the
following notation, where {O1, O2, . . . , ON} is the set of observation months e.g., {201509,
201510, . . . , 201609}. dn,t is the number of accounts that were performing as at the obser-
vation month On, and then defaulted in the period (t− 1, t] months after the observation
month, and an is the number of performing accounts as at the observation month On. Table 1
presents the data for dn,t and an for observation months {201509, 201510, . . . , 201609}.
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Table 1. Illustrative example of marginal defaults.

Observation Date
(On)

Performing
Accounts

(an)

Months after Observation (t)

1 2 3 4 5 6 7 8 9 10 11 12

1-14 201509 1167 4 7 12 41 45 40 34 41 32 36 35 35
1-14 201510 1180 4 7 10 46 42 35 44 36 40 38 37 40
1-14 201511 1208 4 7 20 45 38 45 38 43 40 42 42 40
1-14 201512 1221 3 13 18 40 48 38 43 44 43 44 43 34
1-14 201601 1220 7 10 13 49 39 41 42 43 44 44 34 36
1-14 201602 1251 5 8 19 40 44 42 45 47 48 38 38 51
1-14 201603 1295 4 13 14 47 48 48 52 53 43 44 58 49
1-14 201604 1311 7 10 15 49 49 48 53 44 46 59 51 60
1-14 201605 1329 6 11 13 52 54 51 45 49 63 54 63 69
1-14 201606 1367 6 9 9 56 55 46 52 66 57 67 74 59
1-14 201607 1421 6 7 9 58 54 59 76 65 76 85 69 67
1-14 201608 1461 4 6 8 57 64 79 69 81 93 73 74 64

To illustrate the calculation of the CRI, let us consider the data in Table 1. To calculate
the CRI for 201609

CRI201609 =

(
4

1461
+

7
1421

+ · · ·+ 35
1167

)
/12. (4)

Thus, the CRI for observation month 201609 is calculated as the average monthly
marginal default rate, with respect to 201609 as the reference month, i.e., the highlighted
cells in Table 1 are the monthly marginal default rates for 201609 as a reference concerning
the previous 12 observation months.

Some motivation regarding our choice of the use of 12 months in Equation (4):

• Limiting the CRI to the observation that was observed in the last 12 months ensures
having the same “horizons” for all observation months. If it is not limited to the last
12 months, some months will have a different number of observation months, and the
denominator will not be equal over time.

• Using 12 months ensures that the changes in macroeconomic conditions are reflected
in more recent populations and not confused with the behaviour far in the past (i.e.,
more than 12 months ago).

• The CRIs included in the development data are based only on up-to-date accounts. This
is due to the assumption that an increase in credit risk has already impacted accounts
that have missed at least one payment, and the behaviour of these accounts is thus more
likely to be driven by a deteriorated probability of default than a deteriorated economic
outlook. In addition, these up-to-date accounts have an expected lifetime of 12 months
according to IFRS 9 principles (i.e., Stage 1), which serve as further motivation for
specifically using a 12-month outcome period in the CRI calculation.

More generally, the CRI for observation month n is defined as

CRIn =
∑12

t=1
dn−t,t
an−t

12
. (5)

Typically, monthly default rates will be influenced by non-macroeconomic factors
impacting the shape of the CRI. Therefore, the following factors will be considered from
a business perspective: seasonality and volatility in the CRI. These two factors will be
illustrated in the results in Section 4.

Controlling the effect of seasonality and volatility will ensure that an appropriate CRI
is used for modelling purposes that are not distorted by idiosyncratic effects.
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Seasonality: Intra-year seasonality effects (e.g., higher default rates post the festive
season/Easter break) are typical in default behaviour. The seasonality effects are reduced
by adjusting the CRI, as follows

CRI′n = CRIn +
(

CRI − CRIh
)

, (6)

where CRIn is observation month n, CRI is the average CRI over the entire development his-

tory, CRIh is the average CRI for a respective calendar month (i.e., h = January, February, . . . ,
December), over the entire development history, and h equal to the calendar month of the
observation month. Therefore, each monthly CRI is shifted up or down based on how far
the average CRI for the respective calendar month deviates from the overall average CRI
for the entire sample.

Volatility: The second non-macroeconomic effect to control is volatility, which may be
achieved by smoothing the CRI. LOESS (locally estimated scatterplot smoothing) regression
is considered for the smoothing technique. With LOESS regression (Cleveland 1979),
multiple non-parametric regression type models are combined in a k-nearest-neighbour
model, i.e., each output observation from the LOESS regression is a combination (often
weighted) of its k-nearest-neighbours (Cleveland 1981). It is a generalisation of a moving
average/polynomial regression. It has the advantage that it often does well over the classic
smoothing procedures. It does not require the user to specify the function class (i.e., it is
non-parametric). We denote CRI ′′n as the smoothed CRI′ for observation month n.

It is important to capture the portfolio’s inherent default behaviour without business
decisions to link to macroeconomic conditions.

3.2. Principal Component Regression

Numerous possible macroeconomic variables may be used in the modelling process
(refer to Section 2 for references). Several considerations should be taken into account when
selecting the macroeconomic variables, for example, the reliability and availability of data.
Another important aspect is the availability of forecasts for these variables. These forecasts
usually consist of a baseline, upturn, and downturn scenario, for example, the forecast
provided by Moody’s (PWC 2017). Lastly, input from business stakeholders should be
taken into account.

Let Mn = {Mn,1, Mn,2, . . . Mn,P} at observation month n be the set of macroeco-
nomic variables that were identified given the consideration above. Given the possi-
ble different scales of macroeconomic variables, we standardise the variables as Zn =

{Zn,1, Zt,2, . . . Zn,P}, where Zn,p =
Mn,p−Mp

σp
, where Zn,p is the p-th standardised macroeco-

nomic variable at observation month n with Mp, and σp, the mean and standard deviation,
respectively.

When considering the macroeconomic variables, one should also consider the lags
in these variables. Typical lags to be considered are 3, 6, 9, and 12 months, but the
business should decide on the final set of lags. Now define the set of standardised lagged
macroeconomic variables at observation month n as Zn,l =

{
Zn−l,1, Zn−l,2, . . . Zn−l,P

}
,

where l indicates the lag, for example, l = {0, 3, 6, 9, 12} (Note Zn,0 = Zn).
All possible combinations of variables will be considered, with a minimum of 3

variables in a combination, and a maximum of P′ ≤ P. These combinations will also
include all lags but will be restricted not to include both a variable and its lag in the same
combination. The reason for this requirement is to ensure that a single variable does not
dominate the model (by appearing more than once in the model), and this requirement also
decreases the chance of multicollinearity (typically, lags of variables are highly correlated).
Let Ic be the set of all these possible combinations ranging from size 3 to P′, with c = 1, . . . , C

the number of combinations. C can be calculated as C = ∑P′
i=3

(
P
i

)
× Li where L is the

number of lags considered. Then, let Zc
n be the vector with elements

{
Zn−l,i

}
i∈Ic . In
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the PCR, the set of exploratory variables X = (x1, . . . , xn)
T are therefore xn = (Zc

n)
T , i.e.,

X = Zc = (Zc
1, . . . , Zc

n)
T .

As an example, assume there are three macroeconomic variables, Zn−l,1, Zn−l,2Zn−l,3,
and lags 0, 3, and 6 are considered. Then, the C = 27 combinations considered are given in
Table 2 below:

Table 2. Illustrative example of combinations sets.

(Zn,1, Zn,2Zn,3) (Zn,1, Zn,2Zn−3,3) (Zn,1, Zn,2Zn−6,3)

(Zn−3,1, Zn,2Zn,3) (Zn−3,1, Zn,2Zn−3,3) (Zn−3,1, Zn,2Zn−6,3)

(Zn−6,1, Zn,2Zn,3) (Zn−6,1, Zn,2Zn−3,3) (Zn−6,1, Zn,2Zn−6,3)

(Zn,1, Zn−3,2Zn,3) (Zn,1, Zn−3,2Zn−3,3) (Zn,1, Zn−3,2Zn−6,3)

(Zn−3,1, Zn−3,2Zn,3) (Zn−3,1, Zn−3,2Zn−3,3) (Zn−3,1, Zn−3,2Zn−6,3)

(Zn−6,1, Zn−3,2Zn,3) (Zn−6,1, Zn−3,2Zn−3,3) (Zn−6,1, Zn−3,2Zn−6,3)

(Zn,1, Zn−6,2Zn,3) (Zn,1, Zn−6,2Zn−3,3) (Zn,1, Zn−6,2Zn−6,3)

(Zn−3,1, Zn−6,2Zn,3) (Zn−3,1, Zn−6,2Zn−3,3) (Zn−3,1, Zn−6,2Zn−6,3)

(Zn−6,1, Zn−6,2Zn,3) (Zn−6,1, Zn−6,2Zn−3,3) (Zn−6,1, Zn−6,2Zn−6,3)

The PCR is fitted to all the possible combinations of macroeconomic variables sets Zc

with CRI′n as the target variable. Out of all the fitted models, we selected only the models
that fulfil the following criteria:

• The estimated sign for the regression coefficients β̂c
κ of the macroeconomic variables

should be in line with economic expectations. For example, the estimated sign for the
GDP coefficient should be negative since we expect default rates to decrease when
GDP increases (see Durović 2019).

• All estimated coefficients of γ̂c
κ are statistically significant at α% significance level, for

example, α = 0.05 (see Durović 2019).

The remaining models can be ranked using some measure of model fit, for exam-
ple, R-square, AIC (Akaike’s information criterion), AICC (corrected AIC), BIC (Sawa
Bayesian information criterion), or the RMSE (root mean square error). In our case study
below, we used the AICC. The AICC, therefore, is used to determine the ‘optimal’ variable
combination. The best model, c′, can then be selected, taking into account other business
considerations.

3.3. Derivation of the Macroeconomic Scalar

Let Mc′ ,g
t be the forecasts for time t of the macroeconomic variables selected in the

final model c′. Several forward-looking macroeconomic scenarios g can be considered, for
example, a baseline, upside, and downside scenario, along with scenario weightings. The
number of scenarios used may be based on several factors, for example, PWC (2017). The
scenario weightings are determined by both statistical analysis and expert credit judgment,
taking into account the range of possible outcomes each selected scenario represents.

Given macroeconomic scenario g, the macroeconomic scalar for time t from Equation
(3) can be written as

ŝg
t =

ˆCRIg
t

CRIbase
, (7)

where the base default rate, CRIbase, is the weighted average modelled CRI over the period,
O′ ⊂ {O1, O2, . . . , ON}, aligned to the development period of the PD term structure and
calculated as

CRIbase =
∑n∈O′ CRI ′′n × wn

∑n∈O′ wn
, (8)
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with weights wn determined by business considerations. ˆCRIg
t is the forecasted CRI using

the macroeconomic forecasts Mc′ ,g
t

ˆCRIg
t = β̂c′

κ Zc′ ,g
t , (9)

where β̂c′
κ the estimated regression coefficients for the selected model c′ and Zc′ ,g

t , the
standardised macroeconomic forecasts for time t and scenario g.

Note that the weights in (8) are optional and could also be omitted from Equation (8).
There are many ways to determine the weights. Some banks might decide to give lower
weights in an extremely volatile economic time-period (such as the Covid pandemic). In
this example, outcome months that contributed more to the calculation of CRI received
higher weights.

It is possible to segment a portfolio into distinct risk groups (Schutte et al. 2020), and
then a macroeconomic scalar can be derived for each different segment. This extension can
be researched further, and is listed in Section 5 as a future recommendation.

4. Case Study

This section illustrates the proposed PCR methodology described in Section 3 on a
secured retail portfolio from one of the major banks in South Africa. Limited information
will be provided due to the data’s confidential nature, and the case study aims to show
how our proposed methodology can be implemented. The results were altered (CRI values
multiplied by a random value) for confidentiality. In Section 4.1, the data used will be
discussed, including the CRI, and adjustments and macroeconomic variables used. In
Section 4.2, we will discuss the PCR results and benchmark them against other methods.
The resulting macroeconomic scalar will be presented in Section 4.3. We conclude the case
study with a section on practical considerations.

4.1. Data

The dataset contains the constructed CRI over the period of November 2007 to Febru-
ary 2019 for up-to-date customers. We typically would like to use a time-span that includes
at least a full economic cycle when attempting to model the macroeconomic effect in a
portfolio (Crook and Bellotti 2010). The rationale behind using up-to-date customers for
development is that macroeconomic factors impact the probability of these customers more
intuitively, as customers who are already in arrears (Stage 2 and 3) at observation have
already experienced a loss event, and the impact of future-looking information is found to
be less significant on their behaviour.

We also have macroeconomic variables over the same period, as well as forecasts for a
baseline, upside, and downside scenario over the period March 2019 to December 2048. In
total, 13 macroeconomic variables were considered for which forecasts were available:

• Real gross domestic product (GDP);
• Nominal gross domestic product (NGDP);
• Consumer price index (CPI);
• House price index (HPI);
• Prime rate (PR);
• Total disposable household income (DHI);
• Household debt to disposable income (HDDI);
• Debt Service Ratio (DSR);
• New vehicle sales (NVS);
• Credit extended to households (CEH);
• Monetary credit extended (MCE);
• Instalment debtors (ID);
• Overdrafts and loans (OL).
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Of these 13, NGDP, HDDI, MCE, and OL were not used due to business decisions and
univariate analysis with the target variable. To ensure stationarity, some macroeconomic
variables were transformed into year-on-year growth rates.

From Figure 1, seasonality effects are evident in the historical behaviour of the CRI,
which are especially prevalent from 2013 onwards, where the CRI is typically higher when
observed during May, June, or July. The seasonally adjusted CRI curve (CRI′) in Figure 1
shows the reduction in the increased CRI levels for the seasonal periods. Note, however,
that, while some of the observed volatility is reduced because of the seasonality adjustments,
high levels of volatility in CRI′ are still observed.
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The smoothing of volatility is achieved through LOESS regression. The smoothing
parameter used by this approach is a number between 0 and 1, and can be interpreted
as the proportion of data used to smooth a region. A low smoothing parameter leads to
a smoothed curve that closely follows the input curve (with a value of 0 resulting in the
input curve), while a high parameter will lead to a flatter and more smoothed curve (with a
value of 1 leading to a flat curve). The optimal (rounded to the second decimal) smoothing
parameter was chosen to minimise the AICC criteria (SAS Institute 2013). The optimal
smoothing parameter (0.05) provided a good balance between retaining the severity levels
of the peaks and troughs, while also minimising the volatility without removing the true
underlying trend from the data, as seen in Figure 1 for CRI ′′ .

4.2. PCR

As mentioned above, we consider nine (P = 9) macroeconomic variables and used
lags 0, 3, and 6. (L = 3) due to business reasons. We have considered all combinations with
a minimum of three variables and a maximum of seven (P′ = 7). Given the formula C =

∑P′
i=3

(
P
i

)
× Li, we have a total number of 183060 combinations. When selecting the number

of PCs in the PCR, we used at least two PCs, i.e., κ = max(2, min
{

κ : ∑κ
j=1 λj/ ∑

p
j=1 λj ≥ δ

}
;

δ ≈ 1). All macroeconomic variables were standardised.
The PCR was fitted to all the possible combinations of macroeconomic variables, with

CRI ′′ as the target variable. As discussed in Section 3.2, out of all the fitted models, we
only consider the models where the estimated signs for the regression coefficients (β̂c

κ) of
the macroeconomic variables are in line with economic expectations, and all the estimated
PCR coefficients (γ̂c

κ) are statistically significant at 5%. Table 3 presents the expected signs
as provided by the business. The remaining models were ranked using AICC.
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Table 3. Expected regression coefficient (β̂c
κ) signs.

Variable Name Expected Sign

Real gross domestic product (GDP) Negative

New vehicle sales (NVS) Negative

Total disposable household income (DHI) Negative

Consumer price index (CPI) Positive

Debt Service Ratio (DSR) Positive

Prime rate (PR) Positive

Instalment debtors (ID) Negative

House price index (HPI) Negative

Credit extended to households (CEH) Negative

Table 4 below gives the results from the top three PCR models ranked by AICC. Note
that the coefficient values are the resulting regression coefficients (β̂c

κ) calculated from the
PCA loading (Vc

κ) and PCR coefficients (γ̂c
κ). It is noted that the AICCs of the top three

models are close. The variable combinations are similar between the three models deferring
only in lags and number of variables.

Table 4. Top three PCR models ranked by AICC.

Description Model 1 Model 2 Model 3

Combination number 32680 3819 32483

PC used 2 2 2

AIC −1914.20 −1910.28 −1909.75

AICC −1913.89 −1909.98 −1909.44

BIC −1902.55 −1898.63 −1898.10

RMSE 0.000206 0.000209 0.000210

Number of variables 5 4 5

Variable 1 NVS NVS NVS

Variable 2 PR PR PR_L3

Variable 3 CEH CEH CEH

Variable 4 ID ID_L3 ID

Variable 5 GDP_L6 GDP_L6

Intercept 0.00208 0.00205 0.00208

Coefficient of variable 1 −0.00022 −0.00028 −0.00020

Coefficient of variable 2 0.00017 0.00019 0.00019

Coefficient of variable 3 −0.00009 −0.00021 −0.00009

Coefficient of variable 4 −0.00026 −0.00036 −0.00025

Coefficient of variable 5 −0.00018 −0.00017

For PCR Model 32680 (the best PCR model), the PC loadings (Vc
κ) for PC1 and PC2

were −0.0001 and −0.0004, respectively. The PCR coefficients (γ̂c
κ) are depicted in Table 5,

indicating the effect of the principal components of the regression coefficients (β̂c
κ).

Our proposed methodology (PCR) was compared to other traditional modelling
techniques. We have considered regression (REG), generalised linear models (GLM), and
GLM applied on PCR (GLM-PCR).

For the REG model, we regress the CRI ′′ directly against the possible combinations
of macroeconomic variables sets Zc. In the GLM model, we regress the CRI ′′ against the
possible combinations of macroeconomic variables sets Zc using logit linked function and
the inverses Gaussian distribution. The logit linked function is selected since CRI ′′ is a
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value between 0 and 1. The GLM-PCR model is again our original PCR model, however, as
with the logit linked function and the inverses, Gaussian distribution is used.

Table 5. Model 32680 PCR coefficients.

Description PCA1 PCA2

Coefficient of NVS −0.24520 0.60779

Coefficient of PR 0.41841 −0.54217

Coefficient of CEH 0.57044 0.03736

Coefficient of ID 0.40922 0.50460

Coefficient of GDP_L6 0.52148 0.28396

We employed the same variable selection process over the combination set of 183,060
combinations. As with the PCR, we have checked the estimated signs for the regression
coefficients (β̂c

κ) for all techniques, and only considered models where the estimated co-
efficients are statistically significant at 5%. For PCR and GLM-PCR, the estimated PCR
coefficients (γ̂c

κ) are used, and for REG and GLM, the estimated regression coefficients (β̂c
κ)

are used.
Table 6 presents the results from the best model for PCR, GLM-PCR, REG, and GLM

ranked according to the root mean squared error (RMSE). Note that the best model based
on RMSE is the regression model, with our methodology ranking second. In addition,
note that the variable combinations are similar between the four models deferring in lags
and number of variables, with three of the variables overlapping. Interestingly, the GLM
(GLM-PCR) did not improve the REG (PCR), since we expected that the logit link function
would be intuitive, given the target variable is bounded between 0 and 1. We also used the
probit link function, which did not improve the results.

Table 6. Best model for PCR, GLM-PCR, REG and GLM.

Description PCR GLM_PCR REG GLM

Combination number 32680 32680 3181 3181

PC used 2 2 NA NA

RMSE 0.000206 0.000233 0.000188 0.000195

Number of variables 5 5 4 4

Variable 1 NVS NVS NVS NVS

Variable 2 PR PR DSR DSR

Variable 3 CEH CEH CEH_L3 CEH_L3

Variable 4 GDP_L6 GDP_L6 GDP_L3 GDP_L3

Variable 5 ID ID

Intercept 0.00208 −4.08182 0.00182 −4.17746

Coefficient of variable 1 −0.00022 −0.07228 −0.00015 −0.04021

Coefficient of variable 2 0.00017 0.05578 0.00054 0.19122

Coefficient of variable 3 −0.00009 −0.02992 −0.00066 −0.23253

Coefficient of variable 4 −0.00018 −0.06145 −0.00014 −0.03765

Coefficient of variable 5 v0.00026 −0.08667

Table 6 shows that the REG model performs slightly better than the proposed PCR
model. However, the benefit of using the PCR model is also seen in the weights of the esti-
mated coefficients, which are more evenly distributed (no single macroeconomic variable
dominates the model).

In Figure 2, we observe the fitted models for PCR, GLM-PCR, REG, and GLM against
the CRI ′′ . The different models follow the CRI ′′ closely. Figure 3 below displays the
proposed PCR model against the selected macroeconomic variables and CRI ′′ . As expected
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with our proposed selection criteria, the intuitiveness of the signs and relationships between
the macroeconomic variables and the CRI ′′ are clear (positive for PR and negative for NVS,
CEH, GDP_L6, and ID).
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In Figure 4, we show the forecasted CRI ′′ for the PCR, GLM-PCR, REG, and GLM
models using the selected macroeconomic variables for baseline, upside and downside
scenarios. Short-term, we expect that the forecasted CRI ′′ will be higher for the downside
than the upside scenario. This is true for all four models. However, in the long-term, we
expect the three scenarios to converge (see PWC (2017)) and at least be positive. Figure 4
shows that this is somewhat true for all four models. However, the PCR based model
converges better.
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4.3. Macroeconomic Scalar

In Figure 5, we show the forecasted macroeconomic scalar (ŝg
t ) for the PCR, GLM-

PCR, REG, and GLM models, using the selected macroeconomic variables for baseline,
upside, and downside scenarios. As with the forecasted CRI ′′ , we expect that the short-
term forecasted macroeconomic scalar will be higher for the downside than the upside
scenario, and the long-term macroeconomic scalar scenarios should converge. Again, this
is somewhat true for all four models, however, the PCR based model converges better.

Furthermore, for the macroeconomic scalars, we expect the upside scenario to be lower
than one and the downside scenario to be higher than one over the short-term. In the
long-term, we expect the macroeconomic scalar to converge to the long-term economic
outlook, as captured in the forecasts of the macroeconomic variables. As seen in Figure 4,
the current CRIbase will be higher than the forecasted long-term CRI ′′ , and therefore, the
long-term macroeconomic scalar will be below one in Figure 5.
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Note from Figures 4 and 5 that, in our case study, the term pm
i,t × sp

t in Equation (2), i.e.,
the adjusted PD will remain between 0 and 1. If this is not the case, we propose a manual
adjustment to ensure this, for example, capping the PD at 1 or flooring at 0.

5. Conclusions & Future Recommendations

This paper proposed a portfolio-level methodology for adjusting IFRS 9 PD term
structures for macroeconomic forecasts to estimate IFRS 9 forward-looking losses. The PD
adjusted for forward-looking macroeconomic conditions by applying a scalar to the PD
component. To derive this macroeconomic scalar, we used principal component analysis
and regression. Note that our methodology is on a portfolio-level, but it is recommended
that a macroeconomic scalar is then derived for each different risk segment of the portfolio.
The scalar (on portfolio or segment-level) is intended to adjust loan-level PDs for forward-
looking information.

Our research contribution was threefold: We first established a link between historic
macroeconomic conditions and the corresponding impact on the default behaviour of
the portfolio, called the credit risk index. Secondly, we proposed a specific variable se-
lection method in the IFRS 9 context. Thirdly, PCR was used to model the CRI with the
macroeconomic variables as the set of explanatory variables.

The benefits of using the PCR model are that no multicollinearity exists, and the
coefficients of the macroeconomic variables in a PCR model are more balanced in the
sense that no large weight is placed on a single variable. The benefits of the proposed
selection criteria are to ensure: the intuitiveness of the signs and relationships between
input variables and target are enforced; the optimal lags of each macroeconomic variables
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are selected; a larger subset of variables is used in the model and, as such, it is more likely
to obtain a model that does not strongly rely on only one or two variables.

Note that this paper provides a methodology to incorporate macroeconomic forecasts
and assumes that these forecasts are accurate. An area for future research is to measure the
accuracy of these forecasts and their impact on ECL.

Note that the methodology is built on the assumption that only macroeconomic and
macroprudential variables drive the CRI. A future research idea is to analyse this assump-
tion and investigate alternatives. Some alternatives that might be investigated are the
possibility of modelling on loan-level. While some disadvantages of loan-level modelling
include that it is more difficult to build, many possible advantages could be listed. This in-
cludes the opportunity of including competing risks and, therefore, incorporating the effect
of prepayment and attrition into the modelling process. Our proposed methodology adjusts
loan-level PDs by using a portfolio or segment-level scalar. A future recommendation
could be to directly model loan-level PDs that incorporate the macroeconomic information,
e.g., model loan-level PDs by using application, behavioural, and macroeconomic variables
simultaneously in a model.

Note that a future research recommendation is to investigate the use of machine
learning modelling techniques to incorporate macroeconomic information into IFRS 9 PD
models. Note that, in the PD modelling case, there has been a lot of success in the use of
machine learning techniques (see e.g., Jiang 2022 and Lessmann et al. 2015), but the use
of machine learning in the incorporation of macroeconomic variables has not been well
documented. We conducted an initial investigation but struggled to ensure the theoretical
relationship between macroeconomic variables and the default rate (when using more
complex techniques, e.g., VARMAX and random forests). The forecasts that we substitute
in the scalar are provided by the bank’s Group Economics department. Typically, these
forecasts are very dependent on the theoretical relationships expected between macroeco-
nomic variables and default rate (e.g., we assume if GDP goes up, defaults will go down).
This does not necessarily happen in real life. Sometimes, the actual observed relationship is
not as straightforward. When building complex models, it is difficult to ensure that the
theoretical relationship expected is ensured in these techniques. A future research idea is
to investigate the use of machine learning techniques in macroeconomic modelling, and
specific research methods to ensure that the “business sense” is captured. This will ensure
that the resulting scalars make business sense. In other words, we would like the scalar to
be higher than one if we substitute downside forecasts into the macroeconomic model, and
we expect a scalar of less than one if we substitute upside forecasts into the model.
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