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Abstract: In this paper, authors present a novel architecture for controlling an industrial robot via
an eye tracking interface for artistic purposes. Humans and robots interact thanks to an acquisition
system based on an eye tracker device that allows the user to control the motion of a robotic
manipulator with his gaze. The feasibility of the robotic system is evaluated with experimental
tests in which the robot is teleoperated to draw artistic images. The tool can be used by artists to
investigate novel forms of art and by amputees or people with movement disorders or muscular
paralysis, as an assistive technology for artistic drawing and painting, since, in these cases, eye
motion is usually preserved.

Keywords: robotics; human–robot interaction; collaborative robotics; eye tracking; artistic painting

1. Introduction

Eye tracking is a process that monitors eye movements to determine where a subject
is looking (point of gaze), what he/she is looking at, and how his/her gaze moves and
pauses in space. Eye tracking technology allows a computer to track and record the gaze
motion on a screen in real-time and with a high degree of precision. It represents a natural
and easy interface between a human and an external device, and provides a powerful
means of communication to people with physical disabilities [1]. Indeed, with respect to
conventional input devices, such as joystick, mouse, sip and puff, and voice recognition,
eye tracking technology can be used by patients with various forms of degenerative
neuromuscular diseases or neurological disorders, such as spinal cord injury, cerebral palsy,
and amyotrophic lateral sclerosis among other degenerative diseases that impair their
ability to move [2].

Eye tracking technology also finds applications in numerous fields other than patient
communication. It is adopted in medical and psychological research as a tool for recording
and studying human visual behavior, since gaze motion reflects cognitive processes [3].
In marketing and product design, eye tracking is used to detect, through eye monitoring,
the aspects on which the consumer’s attention is focused [4]. In the field of information
technology, it is used to enhance the visual experience in video-gaming and augmented
reality software [5]. In robotics, eye tracking can be applied to tele-operate a robotic
manipulator or a mobile robot with the gaze. For example, Maimon-Mor et al. presented
a robotic arm controlled by the users through an eye tracking device to move their own
hand to any location of the workspace [6]. Schiatti et al. used an eye tracking system in a
brain–computer interface for the control of the trajectories of a robotic arm [7], whereas
Wang et al. implemented a grasping task using gaze point to select the objects to pick [8].
More recently, Wöhle and Gebhard proposed in [9] a novel infrastructureless head- and
eye-gaze interface for the robust and real-time control of a dual arm robotic system in the
Cartesian space.
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One of the first applications that exploited eye tracking to paint was EagleEyes,
a control system that allows persons with disabilities to draw on a screen [10]. Further
examples are given by the work [11], in which a gaze and voice controlled drawing system
is implemented, and in [12], where a gaze-controlled drawing application that utilizes
modifiable and movable shapes is described. Moreover, eye tracking data are used in [13]
for the creation of painterly renderings on a model of human perception. In contemporary
art, the multimedia artist Graham Fink adopted eye tracking to draw figurative portraits
on a screen [14]. However, these rendering techniques have not been applied to a real
robot yet.

In this paper, we present a novel architecture for controlling an industrial robot for
artistic purposes via eye tracking interface (Figure 1a). Humans and robots interact thanks
to an acquisition system based on an eye tracker device that allows the user to control the
motion of a robotic arm with the gaze. The feasibility of the robotic system is evaluated
with experimental tests in which the robot is teleoperated to draw artistic images. The tool
can be used by able-bodied artists to investigate novel forms of art, and by people with
neuromuscular disorders as an assistive technology for drawing.
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Figure 1. Scheme of the robotic system for painting with eyes (a); eye tracking working principle (b).

We organize the reminder of this paper as follows. We first discuss state-of-the-art
applications of artistic painting robots in Section 2. Then we describe the physiology of
eye movements and the eye tracking technology in Section 3. The experimental setup and
the architecture of the system are illustrated in Section 4, whereas Section 5 analyzes the
algorithms for data acquisition and path planning. In Section 6, we evaluate the feasibility
of the presented approach with experimental tests. Finally, the conclusions and future
works are discussed in Section 7.
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2. Related Work

In recent years, robotic painting is becoming a widespread technology that is often
adopted by artists to imitate human painting and to open new directions of artistic in-
vestigation. In the mid-1950s, the Swiss Jean Tinguely was one of the first artists that
developed artistic painting machines, the so-called Métamatic sculptures [15]. In the
1970s, the artist Harold Cohen designed AARON, a plotter that produced original artistic
images [16]. Nowadays, a flourishing literature collects numerous examples of robotic
systems equipped for painting. Tresset et al. created a robotic installation capable of
drawing sketches of people using visual feedback [17]. The research group of Deussen et al.
developed the brush painting robot eDavid with impressive results at University of Kon-
stanz [18]. Furthermore, Igno-Rosario et al. developed an interactive system for painting
artworks by regions [19], whereas Karimov et al. presented a painting robot equipped
with a mixing device coupled with the brush [20]. In this context, the authors of this
paper developed Busker Robot, a painting system that uses the watercolor technique and
custom algorithms for image processing [21,22]. The capabilities of the painting robot have
been extended to the palette knife technique in [23]. Further examples of recent robotic
systems for artistic purposes are given by Skywork-daVinci, a painting support based
on a human-in-the-loop mechanism [24], the robotic painting setup capable of learning
brushstrokes from human artists presented in [25], and the interactive multi-robot painting
system described in [26].

In most of the previously mentioned works, the final artwork is usually obtained
starting from a digital image that is processed by means of non-photorealistic render-
ing techniques or with the aid of artificial intelligence [27–29]. Moreover, the interaction
between robots and humans is mainly limited to the choice of hardware and software pa-
rameters. Only in few examples, artistic painting robots are remotely controlled by humans,
e.g., using a tele-manipulation architecture [30], or a brain–computer interface [31]. To the
best of the authors’ knowledge, the only example of a preliminary architecture of a painting
system matching eye tracker to a robot that draws, was presented by Scalera et al. [32].
In particular, the acquisition system based on the eye tracker allows users to guide the
pen moved by the robot with their gaze. In this work, the previous initial study [32] has
been extended. In particular, the overall architecture of the system has been improved,
additional features for the gaze data filtering and the filling of closed curves have been
implemented, and quantitative metrics have been introduced for the analysis of the results.

3. Eye Tracking

Before describing the experimental setup allowing a user to paint with eyes, in this
section, we briefly recall the physiology of eye movements on unchanging images to better
understand the eye tracking interface. Then, the working principles of eye tracker devices
are described.

The studies conducted over the years on the various types of eye movements are
testified by a flourishing literature on the subject. Notable publications are the works by
Yarbus [33], Carpenter [34], Land and Tatler [35], and Rayner [36], among others. Two main
movements are performed by our eyes when we look at a static image with a relatively
stationary head: saccades and fixations (Figure 2). Fixations are the type of eye movements
that occur when our eyes remain still for a time interval and novel information are acquired
by the visual cortex. During this time interval, which varies between 50 and 600 ms, the
eyes pause over informative regions of interest. Fixations are composed of slow movements
called microsaccades, tremor, and drift that allow the eye to be aligned with the visual
target and avoid perceptual fading. On the other hand, saccades are the type of eye
movement used to move the fovea rapidly from one point of interest to another in a goal-
oriented fashion. Saccadic eye movements can be triggered voluntarily or involuntarily
and their average duration is 20–40 ms. Our visual perception of unchanging images is
guided by alternating these sequences of fixations and saccades that allow us to scan one
part of an image at a time. On the other hand, when the eyes have to focus on dynamic
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targets or we are moving, different eye movements help us to align the fovea with the
visual point of interest. Vergence eye movements allow us to align our two eyes to targets
at different depth, independently of whether anything is moving. Smooth pursuit eye
movements allow the eyes to closely follow a moving object, whereas the vestibular ocular
reflex stabilizes gaze during head movement and produces eye movements in the direction
opposite to head movement. However, saccades and fixations play the most important role
in acquiring information from unchanging objects. These eye movements are the focus
of the current study, since the technique discussed in this work relies on users looking at
flat screens.

saccade

fixation

Figure 2. Example of saccade and fixation in raw eye tracker data.

Nowadays, several methodologies have been implemented to track the eyes move-
ments and rotations. A survey of eye movement recording methods can be found in [37].
Examples of eye tracking techniques include contact lens attached to the eyes equipped
with a magnetic field sensor, non-intrusive optical tracking devices to measure the eye mo-
tion, and electrodes placed around the subject’s eyes. However, one of the most commonly
used technique for non-contact eye tracking is the so-called pupil center corneal reflection.
This techniques works thanks to a light source, typically infrared, that illuminates the eyes
causing highly visible reflections. A camera or some other specifically designed optical
sensor is then used to acquire an image of the eyes showing the reflections of the light
source on the cornea and in the pupil. The vector formed by the angle between cornea and
pupil reflections (called gaze vector) is then calculated by means of artificial intelligence
algorithms and used to detect the gaze position on the screen (Figure 1b).

4. Experimental Setup

In this section, we present the experimental setup available in the Robotics and
Mechatronics Lab at University of Udine, Italy, and shown in Figure 3. First we describe
the eye tracker and the robotic manipulator. Then the overall architecture of the system is
briefly illustrated.

The eye tracker used in this work is a Tobii Eye Tracker 4C (Tobii Technology, Danderyd,
Sweden), which can be easily mounted on a computer screen. It works with the pupil center
corneal reflection remote eye tracking technology, in which near infrared illuminators (with
a wavelength of 850 nm) project a pattern of infrared light on the eyes. The eye tracker
cameras take high resolution images of the subject’s eyes and of the pattern. Then advanced
image processing algorithms and a physiological model of the eye estimate the eye position
in space and the point of gaze. As far as the authors’ knowledge, no papers in the available
literature have analyzed the performance metrics of the eye tracker Tobii 4C yet. However,
Gibaldi et al. evaluated in [38] the performance of Tobii EyeX, which is similar to the 4C.
In that work, authors found that the sampling rate of the device is slightly lower than the
nominal frequency reported in the technical sheet (55 Hz vs. 60 Hz). The performance
of the device vary as a function of gaze angle away from straight ahead, central fixation.
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As reported in [38] for Tobii EyeX, near the center of the monitor, accuracy and precision
can be considered to be <0.4◦ and <0.2◦, respectively. At more than 5 degrees away from
the center of the monitor, accuracy and precision worsen to <0.6◦ and <0.25◦, respectively.

Tobii eye
tracker

UR5 robot

3D printed
tool support

Figure 3. A user drawing with their eyes.

An industrial UR5 robot (Universal Robots, Odense, Denmark) featuring 6 degrees of
freedom was chosen for the artistic painting task. It can operate with high flexibility in a
working radius of 850 mm with a maximum payload of 5 kg. Its security features allow
safe human–robot interaction without the need of physical protective barriers. However,
virtual safety cut-off planes have been implemented to avoid the robot colliding with the
table and to separate it from the user area. The end-effector of the robot is equipped with a
custom 3D printed support for painting tools, such as felt-tip pens or brushes.

Figure 4 reports a flowchart of the eyes painting procedure. Before starting the
painting task, the eye tracker is calibrated to measure the features of the user’s eyes and
calculate personal differences, such as the relative position between pupils and cornea.
This operation is performed with the Tobii Pro Eye Tracker Manager software and consists
of looking at a sequence of points displayed on a screen. After this procedure, the painting
surface is calibrated as well, in order to acquire the position and the orientation of the
working plane, with respect to the robot base reference frame. This is performed by
acquiring a set of points on the painting surface and by computing the approximating
plane with minimum-square error. The calibration points are acquired by manually moving
the robot in a position such that the pen is vertical to the working plane and touches one
corner of the surface at a time, and by saving the corresponding end-effector position
coordinates. Robot state data are indeed continuously sent from the robot controller to the
user laptop via Ethernet at a frequency rate of 125 Hz.
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Figure 4. Flowchart of the eyes painting procedure.

5. Data Acquisition and Path Planning

During gaze data acquisition, a reference image is shown on the screen to give non-
expert users a reference to be observed. This artifice facilitates the task of painting with
eyes, since subjects only need to observe the test image and follow the main contours with
their gaze. However, the system can work properly without a reference image as well.
Gaze data acquired by the eye tracker are processed in MATLAB® (The MathWorks, Inc.,
Natick, MA, USA). The same software is used to interface with the robotic arm via Ethernet.
Figure 4 shows a flowchart of the painting system.

For the sake of simplicity, in this preliminary work, three keys have been defined
on the keyboard for the following features: gaze data acquisition, area filling, and stop.
The gaze acquisition is started once the user presses the gaze data acquisition key on the
keyboard. The acquisition continues as long as this key is pressed. By keeping the key
pressed, the user observes the image and follows the contours that he/she wants to paint.
Once the key is released, the raw data from the eye tracker are filtered. After the filter, the
acquired strokes are processed in the path planning module, to obtain smooth paths for
the robot tool. In case the raw data acquired define a closed area, the user can press the
area filling key to activate an algorithm that fills the space inside the contours with a series
of parallel lines, as it is described below. After the path planning, for both the cases of free
strokes or area filling, the obtained trajectories are executed by the robot. At this stage, the
acquisition can be restarted by pressing the acquisition key again. Finally, when the image
is completed, the stop key can be pressed to conclude the operation.

The raw data acquired by the eye tracker are composed of both saccades and fixations,
as described in Section 3. The agglomerates of points given by the fixations have to be
removed before sending the data to the robot. Otherwise, a non-smooth path could interfere
with the motion of the manipulator, giving rise to issues such as vibrations and unwanted
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stops of the robot in case of small blending radii. For this reason, eye tracker raw data are
first filtered by applying a moving average filter (defined by the window size) that smooths
the fixation-induced agglomeration of points. The sliding filter does not remove the fixation
completely. For this reason, the raw data is filtered again by eliminating the points that
are too close together, by using a filter based on the distance between each pair of points.
The values of windows size equal to ω = 5 elements and minimum distance between points
d = 1.6% (percentage relative to the height of the image) are used. These values have been
manually tuned in preliminary tests to achieve better aesthetic results. Other approaches
for the filtering of the fixations are possible, as for instance spline interpolation.

This algorithm allows a user to reproduce a reference image in a stylized way, by look-
ing at the contours of the figure. For example, a portrait can be obtained by following
the outline of the face, lips, eyes, ears, and shape of the hair. To get more satisfactory and
realistic results, it is decided to devise an algorithm that allows filling the space inside
the contours. Starting from the structure of the first algorithm, an additional option is
implemented to allow the user to automatically obtain the filling of the desired areas.
In particular, the user can draw a closed line that represents an area that is automatically
filled with a set of parallel lines inclined at a random angle. The starting and ending
coordinates of these lines are randomly perturbed to give a more vibrant effect to the
drawing. During the painting procedure, the filling algorithm can be activated by pressing
a key on the keyboard.

After the processing, the gaze coordinates are scaled within the painting surface
limits. The trajectories for the UR5 robot are planned using standard trapezoidal speed
profiles [39]. In particular, given the via-points of the robot path as Cartesian coordinates
on the working surface, the speed and accelerations profiles are obtained by imposing the
values of maximum speed vmax = 0.3 m/s, and maximum acceleration amax = 0.3 m/s2.
Finally, the motion command strings are sent to the robot controller to execute the real
painting. The time needed for the painting depends on the number of strokes and their
length, and it usually lasts a few minutes.

6. Experimental Results

In this section, the experimental results obtained with the robotic painting system
based on eye tracking are shown. Figures 5a–8a report the test images shown on the screen
during the tests. Images in Figures 6a and 8a are taken from [40], and are generated by
a generative artificial network (StyleGAN) artificial intelligence based on the analysis of
portraits. Figure 5a represents a sailboat, and Figure 7a the map of the region Friuli-Venezia
Giulia in Italy. Figures 5b–8b show four examples of raw images realized by the first author
of this paper, who did not have a long experience with the eye tracker. In these images,
saccadic eye movements and fixations can be clearly identified.

Figures 5c and 6c represent the images drawn by the robot starting from the raw data
of Figures 5b and 6b, respectively. Before the robot drawing, the raw data have been filtered
and processed to remove the agglomerates of points given by the fixations and to smooth
them so as to obtain feasible paths for the robot. Figures 7c and 8c report the images drawn
by the robot starting from the raw data of Figures 7b and 8b. In this case, the algorithm
for the area filling has been applied to cover some areas of the images with a texture of
parallel lines with random perturbations. As it can be seen from the images, the strokes
obtained from the eye tracker often deviate from the main contours of the image. Indeed,
the quality of the results mainly depends on the eye tracker calibration and on the ability
of the user to track the image without moving his/her head and introducing involuntary
eye movements during the process of painting with eyes. However, the results show the
feasibility of the proposed architecture and painting system with great ease of use.
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(a) (b)

(c)

Figure 5. Test image 1 (a); eye tracker raw data (b); image filtered and drawn by the robot (c).

(a) (b)

(c)

Figure 6. Test image 2 (a); eye tracker raw data (b); image filtered and drawn by the robot (c).
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(a) (b)

(c)

Figure 7. Test image 3 (a); eye tracker raw data (b); image filtered and drawn by the robot (c).

(a) (b)

(c)

Figure 8. Test image 4 (a); eye tracker raw data (b); image filtered and drawn by the robot (c).
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To analyze the images drawn with the proposed system before and after the removal of
the fixations, two quantitative metrics have been introduced: the distance index and the an-
gular index. The former accounts for the Euclidean distance
d =

√
(xn+1 − xn)2 + (yn+1 − yn)2 between each couple of consecutive points Pn and Pn+1

in a stroke, as illustrated in Figure 9. It is measured as a percentage value relative to the
height of the image. The latter represents the difference ∆ϑ between the angular orientations
ϑn and ϑn+1 of two consecutive line segments, where ϑn = atan2(yn+1 − yn, xn+1 − xn).

0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4

0.9

0.95

1

1.05

Figure 9. Zoom on a single raw stroke with saccadic eye movements and fixations, and coordinates of the acquired points.

Figures 10–13 report the histograms for the distance index and the angular index
for the test images of Figures 5–8. In the histograms, the indexes relative to the raw data
are compared with the results obtained with the filtered data. As it can be seen, the raw
data show a high number of very small distances between points. Moreover, the angular
variations between consecutive segments, represented by the angular index, are distributed
over a wide range of values. These facts can be explained since the presence of fixations is
responsible for small distance between points, and sudden changes in direction between
one segment and the next. On the other hand, filtered data do not show small values of
the distance index, and the angular index is mainly limited to the range ±40◦. This results
from the elimination of the fixations, which provides smoother strokes and more evenly
spaced points.

(a) (b)

Figure 10. Histograms for the distance index (a) and the angular index (b) for the test image 1.
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(a) (b)

Figure 11. Histograms for the distance index (a) and the angular index (b) for the test image 2.

(a) (b)

Figure 12. Histograms for the distance index (a) and the angular index (b) for the test image 3.

(a) (b)

Figure 13. Histograms for the distance index (a) and the angular index (b) for the test image 4.

These considerations are supported by the values of mean and standard deviation of
the distance and angular index reported in Table 1, where the standard deviation measures
the amount of variation or dispersion of the set of values. From the table it can be seen that,
switching from raw to filtered data, the mean distance index increases and the standard
deviation of the angular index decreases. For example, for the test image 1 (first row of
Table 1) the mean of the distance index is equal to 1.28 for the raw data and becomes equal
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to 4.27 for the filtered data. On the other hand, the standard deviation of the angular index,
which mean is close to zero, switches from 143.4 to 77.6, showing that most of the filtered
values fall between −76.6◦ and 78.6◦. This indicates that the values of the processed data
of the angular index tend to be closer to the mean of the set with respect to the raw data,
resulting in strokes with less pronounced changes of angular variation, as expected after
the application of the filter.

Table 1. Quantitative metrics (mean ± standard deviation) for the four test images.

Raw Data Filtered Data
Test Image Distance Index Angular Index Distance Index Angular Index

[%] [◦] [%] [◦]

1 1.28 ± 2.83 0.306 ± 143.4 4.27 ± 2.80 1.02 ± 77.6
2 0.80 ± 1.41 −0.076 ± 144.5 2.86 ± 1.47 2.64 ± 93.9
3 0.67 ± 0.85 0.001 ± 142.9 2.29 ± 0.79 0.64 ± 82.1
4 0.75 ± 1.25 0.017 ± 143.3 3.04 ± 1.69 −1.67 ± 91.4

7. Conclusions

In this paper, we presented a novel architecture for controlling an industrial robot via
eye tracking interface for artistic purposes. A human–robot interaction has been achieved
thanks to an acquisition system based on an eye tracker device that allows the user to
control the motion of the robotic manipulator with his gaze. Data from the eye tracker are
filtered and processed before being sent to the robotic manipulator that reproduces the
resulting path on the painting surface. An algorithm for the filling of large areas has been
as well implemented to allow the user to paint regions previously defined interactively
with the gaze. The feasibility of the robotic system has been evaluated with experimental
tests in which the robot is teleoperated with the gaze to draw artistic images.

Future developments of this work will include the improvements of the present
techniques for the gaze data filtering and processing. Additional effort will be dedicated to
the implementation of other human–machine interfaces for the control of the start and stop
of the eye tracker acquisition. These could be based for example on a voice recognition
system or a head tracker device, instead of being linked to the pressing of a key on the
keyboard. This will be beneficial especially for users who have movement disorders.
Furthermore, we will develop artificial intelligence techniques to obtain more aesthetically
pleasing artistic results from the gaze data.

In future developments of this work, we will also apply further quantitative metrics
to estimate the quality of the results and to demonstrate how the system works and how
easily it can be learned. In particular, naïve participants could be shown a set of shapes or
silhouettes and asked to recreate these using the system. Then, the generated paintings
could be quantitatively compared to the original silhouettes (e.g., via Hausdorff distance,
procrustes analysis, structural similarity index). The training process could also be studied
by comparing the reconstruction errors in different consecutive trials. Finally, the proposed
robotic system will be tested by patients with movement disorders of muscular paralysis,
as an assistive technology for artistic drawing or painting.
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