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Abstract: In environments shared with humans, Autonomous Mobile Robots (AMRs) should be de-
signed with human-aware motion-planning skills. Even when AMRs can effectively avoid humans, only
a handful of studies have evaluated the human perception of mobile robots. To establish appropriate
non-verbal communication, robot movement should be legible and should consider the human element.
In this paper, a study that evaluates humans’ perceptions of different AMR courtesy behaviors at in-
dustrial facilities, particularly at crossing areas, is presented. To evaluate the proposed kinesic courtesy
cues, we proposed five tests (four proposed cues—stop, deceleration, retreating, and retreating and
moving aside—and one control test) with a set of participants taken two by two. We assessed three
different metrics, namely, the participants’ self-reported trust in AMR behavior, the legibility of the
courtesy cues in the participants’ opinions, and the behavioral analysis of the participants related to each
courtesy cue tested. The retreating courtesy cue, regarding the legibility of the AMR behavior, and the
decelerate courtesy cue, regarding the behavioral analysis of the participants’ signs of hesitation, are
better perceived from the forward view. The results obtained regarding the participants’ self-reported
trust showed no significant differences in the two participant perspectives.

Keywords: human–robot interaction; AMR navigation; AMR safety; human perception; courtesy
cues; forward and backward scenarios; HTA questionnaire; shop floor configuration

1. Introduction

The implementation of collaborative robots is seen as one of the technologies enabling
Industry 5.0. This new industrial paradigm prioritizes essential needs and interests by
placing humans at the core of the industrial production processes. It recognizes the power
of the role of industry in achieving social and environmental objectives without setting
aside the role of human workers in this process [1]. In fact, along with this new industrial
paradigm, robots are no longer only programmable machines but are expected to be
recognized as co-workers, side by side with human workers [2]. This relationship should
increase production flexibility and efficiency while supporting the human workers in their
tasks [3]. One of these technologies already being introduced on the shop floor is Industrial
AMRs [4].

AMRs have evolved from Automated Guided Vehicles (AGVs), which are restricted to
predefined paths using magnetic/electrical wires, among other sensors [4,5]. Compared to
AGVs, AMRs are more flexible, collaborative, and cost-efficient [3]. This type of robot can
move autonomously without the help of external workers [6] and they can detect obstacles
and recalculate a new route around them [7]. The autonomy of AMRs implies continuous
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decision-making on how to behave according to their environment, with predefined rules
and constraints [4].

Cooperation between humans and robots sharing a workspace is becoming increas-
ingly common [8]. Human–Robot Collaboration (HRC) is the process wherein human
and robot agents work together to achieve shared goals. For any level of collaboration,
human safety has been a primary concern ever since robots were first created [8]. Beyond
physical safety, other aspects also need to be considered when humans and robots interact,
such as psychological aspects and mental stress [3]. In fact, when a robot comes close to a
human, the robot may generate negative feelings, such as stress, mistrust, and anxiety [9].
This may be linked with human nature. For instance, instinct may lead humans to take
evasive action when they perceive a threat due to approaching an unfamiliar object [10].
Therefore, foreseeing the humans’ acceptance, trust, and comfort requires us to take into
account the robots’ appearance, movement, and behavior [11,12]. Because most industrial
AMRs have non-humanoid features, the way to promote appreciation lies in non-verbal
communication linked to their movement and behavior [13]. Motion is a way of communi-
cation and not only an instrument to reach a goal position, and predictability is of much
importance for efficient human–robot interaction and collaboration [14]. Communication is
a key factor in HRC activities to achieve a common goal [15]. Friendly and comprehensible
AMR movements and behaviors are key factors for proper communication with the human
worker [16].

AMRs can emulate the social behavior of humans through kinesic courtesy cues. In
human–human interactions, kinesic courtesy cues promote social affiliation (e.g., physical
distance from others, postural orientation, smooth social encounters, and acceptance of
others) [13,17]. In the specific case of AMRs, legible kinesic cues can give, to humans,
information about granting them the privilege of first passage at a crossroads. To be legible,
AMRs’ kinesic courtesy cues need to be predictable and resemble human behavior [13].
Lichtenthäler et al. [14] showed that a good strategy for an AMR is moving as far as is
possible straight towards its goal and reacting as smoothly as possible to a human. Kaiser
et al. [13] showed that when robots present legible behaviors, they are better appreciated
by humans.

The assessment of humans’ perception of robot behavior is a non-trivial problem. In
industrial HRC scenarios, cognitive ergonomics deals with this issue. It is concerned with
principles of interaction acceptability by minimizing mental stress and psychological dis-
comfort, which could be felt by workers sharing a workspace with robots [18]. There is no
single best way to assess these psychological parameters because they depend on the pur-
pose of the assessment. According to Gualtieri et al. [19], there is a set of cognitive variables
related to HRC, namely, trust, usability, frustration, perceived enjoyment, satisfaction, and
acceptance. There are three categories of measurements available to measure these types of
variables: (i) performance measures, (ii) subjective measures, and (iii) psychophysiological
measures [20]. Performance measures are conducted based on reaction time and mistakes.
Subjective measures assess the workers’ opinions, providing information on how they
assess aspects of their interaction within the workspace. Psychophysiological measures
include direct measurement of cognitive variables, namely, heart rate variability (HRV),
galvanic skin response (GSR), and eye blink rate [20]. These technologies are more feasible
and capable of providing human cognitive status assessment and interpretation [8]. How-
ever, subjective measures are more often used because they show practical advantages, e.g.,
ease of implementation and non-intrusiveness. Additionally, previous research supports
their capacity to provide sensitive measures of the cognitive status of workers [21].

Hetherington et al. [22] highlighted the need to carry out in-person experiments with
mobile robots, in open spaces, and to apply courtesy cues in scenarios that include several
participants at the same time. These authors even wondered what the impact would be
of courtesy cues from the perspective of participants who have a view of the robot from
behind. Kaiser et al. [13] tested the legibility of two kinesic courtesy cues common in
human interaction with an autonomous mobile robot in two different situations, but not
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simultaneously: one participant and robot share the same trajectory next to each other
or moving from opposite ends. The authors also pointed out the need to explore other
courtesy cues.

Objectives

The current exploratory study intends to go a step further, recognizing the im-portance
of legible movements in the communication processes of AMRs. This study leads us to
create an experimental protocol on a real-industry in-person scenario and contribute with
some specific conditions not previously considered. Specifically, the aim is to investigate
how different kinesic courtesy cues (stop, decelerate, retreat, and retreat and move to the
left) would be understood in the view of two participants with different perspectives of
the robot (one with a frontward view and the other with a backward view) at an industrial
crossroad under the same test conditions, i.e., within one simultaneous scenario.

2. Materials and Methods

The following subsections provide the sample characterization, a description of the
AMR used and its operating conditions, the hypotheses and measures that we intended to
analyze, and an explanation of the experimental procedure and apparatus.

2.1. Participants

The participants collaborated voluntarily and signed an informed consent form in
agreement with the Committee of Ethics for Research in Social and Humans Sciences of
the University of Minho (approval number CEICSH 095/2019), in agreement with the
Declaration of Helsinki.

A total number of 34 participants were recruited, with 13 females (38.2%) and 21 males
(61.8%). To conduct each trial, two participants were required simultaneously. Participant
A has a backward perspective of the robot, where the robot is moving away from the
participant, and Participant B has a forward perspective of the robot, where the robot is
moving toward the participant. Regarding the characterization of the participants’ ages,
the average age was 29.8, with a standard deviation of 7.5, in the range of 21–46 years old.

2.2. Material and Experimental Setup
2.2.1. MiR 200 Specifications, Navigation, Control, and Safety

In this user study, an AMR, the MiR 200, and its automatic battery charging station,
the MiR Charge 24 V, were used (Figure 1). The main specifications of the MiR 200 used for
conducting the experiments are: weight (without load) of 65 kg; maximum speed forwards
of 1.1 m/s; maximum speed backwards of 0.3 m/s; battery running time 10 h (or 15 km
continuous driving); charging time with charge station up to 3.0 h ((0–80%): 2.0 h); charging
time with cable up to 4.5 h ((0–80%): 3.0 h) [23].
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Figure 1. Principal dimensions of: (a) the MiR 200 robot; (b) the MiR Charge 24 V.

The MiR 200 is a nonholonomic wheeled mobile robot (WMR) with a rectangular
configuration, controlling its movement speed based on wheel odometry, with six wheels in
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total: one omnidirectional swivel wheel in each corner; and two driving wheels (differential
control) in the center of the platform to ensure the stability of the mobile robot when it
rotates [24–28]. The robot adjusts how much power is sent to each motor based on sensory
input. The robot is equipped with two ISO 13849-certified SICK S300 safety laser scanners,
one in the front left corner and another one in the rear right corner, offering 360◦ visual
protection around the robot (Figure 2a); two Intel RealSenseTM D435 3D cameras on the
front of the robot for the detection of objects vertically up to 1800 mm at a distance of
1950 mm in front of the robot (Figure 2b), and with an angle of 118◦ in the horizontal field
of view (FoV) at 180 mm height from the floor (Figure 2c); and four ultrasound sensors,
two placed at the front of the robot and two placed at the rear of the robot [23,27,29].
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Figure 2. (a) Top view of the SICK laser scanners; (b) Configuration of the 3D cameras and SICK laser
scanners, side view; (c) FoV of 118◦.

The SICK safety laser scanners provide the sensorial information for the collision
avoidance function. This function prevents the robot from colliding with a person or an
object by stopping it before a collision happens. To that end, the safety laser scanners are
programmed with two sets of protective fields, each one individually configured to contour
around the robot. One set is used when the robot is driving forward, and the other set
is used when the robot is driving backward. Based on the speed, the robot activates the
corresponding protective field. If an obstacle is detected, whether person or object, within
the active protective field, the robot enters a protective stop automatically (Figure 3) until
the protective field is cleared of obstacles for at least two seconds. The protective stop is
a state of the robot where a robot status light turns red, and it is not possible to move the
robot or send it on missions until it is brought out of the protective stop [27].
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Figure 3. MiR 200 protective field mechanism: (a) The robot drives when its path is clear; (b) the
robot activates the proactive stop when an obstacle is detected within its protective field.

According to [27], the velocity and the protective field ranges when the robot is driving
forward, i.e., in front of the robot, and backward, are different for specific cases. Each case
describes a velocity interval in which the robot may operate. Figure 4a shows a representation
of the protective field ranges according to five different forward robot velocities. For example,
when the robot is moving at a velocity between −0.14 to 0.20 m/s (1) the protective field range
is from 0 to 20 mm. The other velocity scenarios (2 to 5) are 0.21 to 0.40 m/s; 0.41 to 0.80 m/s;
0.81 to 1.10 m/s; and 1.11 to 2.00 m/s. The protective field range are respectively 0–120 mm;
0–290 mm; 0–430 mm; and 0–720 mm. Figure 4b shows the similar representation for when
the robot is driving backward. In this case, the four velocity scenarios are −0.14 to 1.80 m/s;
−0.20 to −0.15 m/s; −0.40 to −0.21 m/s; and −1.50 to −0.41 m/s. The protective field ranges
are (1 to 4), respectively, 0–30 mm; 0–120 mm; 0–290 mm; and 0–430 mm.
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Figure 4. Range of the robot’s active protective field that changes with the robot’s speed, represented
in millimeters: (a) Forward driving direction; (b) Backward driving direction.

To execute the experiments, a 2D map of the test area was created through the cartog-
rapher algorithm available on the robot platform (Figure 5). The robot localization within
this map is determined by an adaptive Monte Carlo localization (AMCL) navigational
system combining wheel odometry, information from the inertial measurement unit (IMU)
encoders, and laser scanner data [27–31].

The kinesic courtesy cues were implemented on the robot through commands pro-
grammed in the software interface supplied by the respective vendor. During the tests, the
desired value for the robot’s linear speed was set to 0.6 m/s. According to Lauckner et al. [31],
speeds slower than 0.6 m/s are perceived as too slow. In terms of obstacle detection, the
higher the speed (forward and backward speed), the larger the protective safety range [27].
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2.2.2. Experimental Setup

The experiments were conducted in an open space within an industrial environment,
in a crossroad-like configuration with simultaneous forward and backward scenarios
(Figure 6).
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Figure 6. Industrial environment: A crossroad-like configuration with simultaneous forward and
backward scenarios.

A control courtesy cue, i.e., a control condition where the robot does not stop, and
another four courtesy cues—stop, decelerate, retreat, and retreat and move to the left—were
programmed into the MiR 200. For each courtesy cue, the MiR 200 moved towards the
crossing area with linear speed (v = 0.6 m/s) and then executed specific movements to
communicate to the participants that it was yielding the right of way at the intersection.
The crossing area is an interaction and decision area where Participants A and B outpace
the MiR 200, localized in the experimental apparatus between the end of the horizontal
paths for Participant A, the MiR 200, and Participant B and the beginning of the vertical
path. The four courtesy cues (Figure 7) tested were the following:

(i) “stop”: The AMR stopped suddenly before the crossing area, made a two-second
stop, and returned to its trajectory to the final position.

(ii) “decelerate”: The AMR started to slow down its linear speed (v = 0.6 m/s) to
v = 0.2 m/s at a distance of 1.0 m (represented by Xd in Figure 7) before stopping
before the crossing area. Then, it stopped for two seconds and returned to its trajectory
to the final position.

(iii) “retreat”: The robot stopped suddenly before the crossing area, then retreated 1.0 m (Xr
in Figure 7), stopped for two seconds, and returned to its trajectory to the final position.
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(iv) “retreat and move to the left”: The robot stopped suddenly before the crossing area,
then retreated 1.0 m, and moved to the left by 0.2 m (Xleft in Figure 7) relative to the
central point of the crossing area. Then, it stopped for two seconds and returned to its
trajectory to the final position.
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Participant A and the MiR 200 shared the trajectory from the position start, and
Participant B shared the trajectory with the MiR 200 from the crossing area, both passing
through the intersection. When the participants reached the crossing area, they were asked
to decide whether (or not) to overtake the robot, according to the kinesic courtesy cue of
the test in progress (Figure 8).
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2.3. Procedure

The participants were informed about the scope of the study and the general instruc-
tions of the experiment; precisely, that the MiR 200 works autonomously, i.e., the robot
moves on a preprogrammed map and trajectory (Figure 5)—the robot does not collide
with any participant or any object due to its sensors that monitor the environment around
the robot [27]. Each participant completed five tests: one for the control courtesy cue
condition and the rest related to the other four courtesy conditions (see Section 2.2). The
total time for performing the five test conditions was 20 min. Participants were instructed
to start the test after hearing a “Beep” and seeing a green light. To ensure that they would
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encounter the robot at a specific point on the navigation map (where the robot would
show the courtesy cue behavior), participants were also instructed to walk at the pace
imposed by the evaluators (about 1 m/s). They could also abandon the test if they felt
uncomfortable at any moment. After each courtesy cue condition, an appreciation of the
subjects’ perception, through an adapted version of the Human Trust in Automation ques-
tionnaire (HTA), was obtained. To reduce hysteresis phenomena, i.e., different responses to
identical inputs [32,33], the different kinesic courtesy cues were randomly assigned among
the participants.

2.4. Measures
2.4.1. Perceived Trust and Mistrust Assessment

To measure the participants’ perceived trust in the AMR behavior, we applied an
adapted version of the HTA questionnaire [34]. Comparatively to the original question-
naire, we replaced the word “system” by “robot”. Trust is an important factor in HRC. It
determines humans’ use of autonomy, and improper trust can lead to either over-reliance
or under-reliance on the robot [35]. The HTA is a validated questionnaire composed of
12 statements, assessed by a 7-point Likert scale (between 1 = “Totally disagree” and
7 = “Totally agree”). The subjects answered at the end of each interaction with the AMR
presenting the different courtesy cues. The first five statements have a negative connotation,
while the last seven statements have a positive connotation. We assessed the responses
to the negative connotation statements as mistrust and the others as trust in the robot. To
assess the condition of normality of the results, the Kolmogorov–Smirnov test was applied.
Additionally, a one-way ANOVA was applied to compare the results of trust and mistrust
with the conditions of different courtesy cues.

2.4.2. Legibility Assessment

To measure the legibility of the implemented kinesic courtesy cues tested, we asked the
participants to select one of eight options after the end of each trial. The options available
were: (i) the robot stopped; (ii) the robot decelerated and stopped; (iii) the robot stopped
and retreated; (iv) the robot stopped, then retreated, and then moved forward and moved
to the left/right; (v) the robot followed its path without stopping; (vi) the robot stopped
and nudged; (vii) the robot stopped and tilted to one side; (viii) none of the above options.
When the participant answered correctly, we considered the answer “true”. When the
participant answered wrongly but pointed out one of the courtesies used in the test (i, ii, iii,
iv, or v), we considered it “false”. If the participant answered wrongly and pointed out one
courtesy that was not in the scope of the experiment (vi, vii, or viii), we considered it “false
out of the test”. To assess the association between the levels of courtesy kinesic cues and
the answer to control questions, a Pearson’s chi-square test was applied.

2.4.3. Behavioral Analysis

Based on video recordings of each experimental trial, we assessed the lack of hesitation
with which the participants moved through the crossroad. For this purpose, two raters
assessed each video individually and inferred the participants’ lack of hesitation. To assess
this condition, we assumed that a person’s movement showed signs of hesitation if one of
the following situations was observed: slowed down, stopped, moved to the side, retreated,
granted the robot the right to pass, visually checked the robot, moved first but tentatively,
seemed somewhat forced by the robot to pass first, passed the bottleneck jointly with
the robot, or both got stuck in the crossroad [13]. To assess the association between the
robot’s kinesic courtesy cues and the observable participant’s signs of hesitation, Pearson’s
chi-square test was applied.

3. Results

We report our findings in three subsections. First, we tested the effect of the four
kinesic courtesy cues on subjects’ trust and mistrust. Second, we assessed the legibility of
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the kinesic courtesy cues via participants’ self-reporting. Third, we compared the hesitation
behavior of the participants when subjected to each kinesic courtesy cue from the point of
view of the participants concerning their relative position (behind/in front) to the robot.
We started from the assumption that an AMR without skills in non-verbal communication
will be hard to read by its human counterparts.

3.1. Perceived Trust and Mistrust

1. To assess perceived trust, the HTA was applied. A one-way ANOVA was applied,
and the application condition of homogeneity of variance was verified (p > 0.05).
Additionally, the Kolmogorov–Smirnov test was applied to assess the condition of
normality. The normality of the residuals was confirmed (p > 0.05). The results of
trust and distrust in the human counterpart are shown in Table 1.

Table 1. Results of one-way ANOVA related to the subjects’ perceived trust and distrust of the AMR
from both points of view (forward and backward).

Forward Backward

Trust F(4,80) = 1.082, p = 0.371 F(4,80) = 0.486, p = 0.746
Mistrust F(4,80) = 0.564, p = 0.689 F(4,80) = 0.966, p = 0.431

No statistically significant difference was found in the mean values of trust and
distrust from both points of view regarding the kinesic courtesy cues. The graphs in
Figure 9 illustrate these results.
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3.2. Legibility Assessment

Pearson’s chi-square test of independence revealed a statistically significant association
between the levels of courtesy kinesic cues and the answer to the control question for the
forward point of view (X2(8) = 16.316, p = 0.038). The graph in Figure 10a shows that the
courtesy cue that presented better legibility for the participants was retreat (with the same
percentage as the control situation) (64.7%). From this perspective, the courtesy cue less
understood by the participants was “retreat and move left” (11.8%).
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Figure 10. Legibility of the robot courtesy kinesic cues: (a) Forward view; (b) Backward view.

For the backward view, Pearson’s chi-square test did not reveal a statistically significant
association between the levels of courtesy kinesic cues and the answer to the control
question for the forward point of view (X2(8) = 11.308, p = 0.186). Figure 10b illustrates this
result, and it can be seen that the courtesy cue better understood by the participants was
the decelerate (also with the same percentage as the control situation) (47.1%). Regarding
the courtesy with less legibility for the participants, retreat and move left was the courtesy
cue with the lowest percentage of right answers (5.9%).

3.3. Behavioral Analysis

Pearson’s chi-square test revealed a statistically significant association (X2(4) = 12.143,
p = 0.016) between the robot courtesy cue and observable signs of hesitation in the par-
ticipant from the forward view. The graph in Figure 11a shows that the courtesy cue for
which the participants presented lesser signs of hesitation was decelerate (82.4%). On
the contrary, the control condition was the one that presented a greater percentage of
participant hesitation (70.6%).

Robotics 2022, 11, x FOR PEER REVIEW 11 of 15 
 

 

 

(a) (b) 

Figure 11. Observable signs of hesitation in the participants’ behavior while encountering the AMR 

related to each kinesic courtesy cue condition: (a) Forward view; (b) Backward view. 

4. Discussion 

In this exploratory in-person experiment, we implemented four courtesy cues (stop, 

decelerate, retreat, and retreat and move to the left) and one control courtesy cue (no stop) 

on an AMR to investigate how these different kinesic courtesy cues would be understood 

in the view of two participants with different perspectives of the robot. That is, we 

intended to understand how participants’ behaviors were influenced by the courtesy cues 

of the robot, in a simultaneous scenario, with a set of participants taken two by two. One 

participant had a front-facing view of the robot, while the other had a back-facing view. 

The study being simultaneous becomes important when the behavior of one participant 

affects the behavior of the other. In environments where several participants 

simultaneously share the space with each other and with the robot, it is very likely that 

there will be different views. Different views imply different perceptions of the robot’s 

behavior and, therefore, different behaviors on the part of the participants towards the 

robot. In turn, this also has implications for the perception and behavior of other 

participants. 

We tested three different metrics in our research, namely, the participants’ self-

reported trust in AMR behavior, the legibility of the courtesy cues in the participants’ 

opinions, and behavioral analysis of the participants related to each courtesy cue tested. 

These metrics were assessed via an experimental protocol that consisted of two 

participants interacting with an AMR at an industrial crossroad. 

The results of the participants’ self-reported trust showed no significant differences 

from the two participants’ perspectives between the control situation and the four kinesic 

courtesy cues implemented on the robot. This may be related to the fact that we measured 

trust right after the interaction with the robot. As Hancock et al. [36] pointed out, this is 

an issue that needs to be addressed in HRC because the process of trust development is 

not clear and needs to be further studied. Kaiser et al. [13], in a study where two kinesic 

courtesy cues were investigated (robot stop and robot stop and move to the side), found 

that an AMR that presented polite behaviors was better accepted by its human 

counterpart in an interaction, regardless of the specific courtesy cue. Here, we measured 

trust because this parameter directly affects people’s acceptance of the robot [37], but we 

did not find the same results. The fact of having two participants interacting 

simultaneously with the robot may have influenced our results, leading to different 

conclusions. Additionally, trust can be dynamically influenced by different factors, 

namely, the robotic system itself, the surrounding operational environment, and the 

respective natures and characteristics of the human team members [38]. 

Regarding the legibility of the robot behavior, we only found a statistically significant 

association in the participants with the forward view. From this point of view, the results 

point out that the users better perceived the robot behavior when it presented a retreating 

29.4%

47.1%

82.4%

70.6%

64.7%

70.6%

52.9%

17.6%

29.4%

35.3%

0% 20% 40% 60% 80% 100%

Control (no stop)

Stop

Decelerate

Retreat

Retreat and move left

No hesitation hesitation

41.2%

35.3%

52.9%

47.1%

17.6%

58.8%

64.7%

47.1%

52.9%

82.4%

0% 20% 40% 60% 80% 100%

Control (no stop)

Stop

Decelerate

Retreat

Retreat and move left

No hesitation hesitation

Figure 11. Observable signs of hesitation in the participants’ behavior while encountering the AMR
related to each kinesic courtesy cue condition: (a) Forward view; (b) Backward view.

Related to the backward view, Pearson’s chi-square test did not detect a significant
association (X2(4) = 5.251, p = 0.263). Figure 11b illustrates that decelerate was the courtesy
cue with a lesser percentage of participant hesitation (52.9%). On the contrary, retreat and
move left was the courtesy with a greater percentage of participant hesitation behavior
when encountering the AMR.

Additionally, an exact Fisher test was conducted to evaluate the association between
the type of courtesy cue and the behavior of participants. The result (p = 0.014) revealed
a statistically significant association in the sense that a higher percentage of participants
showed hesitant behavior when they saw the robot from behind (61.2%) than when they
approached from the front (41.2%).



Robotics 2022, 11, 59 11 of 14

4. Discussion

In this exploratory in-person experiment, we implemented four courtesy cues (stop,
decelerate, retreat, and retreat and move to the left) and one control courtesy cue (no stop)
on an AMR to investigate how these different kinesic courtesy cues would be understood in
the view of two participants with different perspectives of the robot. That is, we intended to
understand how participants’ behaviors were influenced by the courtesy cues of the robot,
in a simultaneous scenario, with a set of participants taken two by two. One participant
had a front-facing view of the robot, while the other had a back-facing view. The study
being simultaneous becomes important when the behavior of one participant affects the
behavior of the other. In environments where several participants simultaneously share
the space with each other and with the robot, it is very likely that there will be different
views. Different views imply different perceptions of the robot’s behavior and, therefore,
different behaviors on the part of the participants towards the robot. In turn, this also has
implications for the perception and behavior of other participants.

We tested three different metrics in our research, namely, the participants’ self-reported
trust in AMR behavior, the legibility of the courtesy cues in the participants’ opinions, and
behavioral analysis of the participants related to each courtesy cue tested. These metrics
were assessed via an experimental protocol that consisted of two participants interacting
with an AMR at an industrial crossroad.

The results of the participants’ self-reported trust showed no significant differences
from the two participants’ perspectives between the control situation and the four kinesic
courtesy cues implemented on the robot. This may be related to the fact that we measured
trust right after the interaction with the robot. As Hancock et al. [36] pointed out, this is
an issue that needs to be addressed in HRC because the process of trust development is
not clear and needs to be further studied. Kaiser et al. [13], in a study where two kinesic
courtesy cues were investigated (robot stop and robot stop and move to the side), found
that an AMR that presented polite behaviors was better accepted by its human counterpart
in an interaction, regardless of the specific courtesy cue. Here, we measured trust because
this parameter directly affects people’s acceptance of the robot [37], but we did not find
the same results. The fact of having two participants interacting simultaneously with the
robot may have influenced our results, leading to different conclusions. Additionally, trust
can be dynamically influenced by different factors, namely, the robotic system itself, the
surrounding operational environment, and the respective natures and characteristics of the
human team members [38].

Regarding the legibility of the robot behavior, we only found a statistically significant
association in the participants with the forward view. From this point of view, the results point
out that the users better perceived the robot behavior when it presented a retreating courtesy
cue, granting the human the right to pass first at the crossroad. Hetherington et al. [22]
presented results that are in agreement with our results. They explored the common human–
robot interaction at a doorway or bottleneck in a structured environment and found that a
robot’s retreating cue was the most socially acceptable cue and, therefore, the most legible.

Related to the behavioral analysis of the participants’ signs of hesitation, we also only
found a statistically significant association in the forward view. When a human interacts
with a robot and presents lesser patterns of hesitation, these interactions lead to less
cognitive effort to decide how to interact [13]. The results show that the decelerate courtesy
cue was the one with which the participants presented a lesser percentage of hesitation.
These results are in accordance with Dondrup et al. [39]. These authors showed that the
robot’s deceleration within the pedestrians’ personal space resulted in less disruption to
their movement.

It was expected that the lower the understanding of the robot behavior, the higher the
participants’ hesitancy [40]. Our results from the front view related to the retreat courtesy
cue show that more than half of the participants understood the robot behavior (64.7%),
and more than half of the participants showed no signs of hesitation (70.6%). However, the
other courtesy cues are not in accordance with this. For instance, the decelerate and the
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retreat and move left courtesy cues presented a lower percentage of legibility and, also, a
lower percentage of hesitance in the participants. This may indicate that a robot behavior
understood by humans may be not enough to present good communication of the robot’s
intentions. For that reason, further research should be carried out in this direction. Unlike
what was expected in the four courtesy cues tested, the control situation was designed for
the robot to not be polite and to thereby increase the participant’s hesitancy as the robot
does not stop at the crossroad. Our results show that the control situation was understood
by the majority of the participants (64.7%) and resulted in higher hesitance (70.6%), as
expected. The results related to the forward view of the robot show that less than half of
the participants did not understand the robot behavior, and this led to greater signs of
hesitation in the participants in all courtesy cues tested. This shows that further research
involving different perspectives of the robot needs to be carried out, to understand how
AMRs should behave in order to be accepted and understood by all humans that interact
with them.

Limitations and Future Work

This article addresses human perceptions of robot actions in a shared environment at
an industrial crossing area. While this is a relevant topic that provides insight into human–
robot interaction and human–robot collaboration research, some limitations that affected our
research work should be noted. We can point to restraints regarding the low number of
participants and the low variability in terms of the representativeness of the participants (the
participants were all recruited from the academic community). Another limitation is related
to the fact that there was no full human–robot interaction in play: the robot behavior was
indifferent to human presence, because the behaviors’ activation was hardcoded. However,
if proper human recognition were to be implemented, the outcome should be similar if full
human–robot interaction was implemented. Finally, it should be noted that to carry out this
exploratory study in an industrial environment and via in-person experiments, the parameters
(such as linear speed and test conditions for courtesy cues) were adapted from other related
works [22,31] using types of mobile robots other than the robot model under study (MiR 200),
which may have conditioned the results obtained.

These limitations pave the way to further research. That is, they illustrate the need
to develop an algorithm for the robot’s movement to be completely autonomous and
for it to show courtesy cues when it finds a person at any time during the execution
of its tasks, as suggested by Kaiser et al. [13]. This exploratory study already includes
a scenario for analysis of the forward and backward view configurations of a group of
two simultaneous participants with the robot. For that reason, it might be important to
understand which parameters intrinsic to the robot and to courtesy cues must be applied
in a scenario with more than two participants. We intend for future research to be applied
on a shop floor where the AMR has to share the same trajectory with more than two
workers, taking into account that the type of robot under study is intended for application
in dynamic environments (e.g., industrial sector, logistics, hospitals) with a significant
number of people in circulation [7,23]. On the other hand, by increasing the number of
participants, the results, especially concerning trust and distrust analysis in HRC, become
more difficult to analyze using only standard interviews and questionnaires [41]. Therefore,
the application of psychophysiological measures (e.g., eye-tracking systems) should be
a relevant measurement approach for this type of variable [42]. Another question that
arose during the experiments and that should be addressed in further research is how
the presence of a second co-actor (Participant A) affects the legibility of movements and
courtesy cues perceived by the first co-actor (Participant B) and vice versa.
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