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Abstract: The possibilities and reach of social networks are increasing, designs are becoming more diverse, and ideas more visionary. Most recently, the former company “Facebook” announced the creation of a metaverse. With these technical possibilities, however, the danger of fraudsters is also growing. Using social bots, consumers are increasingly influenced on such platforms and business transactions are brought about through communication, i.e., conversational commerce. Minors or the elderly are particularly susceptible. This technical development is accompanied by a legal one: it is permitted by the Digital Services Directive and the Sale of Goods Directive to demand the provision of data as consideration for the sale of digital products. This raises legal problems at the level of the law of obligations and data protection law, whose regulations are intended to protect the aforementioned groups of individuals. This protection becomes even more important the more gullible consumers are influenced by communicative bots. We show that there is a lack of knowledge about what value objective data can have in business transactions. The sufficient transparency of objective data value can maintain legal protection, especially of vulnerable groups, and ensure the purpose of the laws.
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1. Introduction

The company long known as “Facebook” announced on 28 October 2021, at its Facebook Connect augmented and virtual reality conference, that it was changing its corporate name to “Meta.” The new name is also meant to reflect the company’s growing ambitions beyond social media [1].

“Today we’re considered a social media company, but in our DNA we’re a company that builds technology to connect people, and the metaverse is the next frontier, just like social networks were when we started”, Meta CEO Mark Zuckerberg said.

While this new digital revolution has been positively received by users eager to communicate and by the company’s investors, there are just as many skeptics who are particularly critical of the way social bots communicate, some of them anonymously. Social bots are already being used on simple social media platforms to engage in conversation with users. The use of these software agents is criticized not only from a moral point of view but also raises numerous legal issues related in particular to the method of communication. Unlike, for example, the first social bot ELIZA [2], which was developed by Weizenbaum in 1960 and could only draw on a set of text modules, modern social bots are able to conduct unpredictable conversations through their algorithms and programs, which can have a manipulative effect on their human partner. Particularly susceptible to such manipulation are minors and vulnerable groups who lack sufficient reflection (the elderly, addicts, etc.).

In the following, we therefore discuss the application scenarios of social bots that address this target group and, specifically, their protection as consumers. The considerations refer both to classic social media (e.g., Facebook Messenger or WhatsApp) and to the
visionary ambitions of leading companies—the metaverse. Narrowing down the scope of our consideration, we focus on the use of social bots in the area of conversational commerce. This type of commerce poses legal challenges, which have also been exacerbated by a recent change in legislation at the European level and are being incorporated into everyday contractual transactions through national implementation. Therefore, in our paper, we illustrate the difficulties that arise from the communicative behavior of social bots when paying with data.

2. Methods

First, we conducted a comprehensive and detailed investigation of the legal implications of conversational commerce using social robots in metaverse and searched for relevant sources in a variety of disciplines. Thereby, we conducted research using the snowball principle primarily through search engines such as Google Scholar, Web of Science, beck-online, juris, and the Social Science Research Network. We restricted the articles to the languages German and English. In this way, we obtained a total of N = 66 articles, books, commentaries, and case law reports. These essays or book chapters provided us with an overview of the basic definitions, technical requirements, and legal discussions in the literature and case law on the currently relevant legal acts. The studies of the technically possible developments enable us to consider the legal implications of the future.

3. Social Bots and Their Occurrence

To investigate the legal implications, we need a specific starting point in relation to the conversational agents, namely social bots. Therefore, we first consider the definitions, scopes, and prerequisites of these communication agents.

3.1. Social Bots

Social bots are a subgroup of so-called conversational agents. These are software applications that process natural language and automatically respond verbally or in writing in human language [3]. Conversational agents play an important role in the field of conversational commerce. This keyword is used to convey sales, ratings, and customer service in direct dialog, e.g., via Facebook Manager or WhatsApp, in order to address customers in their familiar communication sphere [4]. This allows customers to select products without leaving the social network space. The conversational agents used for this purpose in the area of conversational commerce are known as social bots [4]. Accordingly, social bots (“bot” derives from robot, the term “social” indicates that these are algorithms and programs that preferably have effects within social media, see [5,6]) are computer programs that pretend to have a human identity and are used for manipulative purposes by communicating like humans on the internet [7]. Essentially, social bots consist of three elements: user accounts in social networks, programming interfaces, and software written in any programming language with the behavioral logic of the social bot [6,8–10]. Social bots differ from other internet phenomena, such as assistance bots, spam emails, trolls, and cyberattacks, by combining three main features:

1. an algorithm implemented in software,
2. an algorithm that impersonates a person, and
3. an algorithm that attempts to influence opinion formation (depending on their field of application, certain bots are also referred to as “Twitter bot” or “political bot”, see [11]).

The use of social bots ranges from latent influence (e.g., use of a sympathetic voice) to targeted manipulation (e.g., through the automatic writing of posts or algorithmic interaction with third-party content) [4]. In general, two types can be distinguished [12]:

1. Social bots that pursue (exclusively) commercial purposes by faking customer reviews, spreading alleged likes for products, or engaging consumers in automated sales dialogs [8,13];
2. Social bots that are used to influence public discourse, especially political opinion formation [14,15].
In the following discussion, we will focus on the first type only. The focus of the considerations presented in this article will be solely on consumer protection as it applies to the area of the new law of obligations of data. Further considerations concerning the second type go beyond the scope of the civil law of obligations and are therefore reserved for a future publication.

3.2. Areas of Application

As described, social bots operating on social media in the area of conversational commerce make use of the platform’s possibilities. They either act using the options to give likes or recommendations or make direct contact with the users of the platform. For this purpose, they use the integrated messengers, such as Facebook Messenger or the WhatsApp service. This familiar communication environment and human-like presence prevents the actual human communication partners from making rational (purchasing) decisions. Direct communication leads users to react more positively to such offers [8,13]. In addition to communication with social bots in the “real world”, using technical tools and applications, conversations are increasingly taking place entirely in digital worlds. Since the specific details, scope, and possibilities of a metaverse cannot be determined across the board, as it is currently still more of a vision than a legally secure space, we therefore look to the field of the gaming industry. The first step in the development towards a metaverse was certainly taken in the gaming industry. While in the field of gaming the virtual world offers narrowly limited possibilities determined by the developer, the metaverse is endless. However, the first approaches have already been apparent for more than 20 years. In particular, the game “Second Life”, which was launched globally in June 2003, can be considered an important milestone in metaverse research. The technical director of this game, Cory Ondrejka, described it as an online world created by its users. The users of this game navigate with virtual characters called avatars, create content, and interact with other users or bots [16]. Users can also personalize many details of the virtual environment in this game (e.g., buildings, artwork, clothing, or cars) and sell or rent them to other users within the game setting by paying a game currency [17–19]. However, this currency can be exchanged for U.S. dollars on exchange platforms provided by the game operator, so that a legally relevant purchase contract exists here. The manipulation of users by social bots in this environment is reinforced by the human-like representation of social bots as avatars: in such a virtual world, the social bot not only adopts a human-like language but can also manipulate the user through virtual gestures and appearance in the virtual world and thus conclude a sales contract (for virtual or real objects). Communication on such platforms detaches from a purely technical level and takes the user into a fictitious real world. Avatars face each other in artificially created business premises or market stalls as buyers and sellers just like in a real sales situation. Communication in this virtual world seems even more authentic than communication via messenger services can ever be and is therefore even more manipulative. At this point, the morally problematic circumstances also become relevant on a legal level. Due to family circumstances, consumers (especially vulnerable groups, such as minors or the elderly) are more easily induced to close contracts and commit to promising consideration (whether money, objects, or data) that would not have been closed or promised in more businesslike circumstances. It is precisely in this situation that the particular danger of using social bots in the conversational commerce environment arises.

3.3. Interim Conclusion

The technical developments of the environments in which communicative social bots operate clearly show that the possibilities for manipulating users are increasing and will continue to increase. While communicative agents in the realm of social networks already appear human-like, using speech tools to manipulate users to recommend products or even make sales pitches, this is amplified in the visible virtual world where the user is fully embedded as an avatar. The use of an avatar amplifies the influence of anthropomorphic
appearance and signals emotion, empathy, and understanding beyond the human voice. Research has shown that physical-looking avatars attract users’ attention more than other social bots [20]. This external, more anthropomorphized appearance reduces user rationality and facilitates deception [21,22]. This tendency will increase as metaverses evolve and move beyond mere gaming environments, including arranging services, signing brokerage contracts, or providing advocacy services in these virtual worlds [23].

4. Legal Issues

Legal issues related to conversational commerce using social (chat) bots are almost infinite and—as the aforementioned areas of application make clear—encompass all areas of law. These include criminal law issues of fraud, tax law issues of sales tax on sold virtual goods, intellectual property law issues of created components, property law issues of virtual goods, and in particular, purchase and data protection law issues when concluding a purchase as a result of a conversation with a social bot. However, further questions may arise beyond the scope of the mere conclusion of a contract. For example, due to the morally precarious and manipulative use, the legal area of unfair competition can be mentioned. Due to the fact that the objective of the laws on unfair competition is not primarily consumer protection, reference is made here to further sources: [24,25]. Since selling and advertising (digital) products is an essential aspect of conversational commerce, the focus in the following is on the regulations governing purchase law, which, however, also have an impact on data protection law aspects due to recent changes in the legal framework.

4.1. Commercialization of Data

One of the main aspects of conversational commerce is to accelerate trade and, accordingly, to conclude legally binding contracts rapidly and thus generate revenue. The principle of freedom of contract or the superior principle of private autonomy applies to these civil law contracts. Freedom of contract is explicitly recommended in the Principles of European Contract Law or Lando-Principles (PECL) [26]. The PECL are a non-legally binding collection of common contract law principles to which EU member states can refer when drafting legislation, parties can refer to when drafting contracts, and courts can refer to when interpreting the law. Although they are not legally binding, they provide a clear direction of practice for European member states. Germany has constitutionally enshrined this freedom of contract in Article 2 (1) of the German Basic Law (Grundgesetz-GG) [27–30]. It establishes the freedom to conclude and dissolve contracts within the framework of the civil law system [31]. Private autonomy complies with the constitutional concept of freedom of action but is assigned to civil law. According to this concept, individuals are supposed to be able to define their legal relationships according to their will and on their own responsibility [32,33]. The individual can claim to determine independently, without state interference, paternalism, or even coercion, how to adequately balance their conflicting interests [34].

“Private autonomy is necessarily limited and requires legal elaboration. Private law systems therefore consist of a sophisticated system of coordinated rules and organizational instruments [...]”, according to the German Federal Constitutional Court (BVerfG) in its famous guarantee decision [32].

Limits are set in this regard not only by factual circumstances, such as a lack of resources but above all by simple law, which has a protective function in addition to its regulatory function. Civil law regulations in particular are based on the need for the protection of the contracting parties [35]. For example, the law considers minors to be particularly worthy of protection. They are legally incapacitated or have only limited legal capacity and have notably limited experience in business transactions, which is why German legislation has established special protective provisions in sections 104 et seq. of the German Civil Code (Bürgerliches Gesetzbuch, BGB). For their protection, the
legislator either prevents them from participating in business activities at all or only to a limited extent.

In general, the entire contract law is based on a superordinate concept of protection and, in particular as a result of European legislation, increasingly including consumer protection regulations (e.g., special regulations on the purchase of goods, personal credit transactions, transactions conducted outside business premises, etc.). This concept of consumer protection, based on European law, needs to be taken into account in any interpretation, including newly introduced standards in contract law. Looking at the civil law framework of the purchase contract law and thus at Section 433 of the BGB (in other European legal systems, however, corresponding norms can be found, cf. e.g., Art. 1582 Code Civil (FR), Art. 1445 Código Civil (ESP)), this legislative approach becomes clear in the recently implemented regulations on “payment with data”. To ensure the highest possible level of consumer protection, the previous obligation to pay a purchase price in money as consideration for a (virtual) item is changed. The legislator permits—as part of the implementation of a European consumer protection regulation—the “payment with (personal) data”.

4.1.1. Legislative Change: Law of Obligations of Data

The conventional purchase for money and its legal structure have been modified in some respects to comply with current requirements by the implementation of the Digital Services Directive (Dir. (EU) 2019/770) [36] and the Directive on the Sale of Goods (Dir. (EU) 2019/771) [37]. The Digital Services Directive (Dir. (EU) 2019/770) is intended to support the Digital Single Market Strategy for Europe, which holistically aims to remove the main barriers to the development of cross-border e-commerce in the European Union in order to unleash this potential. The Consumer Sales Directive (Dir. (EU) 2019/771) aims to ensure a balance between a high level of consumer protection and the promotion of business competitiveness, while respecting the principle of subsidiarity. This reformulation or alignment is accompanied by a change in the civil law provisions in the national civil codes. In Germany, in particular, Section 312 (1a) in conjunction with Section 327 (3) of the BGB has given legal substance to a practice that has been common for quite some time (and was permitted under the concept of “private autonomy”): the so-called payment with data. With these regulations, it is possible to pay in digital business transactions, i.e., for digital goods, both by paying money (Section 327 (1) of the BGB) and by providing personal data (Section 327 (3) of the BGB). This implies that the payment of a monetary amount is equivalent to the provision of personal data or the obligation to provide it. However, this only applies to the scope of services of “digital products”, for which the law provides a legal definition in Section 327 (1) p. 1 of the BGB: the provision of digital content or digital services. This also includes digital games (as defined in recital 19 of the Digital Services Directive). Due to the proximity of gaming applications to other digital environments, such as the metaverse (especially since these are to be considered a preliminary stage in development), it can be assumed that transactions concluded by means of social bots in the metaverse are also covered by this definition.

4.1.2. Privacy Paradox

However, this development should also be considered critically: the business model of conversational commerce is also successful because social bots exhibit human behavior and address the user or consumer in a way that is convenient for them by occurring in the world of social networks. The same applies to a gaming environment or any other virtual world that serves as a marketplace. Especially in these business environments, users are more willing to provide their personal data, frequently in a situational and unreflective manner, due to the convenience aspect [38]. For example, email addresses are passed on in conversation, location data, or health data are shared without considering the further (data protection) consequences. Vulnerable groups, i.e., minors, the elderly or those who are not attentive enough are particularly susceptible to this unreflective
behavior. Particularly on social media platforms, personal data are shared despite the legal obligation of providing information, as consent is given without reading it. In some situations, user interfaces are deliberately designed (so-called dark patterns) so that users do not deactivate pre-activated consents (e.g., by checking consent boxes) (so-called default bias) [39]. Admittedly, there has been a recent increase in privacy awareness among digital content users. They also request a higher level of privacy in their respective online environments [40]. Nevertheless, these (supposedly critical) consumers are willing to provide the required personal data and also to consent to the processing of these data. This effect is reinforced further if a previous conversation conveys the perception that this is the right decision or that this is a free option. It is evident that the discrepancy between supposedly observed and actually practiced data protection is increasing, a process known as the “privacy paradox” [41–43]. The previously appreciated data sovereignty through personal choice is neglected when, from the consumer’s perspective, disclosure is required to add additional applications or functionalities. Evidently, the willingness to provide data will increase further if the individuals concerned can no longer distinguish between the “real world” and the “fictitious world”. If, as avatars in a perfectly simulated environment, they are seduced into providing data by the appearance and gestures of their interlocutors or in group dynamic processes, it will become increasingly difficult for individual users to resist such a request. The ability of users to be cautious will diminish with the degree of simulation, and the privacy paradox will become even more exacerbated in virtual worlds.

4.2. Legal Challenges: Privacy vs. Economic Good

Precisely such scenarios illustrate the existing discrepancy between the freedom of informational self-determination guaranteed by fundamental rights (recommendations of the PECL, implementation in Germany by Article 1 (1) in conjunction with Article 2 (1) of the GG) on the one hand and the situation-specific restricted freedom of decision on the other. Resistance to encroachments on data sovereignty and decision-making authority is limited, even in the case of responsible consumers—despite their better knowledge. In particular, due to the communicative impact of conversing with a social bot, measures to prevent such intrusions are usually abandoned quickly or not even considered. Therefore, consumers cannot always be expected reasonably weigh the right to their data and the value of the data they are disclosing. To make matters worse, it is currently not possible for consumers to (a) know the value of their data and (b) negotiate that value in a self-determined manner.

In addition to the implications for secure and sovereign use of their own data, the pressure on consumers’ freedom of choice thus generated—and now widespread—may have not only pathological (e.g., internet/gambling addiction) but also financial implications [44,45].

The development of a virtual world and the communication with human-like social bots therein will add more scenarios and business models in the future, as the new law of obligations of data in the BGB equates the provision of data with a monetary payment (Section 327 para. 3 BGB). In such scenarios, the deceived person (especially as a member of a vulnerable group) may even be more likely to recklessly disclose their data and thus an essential part of their personality due to the supposed gratuitousness of the service, instead of perceiving the “true value” of their data and consciously using it as consideration.

4.2.1. Data Protection

In this “payment transaction”, the legal act is subject to the conflict between the law of obligations, circumscribed by civil law, and data protection law. If the user discloses personal data, this information has to comply first and foremost with the requirements of data protection law, in particular the GDPR (General Data Protection Regulation) (regulations with similar provisions can also be found in other legal systems outside Europe. For an example of a legal comparison with data protection regulations in China, see [46]). Personal data is protected by the GDPR, cf. Art. 4 (1) GDPR. These initially refer to a natural person, the so-called “data subject”. This refers without limitation to all information that is in any way related to the data subject, i.e., this term is to be understood very broadly in
The principle [47]. The regulation refers to personal data used in context, such as identifying characteristics external characteristics or internal conditions, see [48,49]. This indicates—to anticipate the conclusion—that the data disclosed in the context of a sales conversation and ultimately as consideration for a digital product is personal data within the scope of the GDPR.

The operator or user of the social bot processes this data in a legally relevant manner. The term “processing” is also legally defined in the GDPR (cf. Art. 4 No. 2 GDPR and see [50]. In any case, in order to be able to appropriately accept the data provided, the data controller has to collect and arrange the data so that they can conduct a legally relevant processing of the data.

The processing of the data is generally prohibited according to the regulatory content of the GDPR, which is designed as a prohibition with a requirement of permission. An exception exists if there is a justifying circumstance. Since in the described case of the conclusion of a contract by way of conversational communication the data is consciously provided, the consent to the data processing, which is described in Art. 6 (1) p. 1 lit. a) GDPR, has to be taken into account. However, this consent has to be considered valid, as regulations on the validity of consent as an element of permission can be found in various places in the GDPR, therefore it is worth looking at Art. 4 No. 11; Art. 6 (1) p. 1 lit. a); and Art. 7 GDPR in conjunction with the recitals of the Directive to obtain a full idea of which conditions for the validity of consent have to be fulfilled regularly [51].

In our context, transparency (i.e., definiteness), informedness, and voluntariness are of particular importance. Art. 7 (2) p. 1 GDPR requires both design and content transparency. This means that the user who provides his data has to be informed about the fact of the processing but also about the scope of the processing [49]. The voluntary nature of consent has always been one of the central prerequisites for valid consent according to data protection law. At the same time, its interpretation is characterized by ambivalence: an excessively liberal understanding is accused of accepting a mere “fiction”. However, if voluntariness is understood too restrictively, the ability to control informational self-determination is called into question [52]. The provision links to the definitional standard of Art. 4 No. 11 GDPR, which defines consent as a declaration that has to be given “voluntarily”. For consent to be considered voluntary, the individual needs to have a free choice and be able to refuse or withdraw consent without suffering any disadvantages as a result. Finally, consent has to be given “in full knowledge of the facts.”

Article 7 (4) GDPR clarifies that particularly strict requirements are to be placed on these effectiveness requirements, especially with regard to any consideration. The element described there is referred to as the prohibition of coupling. Coupling in data protection law occurs when the conclusion of a contract or the provision of a service is dependent on the data subject’s consent to further collection or processing of their personal data, which is not necessary for the transaction [53]. Such a request typically serves to generate data sets that are suitable for promotional use. The prohibition of coupling is intended to protect the free and independent expression of the user’s will when giving consent and thereby prevent the emergence of a factual compulsion to consent to data use [54,55]. Admittedly, this regulation does not contain an “absolute” prohibition of coupling—this would also contradict informational self-determination [56]. This coupling can be a strong indication of the involuntariness of consent (“utmost account shall be taken”) but does not have to be (the literature is divided in this regard. Cf. [53,57,58]). Nevertheless, this is imprecise. However, a look at recital 43 makes it clear that “Consent is presumed not to be freely given if it does not allow separate consent to be given to different personal data processing operations despite it being appropriate in the individual case, or if the performance of a contract, including the provision of a service, is dependent on the consent despite such consent not being necessary for such performance.” There are voices in the literature that argue that if the legislator had intended such an absolute wording, this should also be expressed in the text of the regulation [56]. Since this is not the case, this prohibition of
coupling should, however, be applied to a particularly stringent extent when assessing “voluntariness” within the meaning of Art. 4 No. 11; Art. 6; and Art. 7 of the GDPR.

4.2.2. Law of Obligations of Data

The aforementioned law of obligations of data, which the German Civil Code (BGB) has implemented, is based to a significant extent on the Digital Services Directive (Dir. (EU) 2019/770) and the Directive on the Sale of Goods (Dir. (EU) 2019/771). Considering the terminology and legal effects of a contract of purchase, it is doubtful whether we can really speak of payment with data. Thus, a payment transaction is generally understood to be a consideration within the framework of an exchange situation in the context of a mutual contract [59]. In German law of obligations, the term “Synallagma” (meaning reciprocity) is used to describe this mutual situation. In the context of payment with data, such reciprocity relationship is rejected by a large number of opinions in the legal literature [43,60]. Recitals 24 and 25 of the Digital Services Directive, in particular, are used as justification. These considerations are based on the opinion of the European Data Protection Supervisor [61], according to which, the possibility to pay with data in the meaning of a consideration should be avoided. Personal data should not be used to objectify and subjugate as a commodity, as this ultimately constitutes a direct interference with the fundamental rights of data subjects. Moreover, consumers are also not in a position to dispose of their personal data as if it were a commodity. After all, they lack the ability to even comprehend the respective value and significance attached to their data. The disposition of personal data should be governed exclusively by the regime of the GDPR, avoiding any confusion with private law regimes [61]. Accordingly, it would be sufficient for the provision of data if there was a causal link between the service and the payment with data, but a reciprocal relationship in the sense of a “synallagma” would not be required. However, the reservations expressed have so far been ignored—on the contrary, it can be assumed that there will be further business models that enable consideration by providing data.

A number of legal questions arise in this context, e.g., how “payment with data” is to be legally classified. On the one hand, the wording of the law explicitly permits the provision of data as consideration for the provision of digital products or goods with digital content, which equates the provision of personal data on an equal basis with the provision of monetary units (Section 327 (3) of the BGB). On the other hand, however, the connection between service and consideration in the conceivable scenarios is to be a legally different one than in the case of a monetary payment. How exactly to draw the distinction here leads to considerable legal uncertainty, which needs to be clarified as quickly as possible in order to ensure the best possible consumer protection.

Crucial is the question of private autonomy on the one hand and the protection of consumers with regard to their right to informational self-determination on the other. Here, a balance has to be struck between consumers’ private autonomy with the possibility of paying with data (especially since data can also have a financial value) and the scope of protection of the GDPR, which also has an impact on private legal relationships. In this context, the aspect of the voluntary nature of consent according to data protection law, for instance, becomes the focus of consideration, since it may no longer be merely a matter of data processing “on occasion”.

5. Discussion

A detailed examination of the requirements under contract law and also data protection law shows that it is rather difficult to reconcile the interest of contract law in an equivalent consideration for a digital good and the interest of data protection law in an informal, self-acting provision of personal data.

5.1. Existing Legal Approaches

According to Art. 4 No. 11, Art. 6, and Art. 7 GDPR, informal and explicit consent requires that the data subjects are aware of the actual consequences of the provision of data.
This aspect could be restricted in the area of “conversational commerce”. The social bots used in this field of business are predestined by their humanity to exert a manipulative influence on the actual human interlocutor. In communication, individuals are pressured into disclosing certain personal data. Users are often not aware of the actual consequences. This problem is exacerbated when considering that consent also has to be given voluntarily. Precisely because of the manipulative influence on consumer behavior, users sometimes feel compelled to disclose the requested data and carelessly give their consent to data processing. However, this also eliminates the requirement that the legislator imposes on the voluntary nature of consent to data processing. Consent is voluntary if the data subject has a “real choice” whether or not to give consent [62]. In the area of disclosure of data as a result of communication with social bots, this real choice is considered highly doubtful due to perceived pressure. In addition, the GDPR provides for a prohibition of coupling, Art. 7 (4) GDPR. This provision requires that particular strict attention is paid to whether consent is voluntary. As a consideration, this is to be doubted already based on the interpretation of the regulation. These doubts are strengthened when considering the further circumstances in which the consent occurred.

However, the disclosure of data as a result of conversation with social bots is not just problematic on the level of data protection law. It is also problematic with regard to the newly introduced regulation that consumers can also fulfill their obligation arising from the purchase contract for digital goods by providing data (Section 312 (1a) in conjunction with Section 327 (3) BGB). Consumers who provide their personal data in this case are hardly aware irrespective of the problem of valid consent within the meaning of the GDPR just described—of the value that these data (may) have for the other party. However, it is expected and supported by the current draft legislation [63] that the consumer should recognize this value of the data exactly. Any consent to share personal data should require a reflective and informed decision. However, such a “perception of value” needs to be objectively ascertainable so that users can build their own subjective opinions of the consequences. Consumers need to be sensitized to the value of their personal data and their right to informational self-determination needs to be strengthened.

Accordingly, consumers need to be able to realistically assess the value of their data, although a distinction has to be made here: a particular personal datum may be more valuable to the individual consumer than to others—it is always related to the context in which it is used. The profitable data market needs to be detached from the responsibility of the data-processing companies and subjected to effective competition in order to ensure the fairness intended by the legislator. Consumers ultimately affected need to be able to assess what value the personal data they provide (or sell) actually has in the context of its use. This can be achieved, for example, by setting up a so-called “data stock exchange”. Here, a subjective opinion about the value of data in the context of conversational commerce could be objectified using a large-scale survey of various users of virtual worlds, and transparency about the objectified value of data in relation to such sales models could be established in the form of a digital twin. A corresponding research proposal is currently under review by the German Federal Ministry of Education and Research (BMBF) headed by the authors. Second, it is necessary to recognize the property of personal data as a commodity. A denial of this property, also with reference to the special influence resulting from the fundamental rights of the respective person, has simply been outdated by reality. Nevertheless, it should be recognized that these are not just any goods but goods whose transactions require special protection. An appropriate control system, comparable to that for other sensitive goods, needs to be put in place. The GDPR can be a key in this respect, but it needs to be complemented by appropriate technical, but also legal, instruments. It should be noted that the numerous references and recommendations on application interfaces already pose a particular challenge to consumers’ frustration tolerance, so more innovative alternatives (e.g., linking to incentive systems, incentives) need to be tested for their appropriateness.
5.2. Legal Basis for Design, Certification, and Construction

New technical developments always entail new legal regulations. This applies all the more to developments, such as artificial intelligence (AI) or digital products. Social bots, as used in conversational commerce, are predominantly based on AI technology, as they build their conversations on the implemented algorithms and evolve through machine learning systems, thus improving the quality of the conversation. However, this improved quality poses a particular risk to specific consumer groups, making them especially vulnerable to premature contracting. Because of the particular risk posed by new technologies, European legislators have taken action and recently issued a number of regulations, recommendations, and directives. In addition to the aforementioned Digital Services Directive (Dir. (EU) 2019/770) and the Sale of Goods Directive (Dir. (EU) 2019/771), there exists, in particular, the draft AI Regulation (COM/2021/206 final) [64], the proposal for a Directive of the European Parliament and of the Council on liability for defective products (COM(2022) 495) [65] or Regulation (EU) 2017/2394 of the European Parliament and of the Council on cooperation between national authorities responsible for the enforcement of consumer protection laws [66]. For example, the AI Regulation provides risk ratings for AI systems in terms of fundamental rights, security, and privacy, thus taking a risk-based approach. The riskier an AI-powered product is, the more restrictions it is subject to, up to and including an outright ban. This idea supports consumer protection by implementing the much-discussed buzzword of “privacy by design.”

Even though this draft AI regulation has a different focus than the Digital Services Directive (Dir. (EU) 2019/770) and the Sale of Goods Directive (Dir. (EU) 2019/771), which are the basis for transposition into national law and thus for our considerations, the idea of privacy by design is helpful to shape consumer protection as well. Therefore, in the area of payment with data, the perception of value through the design of the business partner—and thus of the social bot—should be designed to protect consumers.

6. Conclusions

Our research has shown that the use of social bots in social media has increased significantly in recent years. This may be due to the various possibilities and designs of the platforms but also because the platforms are constantly evolving. The use of manipulative social bots that entice users of such platforms to purchase (virtual) items by way of conversational commerce exacerbates the legal problems. Communicative influence in the supposedly safe virtual world is assuming dimensions that many users—especially vulnerable user groups—can no longer keep track of.

This substantive problem is being exacerbated by a further legal development. As a result of the implementation of the Digital Services Directive and the Sales of Goods Directive, it is now legally permissible to require the provision of data for the purchase of digital products or services. This raises the problem of valid consent in terms of data protection law on the one hand, and the problem of the nature and value of the consideration in terms of contract law on the other. Furthermore, the value of data as an equivalent of a purchase consideration is unclear. The value varies—depending on whether one takes the perspective of the consumer or the platform operator.

To provide the necessary transparency, it is therefore necessary to inform the user what the value of personal data is. In order to determine this objectively, however, a large number of subjectively shaped circumstances have to be examined and placed in the broader context. As long as this transparency cannot be established, the legal implementation of these data obligation regulations can only be to the detriment of consumers who are worthy of protection. However, it is precisely because of this uncertainty that conversational commerce business models are becoming increasingly successful and consumers are being increasingly manipulated. Especially in supposedly safe environments, communication with virtual bots then leads to serious financial, but above all also personal, disadvantages. This is one of the reasons why developments should be approached with caution and circumspection.


