Design and Evaluation of an Intuitive Haptic Teleoperation Control System for 6-DoF Industrial Manipulators
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Abstract: Industrial robots are capable of performing automated tasks repeatedly, reliably and accurately. However, in some scenarios, human-in-the-loop control is required. In this case, having an intuitive system for moving the robot within the working environment is crucial. Additionally, the operator should be aided by sensory feedback to obtain a user-friendly robot control system. Haptic feedback is one way of achieving such a system. This paper designs and assesses an intuitive teleoperation system for controlling an industrial 6-DoF robotic manipulator using a Geomagic Touch haptic interface. The system utilises both virtual environment-induced and physical sensor-induced haptic feedback to provide the user with both a higher amount of environmental awareness and additional safety while manoeuvring the robot within its working area. Different tests show that the system is capable of fully stopping the manipulator without colliding with the environment, and preventing it from entering singularity states with Cartesian end effector velocities of up to 0.25 m/s. Additionally, an operator is capable of executing low-tolerance end effector positioning tasks (~0.5 mm) with high-frequency control of the robot (~100 Hz). Fourteen inexperienced volunteers were asked to perform a typical object removal and writing task to gauge the intuitiveness of the system. It was found that when repeating the same test for a second time, the participants performed 22.2% faster on average. The results for the second attempt also became significantly more consistent between participants, as the inter quartile range dropped by 82.7% (from 52 s on the first attempt to 9 s on the second).
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1. Introduction

Many robotic applications within industrial sectors aim for fully autonomous, human-free operation. Indeed, using robots for repetitive tasks brings the benefits of continuous execution, with minimal to no human intervention, reducing human error and increasing throughput. However, specific tasks are not possible to fully automate, or are so rare or special that the time and money spent on researching or programming their full automation is simply not worth the investment. In other instances, such as in surgical operations [1–3], the expertise of the human operator is required. Lastly, in application areas with volatile working environments such as nuclear research, tele-operated robots are a necessity to keep working conditions safe for humans, as in [4] where Tokatli et al. use robotic arms via glove-port teleoperation for performing research in high-radiation glovebox environments, or [5] where the authors use tele-operated robots for maintenance tasks in a nuclear fuel reprocessing plant. In these cases, a teleoperation system could be used to combine the benefits of having a human operator perform the task at hand, and those of using a robust industrial robotic manipulator. More generally, in [6] Ghosh et al. describe how Remotely Instructed Robots (RIRs) can be used to strike a balance between operator interaction and autonomy as they rely on both high and low level instructions from the operator.
However, the control and movement of the robot should be sufficiently user-friendly and intuitive for the operator to effectively take control of the robot for performing highly accurate and complex tasks. When executing a task by hand, a human operator has many sensory inputs such as vision, hearing, touch, etc. With teleoperation, many of these inputs are not as easy to convey accurately. One such way of achieving this is by the use of haptic feedback. By using this technique, it is possible to simulate the sense of touch to the user, allowing the user to “feel what the robot feels”, or give the operator a better sense of tele-presence in the working environment.

In this paper, the design and evaluation of a system for intuitive teleoperation is proposed, making it possible for operators to perform highly accurate and precise manual tasks using the strengths of robotic manipulation, while providing additional safety to the operator, the robot and the environment. The control system monitors the latest state of the robot and its virtual environment continuously. It adapts the input given by the user to prevent him or her from sending the robot into a singularity or collision state. It is also possible for the user to add “restricted zones” within the working environment, although this functionality is still work-in-progress. Virtual environment-induced haptic feedback and physical sensor-induced haptic feedback are implemented via data obtained from the virtual environment and a mounted force-torque sensor respectively. The former is used to increase the sense of tele-presence by applying a force to the user when the user manipulates the robot in the neighbourhood of virtual environmental collision objects such as walls, tables, or other modelled items. The latter is meant to further optimise specific tasks with the addition of haptics.

Related Work

Sensory feedback implementation in teleoperation systems is already researched in various fields. Abdeldjallil et al. utilises VR instead of haptics as a component of the intuitive teleoperation system as visual feedback [7] in the Vicarios interface. It allows the user to view the robot and task from any angle they choose by “teleporting” to any desired position. The new relative displacement of the user compared to the robot is automatically transformed to the robot base frame. To test this setup, participants were asked to pick up a tennis ball and deposit it in a cylindrical holder. It was shown that the average success rate increased from 62.50±14.90% to 90.00±5.30% compared to the baseline condition using a real-time stereo video feed.

Lima et al. [8] implemented an increased perception of grasping during object manipulation by utilising a Geomagic Touch X haptic interface [9] in combination with a V-REP physics simulation to simulate added “weight” to the tele-manipulation when the user picks up an object by applying force feedback when the object is grasped. They tested their system both in simulation and with a real robot by a group of participants. In their tests, all participants found that this implementation of force feedback had a positive effect during object manipulation tasks.

In contrast, Argin et al. [10] make use of haptics to further aid an operator during a peg-in-hole task. Here, haptics are used in two stages. When the manipulator is holding the peg, virtual spring-damper models are utilised to induce a feeling of inertia to the user. Additionally, when the peg comes in close approximation to the hole, a second coupling is utilised to aid in guiding the peg towards the hole, facilitating an easier alignment of the peg and the hole. In this study, it was found that the haptic coupling reduced the total teleoperation time for all four test subjects. On average, the operation time was reduced from 77.54 s to 65.23 s.

To conclude, Bimbo et al. [11] make use of haptic feedback via wearable vibrotactile bracelets for added telepresence in cluttered environments. These bracelets are placed on the operators arm and vibrate at the corresponding location when the robot comes into contact with an object, indicating collision. Their test setup is comprised of various objects with different sizes, shapes and stiffnesses. A grasping object (ball) is placed randomly and hidden in this environment. A participant is then asked to locate and grasp the object using
the vibrotactile bracelets and a video feed provided by a wrist mounted camera on the robot. Their results depict an average success rate increase of 111% when using the vibrotactile feedback compared to the same system without haptics. Furthermore, the measured forces and torques exerted on the environment were significantly lower.

In contrast to the related work, the system proposed in this article improves intuitiveness during teleoperation by haptic feedback from real-world force measurements from a wrist-mounted force-torque sensor and from virtual environment input, while also monitoring the state of both the robot and the environment in real-time and adjusting the motion command given to the robot according to distance and Jacobian measurements in the virtual workspace to fully prevent collisions and singularity states. Whereas many of the examples in related work use haptics to further optimise specific robot tasks [8,10], the proposed system also provides the user of a safer working environment via both an increased sense of environmental awareness due to the applied feedback and real-time command input monitoring which alters the given command to slow the manipulator down, only in the direction that is required. This way, the operator can use the robot with a better sense of control as only the required velocity components are altered, while simultaneously receiving haptic feedback from the controller. Similar to [11], haptics are used to indicate when the operator is in close proximity to collision objects. However, Bimbo et al. generate haptic feedback when the manipulator has already come into contact with the environment, which could potentially damage both the environment and the robot. The proposed system still generates feedback to indicate nearby collision objects, while preventing the manipulator from coming into contact with said objects for an increased level of safety.

2. Materials and Methods

The focus of this work is on industrial applications, using six-degree-of-freedom (DoF) robotic manipulators in environments known a priori. Common examples are a robot alongside a conveyor belt or in a work cell, handling pick-and-place style tasks, or automatic assembly/disassembly. To be more specific to our application, the robot should be capable of moving in a constraint, but known environment, taking the limits of the environment itself, and additional “restricted zones” where (part of) the robot is allowed to move only at limited velocities and accelerations into account. It should be capable of grasping and manipulating both stationary and dynamic objects ranging in size, shape and weight. The smallest of which can be described as a small cylindrical, peg-like object with an outer diameter and height of 8.00 ± 0.02 mm, which will be discussed in Section 3.

The teleoperation system functions by taking the input of a desired control interface, and using this to anticipate and calculate the future robot and environment state, which was dubbed the continuous state monitor. Then, based on this information, the input command is altered before sending the command to the robot controller. Force feedback is applied to the user if necessary. The full system diagram can be seen in Figure 1.

2.1. Interface Input

First, the input of the control interface is read and mapped to a twist message, which can be understood by the robot-control interface. This message type consists of Cartesian linear and angular $x$, $y$ and $z$ velocities expressed in a given reference frame. In theory, any control interface (also without haptics) can be used as long as it is translated to a Twist format, as this is what subsequent processing components regarding movement require. To be able to use haptic feedback, the Geomagic Touch haptic interface [12] was chosen for further development. The motivation behind the use of the Geomagic Touch is that it is the most affordable professional impedance haptic interface on the market. As shown in Figure 2, the device is designed as a 6-DoF link system with a pen-shaped end effector for the operator to handle. Thus, the pose of the tip of the pen can be monitored via forward kinematics using a Denavit–Hartenberg analysis of the link system. The forward kinematics
are directly implemented in the Geomagic driver. The Touch also contains actuation in its first three joints. Using this, it can generate forces of up to 3.3 N with three degrees of freedom. The pen of the interface is equipped with two buttons, which can be pressed simultaneously with one finger. For added safety, in this application, movements are only processed if and only if both buttons on the pen are pressed and held. This prevents unwanted manipulator movements due to operator error such as accidentally dropping the pen.

Figure 1. Diagram of the full teleoperation control system. The haptic interface and host computer keyboard are processed using their drivers. This input is processed further into twist-style movement commands that the robot driver can understand.

Figure 2. The Geomagic Touch haptic interface.

To facilitate more user-friendly control, different control modes are added to tailor the movements of the robot to the specific situation. These modes are the proportional control mode and the velocity control mode.

In the proportional control mode, the pose of the tip of the Geomagic Touch is tracked from the point at which the buttons on the pen are pressed. This pose becomes the reference pose for all future movements until the operator lets go of the buttons and repositions the pen. In this operating mode, the end effector of the robot follows the relative displacement of the pen compared to the reference pose. This working mode is mostly designed for bridging large distances with the robotic arm.

In the velocity control mode, the robot only moves when the operator moves the pen of the Geomagic Touch. Where the proportional mode looks at the displacement between the reference pose and the current pose, the velocity mode takes the velocity of the pen
into account as well. It scales the robot velocity according to the displacement between the current pose and the pose from one time step ago. When using this control mode, a “drag-and-drop” approach has to be taken instead of the continuous movement produced by the proportional control. Because of this, this mode is well-suited for highly accurate, fine tasks that require precise movements.

When switching between the proportional and velocity based control modes while the operator is still holding down the buttons of the controller (and the robot is thus still moving), the latest pose of the pen will be assumed as the new reference pose to prevent large, unwanted movements due to the control mode switch. The maximum Cartesian velocity of the robot is limited to a maximum of 0.25 m/s for operator and environment safety (which can be lowered by the user if this is desired via keyboard input).

Both control modes are also further subdivided into different control options by allowing the user to lock and unlock specific parts of the control. This makes it possible to lock e.g., rotation or translation axes for easier task execution. These control options are displayed to the user via a heads-up-display (HUD) during operation, which is shown in Figure 3. Other options consist of altering the maximum allowed velocity of the robot, enabling and disabling vacuum, etc.

The user can, at any point, switch between these settings freely without halting the robot. The selection of the different working modes and settings are carried out via the keyboard of the host computer and fed to the Geomagic driver as shown by the system diagram in Figure 1.

![Teleoperation Control Panel](image)

**Figure 3.** Heads-up display (HUD) showing the available control modes of the teleoperation system. Using the up and down arrow keys, either the proportional or velocity control mode can be selected with translations/rotations (un)locked. The left and right arrow key allow the user to alter the maximum allowed velocity. With the space bar, the vacuum of the tool can be enabled and disabled. The R key blocks all joints except for the last for pure rotations around the flange. With the Z key, everything is blocked except translations on the z-axis of the tool. “A” disables the haptic assist. Lastly, “T” toggles between known end-effectors.

### 2.2. Continuous State Monitor

The resulting Twist-type message generated by the Geomagic driver is passed into the continuous state monitor. This system uses this input to calculate and anticipate what the next state of the robot would be, and corrects the input command if necessary to prevent the user from sending the robot into collision or singularity states, or to apply additional constraints in restricted zones. The state of the robot and the virtual environment are monitored via MoveIt! [13]. If multiple prevention mechanisms are triggered the same time (e.g., the robot is close to collision and a singularity state), the system will compare the individual $x$, $y$ and $z$ velocities and choose the lowest of each.
2.2.1. Singularity Prevention

To start, singularity states are prevented by monitoring the Jacobian matrix of both the current robot state and the anticipated future robot state. As explained by Stejskal et al. in [14], a manipulator reaches a singular state when the determinant of the Jacobian matrix equals zero. To prevent this from happening, the determinant of the current-state Jacobian is compared to a determinant threshold-value. If the current absolute determinant value becomes lower than the threshold, the robot is nearing a singular state, and the singularity monitoring functionality takes action. Now, with each input the anticipated absolute value of the future determinant value is compared to the absolute value of the current determinant value. If the absolute value of the new, anticipated determinant is closer to zero than the current absolute value, the robot is moving closer to the singular state and its input velocity is altered according to Equation (1), decelerating the Cartesian input to a minimal velocity of 0.001 m/s. As Equation (2) never becomes zero, leaving out this minimal velocity value would result in an unsolvable situation. Furthermore, 0.001 m/s is the slowest velocity that can be processed by the robot controller. Different response equations were considered before deciding on the currently used altered sigmoid function. From the authors’ perspective, this function yields the smoothest and most effective robot response compared to either a linear, exponential or power law response curve.

\[
 v_{\text{pushback}} = \frac{2 \cdot ||\vec{v}||}{1 + e^{a \cdot det + A}} - ||\vec{v}|| \\
 A = \ln \left( \frac{2 \cdot ||\vec{v}||}{(2 \cdot ||\vec{v}||) - 0.001} - 1 \right) \\
 v_{\text{resulting}} = ||\vec{v}|| - v_{\text{pushback}}
\]  

With \(||\vec{v}||\) being the length of the input velocity vector, \(det\) the current monitored determinant value and \(th_{det}\) the determinant threshold value. To test the singularity prevention component of the continuous state monitor, an operator deliberately attempts to bring the robot into various different singularity states, at different velocities to find a relation between the Cartesian end effector velocity and the minimal required determinant threshold value. Here, it was found that in this setup, a value of 0.05 worked well for all velocities up to 0.25 m/s. Because of this, it was chosen to use 0.05 as a fixed value. However, in the future, the authors would like to re-evaluate this decision and look deeper into a dynamic determinant threshold similar to the distance threshold discussed in Section 2.2.2.

2.2.2. Collision Prevention

Next, to prevent collision states, the monitoring system uses a combination of the Flexible Collision Library (FCL) [15] and the Bullet physics engine [16] to continuously check the distance between the robot (with or without attached objects) and its (virtual) environment. Here, the virtual collision environment is assumed to be a highly accurate representation of the real-world environment in terms of object positioning, orientation and general collision geometry. FCL is used to compute the positions and distance between the nearest point of the robot and the environment. A distance threshold value is added, which indicates when the system has to start altering the input velocity as the manipulator moves towards a collision object. Simply using this distance value to rescale the robot velocity results in an unpleasant teleoperation system, as the robot is slowed down in every direction as long as it is within the threshold distance region, regardless of its movement direction. Only movement components along the normal direction of the surface and towards the surface should be taken into account. To achieve this, the nearest point data found by FCL are used to perform raycasting from the robot point to the environment point to extract the normal direction of the collision surface. This is visualised in Figure 4.
The input velocity command \( \vec{v} \) can now be projected onto the normal direction \( \vec{n} \) and deconstructed into a projected \( \vec{p} \) component and a remaining \( \vec{r} \) component as follows:

\[
\vec{p} = \frac{\vec{n} \cdot \vec{v}}{\|\vec{n}\|^2} \cdot \vec{n}
\]

\[
\vec{r} = \vec{v} - \vec{p}
\]

The projected component can be rescaled similar to Formula (1) prevention

\[
v_{\text{pushback}} = \frac{2 \cdot \|\vec{p}\|}{1 + e^{\frac{\|\vec{p}\|}{\text{dist} + A}}} - \|\vec{p}\|
\]

\[
A = \ln \left( \frac{2 \cdot \|\vec{p}\|}{(2 \cdot \|\vec{p}\|) - 0.001} - 1 \right)
\]

\[
v_{\text{resulting}} = \text{vel} - v_{\text{pushback}}
\]

with \( \text{dist} \) being the measured distance and \( \text{th}_{\text{dist}} \) the distance threshold value. This rescaled and projected velocity can now be added to the remaining component to form the full, rescaled velocity vector. Additionally, a hard-stop value lets the system fully stop the robot if the distance would become lower than this value. In our tests, this was set to 0.005 m, but can be specified for the task at hand via the configuration file. The newly rescaled velocity command is used to recalculate the anticipated robot state. If this state would be within the hard-stop range, the projected velocity component is removed completely, resulting in:

\[
\vec{v} = \vec{r}
\]

In contrast to the determinant threshold value, the distance threshold is programmed to dynamically change depending on the input velocity command. When the robot is moving at lower velocities, the input alteration can start closer to the collision surface while still stopping the robot in time. This relation is empirically determined by deliberately attempting to push the robot into collision states at different velocities up to 0.25 m/s, with varying threshold values. The lowest possible threshold value without the robot...
colliding is recorded for each velocity at 0.05 m/s intervals. These results are depicted in Figure 5. This resulted in the following quadratic formulation for the implementation of the dynamic threshold value:

\[
th_{\text{dist}} = 1.0563 \cdot \text{vel}^2 + 0.079784 \cdot \text{vel} + 0.015976
\] (10)

Figure 5. Measured minimum distance values required to ensure a full stop of the robot at varying velocities and the resulting distance threshold function.

2.2.3. Restricted Zones

Lastly, it is possible for the user to add collision meshes to the environment and map them as restricted zones. When the manipulator approaches such a zone, it is slowed down similar to the collision prevention, but to a pre-specified, customisable \( v_{\text{restricted}} \). Additionally, the user can specify which links and/or tools of the robot are allowed to enter the zone via the configuration file. This way, the robot remains controllable under additional environmental constraints. An example can be seen in Figure 6. The system will treat the zone as a regular collision object while the manipulator is approaching, but keeps track of the specified zone, tool and link data separately so collision between these objects can be ignored in further processing.

Figure 6. The currently attached tool of the robot (purple) is allowed to enter the allocated restricted zone (blue) with added motion constraints, while the rest of the robot is not.
Although the restricted zone system is functional, the current implementation is computationally expensive and still in development; the induced latency could make the system unstable. Reprogramming and optimisation of this functionality is therefore added as future work.

### 2.3. Haptic Feedback Generation

Haptic feedback is realised via two different methods: (A) Virtual environment-induced haptic feedback and (B) Physical sensor-induced haptic feedback.

In situation (A), virtual environment input from the digital collision environment is utilised. Safety walls, tables, and other static collision objects (generated from STL files of the desired objects) in the virtual robot environment are taken into account by monitoring the distance between the manipulator and the collision environment as explained in Section 2.2. Once the measured distance value becomes lower than the force-distance threshold (which can be set separately from the distance threshold in the continuous state monitor), the controller will start exerting force to counteract the movement of the operator, according to the exponential function displayed in Figure 7, and given by:

\[
F_{\text{feedback}} = F_{\text{max}} \cdot e^{\lambda_F \cdot (\text{distance})}
\]  

with \( F_{\text{max}} \) being the maximum allowed feedback force, which for this interface results in 3.3 N, \( \lambda_F \) the force exponential decay constant, chosen so that at the desired force-distance threshold, the exerted force will be \( \sim 0.25 \) N as, on average, values lower were hardly noticed by volunteers. As an example, a distance threshold value of 0.100 m is assumed, resulting in a lambda value of \(-25.80\) according to Formula (12).

![Figure 7. Example of a force feedback function according to Formula (11) with a lambda value of \(-25.80\) according to Formula (12) with a distance threshold value of 0.1 m.](image)

In situation (B), an additional force-torque sensor is added to the robot end-effector to incorporate haptic feedback for specific task optimisation. In this paper, a Robotiq FT300 sensor [17] is used for all tests.

### 3. Results

#### 3.1. Singularity and Collision Prevention

To test the robot response of both the singularity and collision blocking components of the continuous state monitoring system, the operator deliberately attempts to move
the robot into a singularity or collision state. Figures 8 and 9 visualise the input velocity commands as sent to the robot via the continuous state monitor (orange) and the actual end-effector velocity monitored via the real-time joint states of the robot when approaching a singularity and collision state respectively. For the sake of readability of the figures, only one of the velocity axes of the twist command is displayed in the figures.

![Figure 8](image1.png)

**Figure 8.** End effector velocity response of the real robot (cyan) when approaching a singularity state compared to the input signal from the continuous state monitor system (orange).

![Figure 9](image2.png)

**Figure 9.** End effector velocity response of the real robot (cyan) when approaching a collision state compared to the input signal from the continuous state monitor system (orange).

Figure 8 shows that the robot follows the singularity velocity alteration accurately. From Figure 9, it can be observed that when the velocity change is more drastic to prevent collision with the environment, the robot responds within $\pm \frac{1}{4}$ th to $\frac{1}{8}$ th of a second after receiving the velocity command, moving at an input velocity of 0.1 m/s.

3.2. Intuitiveness

To test the intuitiveness and user-friendliness of the system, a set of fourteen volunteers was asked to perform two independent tasks. The group consists of 11 male and 3 female participants, of whom 5 have experience with robot control. The nine other volunteers had no prior robotic experience to the authors’ knowledge. However, none of the participants
had prior knowledge of the proposed system or its functionality. Both tasks are performed twice to gauge how much familiarity the users gain after one execution attempt.

The first task is a simulation of a real-life objective within production. Here, a transport rail is assumed with an anomalous object that should be removed by the user using a specific robot tool, both displayed in Figure 10. The anomalous object being a small, peg-like object with an inner diameter measured at 4.50 mm (±0.02 mm). The tool tip consists of a 4 mm tube, able to pick up the anomalous object using vacuum generated by a venturi element within the tool. The users are asked to:

1. Put the tool in the right orientation (Z-axis perpendicular to the table) and move the robot into the general area of the transport rail using the proportional mode;
2. Switch to the velocity-based control and move the tip of the robot tool into the hole of the anomalous object for removal;
3. Activate the vacuum of the tool, take out the object, put it down, turn it around and put it back in the rail in the correct orientation;
4. Move away from the rail in any desired control mode.

Figure 10. Execution of the object removal task with a specific robot tool using vacuum.

The time for each attempt is measured to see if there is a noticeable improvement in the performance of the test subject with respect to the first time they perform the same task. It can be noticed in Table 1 and Figure 11 that out of all 14 volunteers, all except one see a small or significant improvement in how fast they can perform the task. Looking at the single participant who performed slightly slower, it can be noticed that in this case, the time difference is small to none, with a difference of 1 s (resulting in a performance decrease of 0.7%). In general, a mean performance increase of 22.8% can be noticed over all subjects combined.
Table 1. Execution times, time differences and improvements for each participant with statistical outliers marked in red.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Attempt 1 (s)</th>
<th>Attempt 2 (s)</th>
<th>Time Difference (s)</th>
<th>Improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>100</td>
<td>91</td>
<td>9</td>
<td>9.0</td>
</tr>
<tr>
<td>P2</td>
<td>141</td>
<td>76</td>
<td>65</td>
<td>46.1</td>
</tr>
<tr>
<td>P3</td>
<td>110</td>
<td>75</td>
<td>35</td>
<td>31.8</td>
</tr>
<tr>
<td>P4</td>
<td>94</td>
<td>75</td>
<td>19</td>
<td>20.2</td>
</tr>
<tr>
<td>P5</td>
<td>139</td>
<td>84</td>
<td>55</td>
<td>39.6</td>
</tr>
<tr>
<td>P6</td>
<td>105</td>
<td>84</td>
<td>21</td>
<td>20.0</td>
</tr>
<tr>
<td>P7</td>
<td>142</td>
<td>143</td>
<td>−1</td>
<td>−0.7</td>
</tr>
<tr>
<td>P8</td>
<td>85</td>
<td>74</td>
<td>11</td>
<td>12.9</td>
</tr>
<tr>
<td>P9</td>
<td>150</td>
<td>120</td>
<td>30</td>
<td>20.0</td>
</tr>
<tr>
<td>P10</td>
<td>114</td>
<td>81</td>
<td>33</td>
<td>28.9</td>
</tr>
<tr>
<td>P11</td>
<td>79</td>
<td>67</td>
<td>12</td>
<td>15.2</td>
</tr>
<tr>
<td>P12</td>
<td>87</td>
<td>64</td>
<td>23</td>
<td>26.4</td>
</tr>
<tr>
<td>P13</td>
<td>79</td>
<td>78</td>
<td>1</td>
<td>1.3</td>
</tr>
<tr>
<td>P14</td>
<td>154</td>
<td>80</td>
<td>74</td>
<td>48.1</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>112</strong></td>
<td><strong>85</strong></td>
<td><strong>27</strong></td>
<td><strong>22.8</strong></td>
</tr>
</tbody>
</table>

Figure 11. Bar chart showing the times for each participant per attempt with the overall average per attempt (left) and the improvement% of each participant after the second attempt with the overall percentage of improvement (right).

Additionally, when representing these measurement data in a boxplot representation, as shown in Figure 12 with its data in Table A1, the gained familiarity with the system after one single execution becomes apparent. The inter quartile range (IQR) has reduced significantly going from 52 s to 9 s on the second attempt, resulting in a reduction of 82.7%. It can also be observed that the median of the second attempt is only 6 s longer than the fastest recorded time of the first attempt, while the slowest recorded time is reduced by 56 s or 36% going from 154 s to 98 s. Although there are two recorded times that are larger than 98 s, these can be seen as statistical outliers, using the definition of the minimum and maximum whisker value of a boxplot as:

\[ Max = Q_3 + 1.5 \times IQR \] (13)
where $Q_3$ and $IQR$ stand for the value of the third quartile and the inter quartile range respectively. The distance between the maximum and minimum value has also dropped significantly going from 81 s to 34 s, resulting in a reduction of 58%.

![Boxplot representation of both execution attempts](image)

**Figure 12.** Boxplot representation of the required times of the participants for both attempts.

To further analyse whether or not these results are statistically significant after removing the encountered outliers (participant seven and nine) from the data set, a paired $t$-test with a significance level of 0.05 is performed [18]. The hypothesized mean difference is set to zero to verify if there is a true mean difference between attempt one and two. The results of the paired $t$-test can be found in Table 2. Looking at these results, both the $p$-value for two-tailed $t$-tests and the static $t$-value conclude that there is a statistically significant mean difference between the first and the second attempt. Firstly, a $p$-value of 0.001 is obtained, which is lower than the significance level of the $t$-test (0.05). Secondly, the absolute value of the static $t$-value (4.411) is larger than the critical $t$-value for two-tailed $t$-test (2.201).

<table>
<thead>
<tr>
<th></th>
<th>Attempt 1</th>
<th>Attempt 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>107</td>
<td>77</td>
</tr>
<tr>
<td>Variance</td>
<td>647</td>
<td>55</td>
</tr>
<tr>
<td>Observations</td>
<td>12</td>
<td>12</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>t-Test Results</strong></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson Correlation</td>
<td>0.407</td>
<td></td>
</tr>
<tr>
<td>Hypothesised Mean Difference</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Degrees of freedom</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Alpha</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>t static</td>
<td>4.411</td>
<td></td>
</tr>
<tr>
<td>$P(T \leq t)$ two-tail</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>t Critical two-tail</td>
<td>2.201</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Paired $t$-test data of both attempts.

Just like the first task, the second is modelled after a realistic objective within the industrial production environment. For many sampling applications, it is common to make additional annotations on the object. A different tool is attached to the robot to be able to hold a pen. The users are asked to write the numbers one through five on a piece of paper as shown in Figure 13 using a specialised, altered control mode of the robot specific
for this task. Only forces along the Z-axis are utilised as these will change when the pen presses down on the paper. When the applied force exceeds a specified threshold value, the operator will not be able to move the robot tool down any further. An equivalent, scaled force will be applied back to the user along the interface’s Z-axis in the opposite direction to convey a sense of touch from the tip of the pen on the table. As an additional visual validation, the participants are also asked to write the numbers by hand to see how closely the teleoperation results resemble their natural handwriting.

Figure 13. Tool used for the writing task (top) and result of both attempts for a single participant with their handwritten examples (bottom).

From Figure 13, an improvement in readability can be observed going from the first to the second attempt. The second attempt also approaches the participant’s natural handwriting more closely, although this is a visual, subjective conclusion. Similar results can be observed for the other participants, whose writing results can be consulted in Appendix C.

After performing the tasks with the robot, all volunteers were asked to fill in a survey to gauge how they experienced the teleoperation system. It is comprised of a set of eight questions using the four-point Likert scale technique [19,20] similar to the approach of [8], where they also used the Likert scale with two four-point questions for 17 participants.

The following eight questions were asked:

1. Do you find navigating towards the anomalous object intuitive?
2. Is the system in your experience accurate enough to perform the task at hand?
3. Do you find the different operation modes to be of added value for the execution of the task?
4. Is the difference between proportional and velocity based control clear?
5. Do you find the working area limitations useful?
6. How intuitive do you find the system for writing (numbers)?
7. Did you find the second attempt to be easier than the first?
8. Is the force feedback a useful addition for this task?
For each question, the volunteers can indicate whether they experienced this aspect as either very negative, negative, positive, or very positive.

Looking at the results of this questionnaire in Table A2, it can be seen that the overall reception of the system can be seen as very positive to positive. On average, the answers very positive and positive were given 62.5% and 29.5% out of the total, while only 8% of the answers fall in the negative category. Moreover, the very negative option was never indicated by any of the users. These results are also visualised in Figure 14.

![Figure 14](image)

**Figure 14.** Pie chart showing the responses to the Likert-questionnaire with the percentages of answers in the ‘Very negative’, ‘Negative’, ‘Positive’ and ‘Very positive’ categories.

It can be noticed from these results that the users experienced the writing task as less intuitive than the object-removal task. When looking at the results for each task individually as shown in Figure 15, for the first task, people experienced the system as very positive, gaining 77.1% of the votes. With 20.0% and 2.9% going to positive and negative respectively. For the second task on the other hand, while people are still positive overall, a bigger variation in results can be seen as this task scored 38.1%, 45.2% and 16.7% on very positive, positive and negative respectively.

![Figure 15](image)

**Figure 15.** Pie chart showing the overall reception of the teleoperation system for the individual object-removal task (left) and writing task (right).
4. Conclusions

This paper presents a haptic teleoperation system for industrial 6-DoF robotic manipulators using a haptic interface. For validation, the Geomagic Touch controller was implemented.

The continuous state monitor system is capable of preventing both singularity states and collisions by using the input command given by the operator and the data from the measurements in the virtual working environment to anticipate the future robot state, and adapt the input command accordingly by rescaling the velocity via either Formula (1) or Formula (6). Haptics were realised via virtual environment input using measurement data of a virtual copy of the working environment, or physical sensor input from the mounted force-torque sensor. Using the distance measurements, force-feedback to the user is scaled according to Formula (11).

A group of 14 voluntary participants was asked to test the system by executing an object removal task and a writing task, both simulating real tasks in a production environment. The tasks were executed two times to gauge how much the participants performed better after one execution of the task to gain familiarity. For the object removal task, it was found that on the second attempt, an overall improvement of 22.8% could be observed. Moreover, the IQR of the measured times has decreased by 82.7%. A paired t-test further confirms the statistically significant mean difference between the first and second attempt after eliminating two outliers from the data set. For the writing task, it could be observed that the second writing attempt was in general more readable and closer to the user’s natural handwriting.

All participants were asked to fill out a questionnaire at the end where they could indicate how intuitive they perceived different parts of the system. Here, it was found that 92% of all answers fell in the Positive or Very positive category. From the questionnaire it can be derived that the second task was found to be less intuitive than the first. It can be concluded that on mean average, the participants experienced the system as being intuitive.

As future work, the authors would like to revisit the possibility of using a dynamic determinant threshold. Additionally as stated in Section 2.2.3, it is planned to further optimise and reprogram the restricted zone functionality for better overall performance, stability and usability. The authors would like to implement spring-damper models similar to [10] to take the robot’s dynamics into account more accurately. In the current setup, only the closest distance between the robot and the environment are taken into account. The authors would like to expand this with additional points to prevent the system from locking the manipulator in a local minimum. Although the user tests and paired t-test give an indication of the intuitiveness of the system, the authors would like to perform practical intuitiveness tests with larger group sizes to further gauge how intuitive the system is. Lastly, as this work focuses on performing a static task, additional work will be performed to also incorporate dynamic tasks.
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Appendix A. Boxplot Data for Participants’ Test Results

Table A1. Boxplot data for each attempt.

<table>
<thead>
<tr>
<th></th>
<th>Attempt 1 (s)</th>
<th>Attempt 2 (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>73</td>
<td>64</td>
</tr>
<tr>
<td>First quartile</td>
<td>89</td>
<td>75</td>
</tr>
<tr>
<td>Median</td>
<td>108</td>
<td>79</td>
</tr>
<tr>
<td>Third quartile</td>
<td>141</td>
<td>84</td>
</tr>
<tr>
<td>Maximum</td>
<td>154</td>
<td>98</td>
</tr>
<tr>
<td>Inter Quartile Range (IQR)</td>
<td>52</td>
<td>9</td>
</tr>
</tbody>
</table>

Appendix B. Users’ Questionnaire Response Results

Table A2. Responses of volunteers to the proposed questionnaire in total number of votes and percentages.

<table>
<thead>
<tr>
<th>Question Nr.</th>
<th>Very Negative</th>
<th>Negative</th>
<th>Positive</th>
<th>Very Positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Question 1</td>
<td># of votes</td>
<td>0</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>Percentage</td>
<td>0.0%</td>
<td>0.0%</td>
<td>50.0%</td>
<td>50.0%</td>
</tr>
<tr>
<td>Question 2</td>
<td># of votes</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Percentage</td>
<td>0.0%</td>
<td>0.0%</td>
<td>7.1%</td>
<td>92.9%</td>
</tr>
<tr>
<td>Question 3</td>
<td># of votes</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Percentage</td>
<td>0.0%</td>
<td>7.1%</td>
<td>7.1%</td>
<td>85.7%</td>
</tr>
<tr>
<td>Question 4</td>
<td># of votes</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Percentage</td>
<td>0.0%</td>
<td>0.0%</td>
<td>21.4%</td>
<td>78.6%</td>
</tr>
<tr>
<td>Question 5</td>
<td># of votes</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Percentage</td>
<td>0.0%</td>
<td>7.1%</td>
<td>14.3%</td>
<td>78.6%</td>
</tr>
<tr>
<td>Question 6</td>
<td># of votes</td>
<td>0</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Percentage</td>
<td>0.0%</td>
<td>14.3%</td>
<td>71.4%</td>
<td>14.3%</td>
</tr>
<tr>
<td>Question 7</td>
<td># of votes</td>
<td>0</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>Percentage</td>
<td>0.0%</td>
<td>21.4%</td>
<td>35.7%</td>
<td>42.9%</td>
</tr>
<tr>
<td>Question 8</td>
<td># of votes</td>
<td>0</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Percentage</td>
<td>0.0%</td>
<td>14.3%</td>
<td>28.6%</td>
<td>57.1%</td>
</tr>
</tbody>
</table>

| Total        | # of votes    | 0        | 9        | 33            | 70            |
| Percentage   | 0.0%          | 8.0%     | 29.5%    | 62.5%         |
Appendix C. Participants’ Writing Results

Figure A1. Participants’ writing results.
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