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Abstract: The United States NRCS has a soil database that has data collected from across the country over the last several decades. This also includes soil spectral scans. This data is available, but it may not be used to its full potential. For this study, pedon, horizon and spectral data was extracted from the database for samples collected from 2011 to 2015. Only sites that had been fully described and horizons that had been analyzed for the full suite of desired properties were used. This resulted in over 14,000 samples that were used for modeling and eight soil properties: soil organic carbon (SOC); total nitrogen (TN); total sulfur (TS); clay; sand; exchangeable calcium (Caex); cation exchange capacity (CEC); and pH. Four chemometric methods were employed for soil property prediction: partial least squares (PLSR); Random Forest (RF); Cubist; and multivariable adaptive regression splines (MARS). The dataset was sufficiently large that only random subsetting was used to create calibration (70%) and validation (30%) sets. SOC, TN, and TS had the strongest prediction results, with an $R^2$ value of over 0.9. Caex, CEC and pH were predicted moderately well. Clay and sand models had slightly lower performance. Of the four methods, Cubist produced the strongest models, while PLSR produced the weakest. This may be due to the complex relationships between soil properties and spectra that PLSR could not capture. The only drawback of Cubist is the difficult interpretability of variable importance. Future research should include the use of environmental variables to improve prediction results. Future work may also avoid the use of PLSR when dealing with large datasets that cover large areas and have high degrees of variability.
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1. Introduction

The chemometric modeling of soil properties using diffuse reflectance spectroscopy (DRS) spans over two decades. The attractive feature of soil DRS is that it is a rapid, cheap and non-destructive method that does not require reagents or produce chemical waste relative to traditional laboratory soil analysis, so it has been promoted as a complimentary surrogate to traditional analysis especially for large research projects [1–5]. Most early studies focused on small-scale data sets, in terms of the number of samples acquired and/or the geographic extent of the study location, e.g., [6–12]. These studies typically modeled total carbon (TC), soil organic carbon (SOC) or organic matter (OM), inorganic carbon (IC), total nitrogen (TN), moisture content, sand, clay, pH and/or electrical conductivity (EC). Some studies had also modeled other properties specific to their objectives, such as total elemental content e.g., [13], extractable nutrients e.g., [14], biological properties e.g., [15] or engineering properties e.g., [16]. Some studies were focused on underdeveloped or under-studied regions to test the capability of soil chemometric modeling and determine if the technology would be beneficial [17–26]. Other studies have tested the efficacy of model transfer [27]. As progress was made and the value of DRS was realized (as well as increases in computing...
power), larger projects came about, aimed at collecting and scanning thousands of samples over a country or continent to build large spectral datasets.

For the purposes of this paper, we are defining a large spectral library (LSL) as one with 1000 or more samples. For simplicity, we are only reporting one paper per study, since some authors have multiple papers published around the same time using the same dataset but with different goals. A review of the literature showed that the earliest documented LSL soil chemometric study was by Shepherd and Walsh [24], where several soil properties from over 1000 samples were modeled using multivariate adaptive regression splines (MARS). The strongest models were derived for exchangeable Ca, exchangeable Mg, effective cation exchange capacity (CEC) and SOC where $R^2$ value greater than 0.9 were achieved. Brown et al. [28] used over 4000 compositionally diverse samples from a global sample set to model soil properties using boosted regression trees to predict SOC, CEC and clay with good results. Gogé et al. [29] used over 2000 French national samples to produce strong model predictions for SOC, CEC and clay and good predictions for sand. The same year the results of modeling several soil properties across Australia, including SOC, TN, clay and sand, were reported with moderate results [30]. Several LSL studies were published between 2013 and 2020, providing the results on one-to-three soil properties, most commonly SOC (or SOM), clay, sand and TN [31–39]. More recent attempts have use LSLs with over 10,000 samples for soil property modeling and prediction. These include the LUCAS dataset, that covers most of Europe [40,41], the Brazilian Soil Spectral Library (BSSL) that covers all of Brazil [42] and global soil datasets [43].

In the US, the Natural Resource Conservation Service’s (NRCS) Kellogg Soil Survey Laboratory (KSSL), under the United States Department of Agriculture (USDA), has been an agency that collects, measures and records data from soil pedon and horizon observations across the United States. This data has been entered into a large database spanning several decades of work. More recently, the NRCS-KSSL has been scanning soils in the Vis-NIR and NIR regions using diffuse reflectance spectroscopy instrumentation, adding this data to the database. Despite the availability of both Vis-NIR and MIR data, MIR spectra have been the primary dataset of interest to researchers lately e.g., [44–48]. The use of the Vis-NIR data from the NRCS-KSSL spectral library has not been published too considerably [45,49,50]. This discrepancy may be due to the presumption that chemometric models built from MIR data greatly outperform Vis-NIR models, since the MIR region contains the fundamental vibrations from absorption. Bellon-Maurel and McBratney [4] reviewed the applications of both NIR and MIR on different forms of soil C, finding small improvements using MIR over NIR. These improvements are greater when the calibration and validation sets are very similar to each other. Despite this, there are several instances where Vis-NIR or MIR outperforms MIR when predicting soil nutrients or fertility parameters [51–56], and one does not know how data will perform until it has been used to model.

The use of Vis-NIR for the prediction of soil properties still warrants study, especially when considering instrument environmental sensitivity, instrument costs and labor of MIR measurements. Additionally, the data in the NRCS-KSSL database has not been fully utilized for soil spectral modeling, so different approaches and goals are still needed. For US stakeholders, this is critically important. US soils are highly diverse, spanning different parent materials, climates, ecologies, land uses, topography, etc. [57], and VNIR modeling across large regions is still of major interest to address soil quality, soil health and soil quality [58,59]. The goal of this study was to model and predict soil properties using chemometric and machine learning methods that allow for spectral interpretation. The objectives of this study were to (1) apply chemometric and machine learning methods to predict soil properties using Vis-NIR spectra and soil pedological and analytical data from the NRCS-KSSL spectral library, (2) compare model performance across modeling approaches and (3) assess and compare wavelength importance between approaches and attribute important wavelengths to functional groups.
2. Materials and Methods

2.1. Dataset Description and Extraction

The data used in the study was obtained from the Kellogg Soil Science Laboratory (KSSL) through the Natural Resource Conservation Service (NRCS) circa June 2016. This data is of high quality due to the standardized and well-documented soil sample collection, preparation and analytical methods employed by the NRCS [60]. The database contains pedon site, soil layer, measured soil properties and Vis-NIR soil reflectance data. Soil properties were measured using widely accepted laboratory analytical methods. The Vis-NIR data was collected on a visible and near-infrared spectrometer (ASD LabSpec 2500, Analytical Spectral Devices, Boulder, CO, USA) in the spectral range of 350–2500 nm with spectral resolution of 1 nm. The soil sample (ground < 2 mm fraction) was placed in sample holder with a quartz glass window and pressed. The sample was then placed onto the Muglamp. The sample was illuminated from the bottom of the sample holder and scanned 100 times; the scans were then averaged into a single spectrum.

The KSSL data was stored in a Microsoft Access database, which was queried to extract soil pedon data, soil layer (horizon) data. The Vis-NIR spectra was held in a separate folder where the filenames are listed in the database. The query was specified so that soil layer data was only returned if it met the following conditions: it had a soil horizon designation, soil layer top and bottom depths were recorded, soil profile latitude and longitude was measured down to seconds, it was classified at the soil taxonomic order level, and had an existing Vis-NIR spectra file, and was sampled from within the contiguous United States. The query was performed for each soil property of interest, which included: soil organic carbon (SOC); total nitrogen (TN); total sulfur (TS); total clay; sand; exchangeable calcium (Ca); cation exchange capacity (CEC); and pH (1:2 0.01M CaCl2). The filename of the spectrum for each layer was then used to compile the spectra for all the extracted layers into a single file.

The soil properties were measured according to methods in the Kellogg Soil Survey Laboratory Methods Manual [60]. The percentage of SOC was calculated from the difference of percent total carbon by combustion (Procedure Code: 4H2a) and calcium carbonate equivalent by hydrochloric acid dissolution with manometer (Procedure Code: 4E1a1a1a-2) after conversion to percent inorganic carbon. The percentage of TN and TS were measured by combustion (Procedure Code: 4H2a). The clay faction was measured using the Pipette method and the sand faction via sieving (Procedure Code: 3A1a1a). CEC and Caex were determined using ammonium acetate with KCl displacement (Procedure Code: 4B1a2a). Soil pH was measured with 1:2 0.01 M CaCl2 suspension (Procedure Code: 4C1a2a2).

2.2. Data Screening and Processing

The extracted data was split into pedon (profile/site) data and layer (horizon) data. Pedon data, with coordinates, was imported into ArcMap to check the quality of the coordinate data. Several points were clearly not correct, and the best attempts to correct the data were made based on auxiliary data (project identification number, state, etc.) and recognizing common translation errors of numbers from paper records. Points that could not be reconciled were removed. The remaining points were used to create the final pedon data table. Layer/horizon data, which contains horizon designations and measured soil property data, was screened to ensure values make sense, and did not exceed theoretical limits. For example, the three components of soil texture (clay, silt and sand) were summed to ensure they do not exceed 100 percent total. No records were flagged and removed as erroneous data, but some assumptions were made due to the nature of some methods. For example, inorganic carbon was measured using hydrochloric acid dissolution and manometer which occasionally resulted in negative values. In these cases, it was assumed that there was no carbonate, and the value was changed to zero. Some horizons did not have a measurement for every soil property but that was due to the type of horizon it was. For example, some O horizons did not have any measurements for soil texture.
The spectral data was screened to ensure reflectance measurements did not exceed theoretical limits, from 0.0 to 1.0. A total of 68 records were flagged for removal: 15 for containing positive or negative infinity values, 50 for containing ‘NA’ values and three for containing all 1.0 values. Principal component analysis and Mahalanobis distances confirmed that these samples were outliers, and they were subsequently removed. The remaining spectra were processed to remove an artifact cause by the detectors in the spectrometer. A Savitzky-Golay cubic smoothing filter with a window size of nine was applied to the spectral data to reduce noise and enhance spectral features [61]. The spectral range of the data was reduced to 400–2475 nm to remove potential noisy detector edge effects. The final pedon, layer and spectral data were matched by the layer identifier to create the final datasets for analysis.

2.3. Chemometric Modeling

The soil spectra were transformed using several pretreatment methods prior to chemometric modeling, as the best treatment was not known a priori. These techniques included Savitzky-Golay smoothing (SG-S), Savitzky-Golay first and second derivatives (abbreviated as SG-1d and SG-2d, respectively), standard normal variate (SNV), log transformation (LOG) and continuum removal by subtraction and division (CR-S and CR-D, respectively).

Data screening resulted 14,574 samples/layers for modeling. Due to the size of the dataset, random sampling was determined to be an adequate method for splitting the samples into calibration and validation sets (70% and 30%, respectively). The calibration and validation sets were the same for all soil properties modeled. Four methods were used for chemometric modeling. Partial least squares regression (PLSR) has been a stable method in chemometrics. Here, PLSR was performed with the R-package ‘pls’ using the orthogonal scores algorithm [62]. Cross-validation was used with 10-folds, and the maximum number of latent variables was set at 200. The optimal number of latent variables was selected based on the minimized root mean squared error (RMSE). The tree-based method Random Forest was used as a non-parametric, data mining method [63]. The R-package ‘ranger’ was used to create the Random Forest models with the number of trees set to 3625 (approximately 25% of the number of samples). The Cubist method, a regression rules algorithm that combines a tree-based structure with linear regression models, was incorporated due to its ability to handle large datasets with high dimensionality [64]. Cubist was employed with R-package ‘Cubist’ with 50 committee and 0 or 9 neighbors. The fourth modeling method was multivariate adaptive regression splines (MARS), a method designed for high-dimensional data that employs splines that are able to capture multi-level interactions [65]. MARS models were created with the R-package ‘earth’ with the maximum number of degrees set to 10 and the maximum number of terms set to 50. Ten-fold cross-validation for Cubist and MARS was performed with the R-package ‘caret’ using the minimization of RMSE for model parameter or term selection.

3. Results and Discussion

3.1. Data Summary and Statistics

Data that met the criteria mentioned in the previous section resulted in 2618 pedons and 14,428 horizons/layers. These soils and the resulting data were collected, described and measured between 2011 and 2015, and were sampled within the continental United States. Table 1 shows the number of pedons represented by each soil order according to the USDA soil taxonomy [66]. The pedon data is dominated by Molisols, which represent 32% of the pedons, followed by Alfisols (16%) and Inceptisols (12.3%). The dataset does not well represent Andisols, Gelisols, Histosols and Vertisols, of which there are less than 100 pedons of each, and Oxisols, where there are none. Figure 1 shows the distribution of the pedons across the continental United States. Since this data was extracted after it has been collected, the distribution of pedon points reflects the projects that the NRCS was working on between 2011 and 2015, and thus are not evenly distributed across the United
States. The map shows a large concentration of points around Kansas, with points extending into Nebraska, Oklahoma, Arkansas and Iowa, where much farmland is found. However, parts the southeastern US are not well represented, including much of Florida and the southern Atlantic Seaboard. Parts of New England, Kentucky, Missouri, Arizona and Montana are also not well represented.

**Table 1.** Distribution of soil pedons, extracted from the NRCS-KSSL database, across USDA soil orders and the number of suborders represented for each soil order.

<table>
<thead>
<tr>
<th>Soil Order</th>
<th>n</th>
<th>%</th>
<th>Suborders Represented</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alfisols</td>
<td>418</td>
<td>16.0</td>
<td>5/5</td>
</tr>
<tr>
<td>Andisols</td>
<td>90</td>
<td>3.4</td>
<td>6/8</td>
</tr>
<tr>
<td>Aridisols</td>
<td>202</td>
<td>7.7</td>
<td>7/7</td>
</tr>
<tr>
<td>Entisols</td>
<td>236</td>
<td>9.0</td>
<td>6/6</td>
</tr>
<tr>
<td>Gelisols</td>
<td>25</td>
<td>1.0</td>
<td>3/3</td>
</tr>
<tr>
<td>Histosols</td>
<td>76</td>
<td>2.9</td>
<td>5/5</td>
</tr>
<tr>
<td>Inceptisols</td>
<td>323</td>
<td>12.3</td>
<td>7/7</td>
</tr>
<tr>
<td>Mollisols</td>
<td>838</td>
<td>32.0</td>
<td>6/8</td>
</tr>
<tr>
<td>Oxisols</td>
<td>0</td>
<td>0.0</td>
<td>0/5</td>
</tr>
<tr>
<td>Spodosols</td>
<td>174</td>
<td>6.7</td>
<td>4/5</td>
</tr>
<tr>
<td>Ultisols</td>
<td>194</td>
<td>7.4</td>
<td>3/5</td>
</tr>
<tr>
<td>Vertisols</td>
<td>42</td>
<td>1.6</td>
<td>5/6</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>2618</td>
<td>100</td>
<td>57/70</td>
</tr>
</tbody>
</table>

**Figure 1.** Map of soil pedons used in this study across the continental United States.

Table 2 shows the distribution of the soil layer data within horizon designations, according to the 12th Edition of the Keys of Soil Taxonomy [66]. Combinational and transitional horizon designations were split into master horizon and subordinate horizon regardless of the type, so an AB horizon and an A/B horizon would both have an A master
horizon and a B subordinate horizon. B master horizons are the most dominant, which is likely because many soil profiles tend to have more than one B horizon. O and E master horizons are less common because they require certain conditions to form. L and R master horizons are not well represented in the dataset, but they were not removed since stratifying by horizon designation is not the focus of this study. The horizon suffixes t, k, p, g and w are the most commonly occurring in this dataset (not shown).

Table 2. Distribution of soil layers, extracted from the NRCS-KSSL database, across horizon designations.

<table>
<thead>
<tr>
<th>Horizon Designation</th>
<th>Dominant Horizon</th>
<th>Subordinate Horizon</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>564</td>
<td>40</td>
</tr>
<tr>
<td>L</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td>A</td>
<td>3695</td>
<td>193</td>
</tr>
<tr>
<td>E</td>
<td>551</td>
<td>297</td>
</tr>
<tr>
<td>B</td>
<td>7281</td>
<td>379</td>
</tr>
<tr>
<td>C</td>
<td>2328</td>
<td>807</td>
</tr>
<tr>
<td>R</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3 provides summary statistics of selected soil properties. The table also includes the number of instances where a layer had a no value (NA) or a value of 0 recorded. In this dataset, SOC ranges from 0 to 57.2% with a mean of 2.5% and median of 0.52%, thus skewness and kurtosis are high. There is one record with a ‘NA’ value and 288 records with a value of 0%. TN has a range of 0 to 4.17%; the mean is 0.17% and the median is 0.07%, which results in a high positive skewness and very high kurtosis. There are 10 layers with values of ‘NA’ and 1156 layers with a value of zero. TS is highly skewed and peaked. It ranges from 0 to 25.2% but has very small mean and median of 0.17% and 0.01%, respectively. TS also has 10 layers with a value of ‘NA’ and 4562 layers with a value of zero. The range of total clay extends from 0 to 96.1%, with a mean of 21.4% and median of 19.6%. Total sand has a range of 0.20 to 100%, with a mean of 42.6% and a median of 38.7%. Both properties are not very skewed, and there are 341 layers with a value of ‘NA’. Exchangeable Ca of these soils ranges from 0 to 372 cmol·kg⁻¹ with a mean of 22.7 cmol·kg⁻¹ and median of 10.5 cmol·kg⁻¹, and is positively skewed and very peaked. CEC has a range of 0 to 585 cmol·kg⁻¹; the mean is 17.3 cmol·kg⁻¹ and median is 13.3 cmol·kg⁻¹. The distribution of CEC is positively skewed and highly peaked. Cₐₑ and CEC both have 146 layers with values of ‘NA’. Measured pH in 1:2 0.01M CaCl₂ ranges from 2.3 to 10.5 with a mean of 6.0 and a median of 5.8. There are 173 layers with a value of ‘NA’. The records with ‘NA’ values were not analyzed with the specific method, as it was not appropriate for the type of soil horizon.

Table 3. Summary statistics of selected soil properties from the KSSL dataset and their respective NRCS Procedure Code.

<table>
<thead>
<tr>
<th>Soil Properties Procedure Codes</th>
<th>Min.</th>
<th>Q1</th>
<th>Mean</th>
<th>Median</th>
<th>Q3</th>
<th>Max.</th>
<th>Range</th>
<th>IQR</th>
<th>SD</th>
<th>CV</th>
<th>Skew.</th>
<th>Kurt.</th>
<th>NAs</th>
<th>Zeros</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soil Organic C (%)</td>
<td>0.00</td>
<td>0.18</td>
<td>2.50</td>
<td>0.52</td>
<td>1.46</td>
<td>57.2</td>
<td>57.2</td>
<td>1.28</td>
<td>7.42</td>
<td>2.97</td>
<td>5.15</td>
<td>30.4</td>
<td>1</td>
<td>288</td>
</tr>
<tr>
<td>Codes: 4H2a and 4E1a1a1a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total N (%)</td>
<td>0.00</td>
<td>0.03</td>
<td>0.16</td>
<td>0.07</td>
<td>0.14</td>
<td>4.17</td>
<td>4.17</td>
<td>0.12</td>
<td>0.35</td>
<td>2.24</td>
<td>5.51</td>
<td>38.3</td>
<td>10</td>
<td>1156</td>
</tr>
<tr>
<td>Code: 4H2a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total S (%)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.17</td>
<td>0.01</td>
<td>0.02</td>
<td>25.2</td>
<td>25.2</td>
<td>0.02</td>
<td>1.24</td>
<td>7.18</td>
<td>11.5</td>
<td>147</td>
<td>10</td>
<td>4562</td>
</tr>
<tr>
<td>Code: 4H2a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Clay (%)</td>
<td>0.00</td>
<td>7.90</td>
<td>21.4</td>
<td>19.6</td>
<td>31.5</td>
<td>96.1</td>
<td>96.1</td>
<td>0.23</td>
<td>15.9</td>
<td>0.70</td>
<td>0.70</td>
<td>3.20</td>
<td>341</td>
<td>231</td>
</tr>
<tr>
<td>Code: 3A1a1a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sand (%)</td>
<td>0.20</td>
<td>16.2</td>
<td>42.6</td>
<td>38.7</td>
<td>66.2</td>
<td>100</td>
<td>99.8</td>
<td>50.0</td>
<td>29.4</td>
<td>0.70</td>
<td>0.30</td>
<td>1.90</td>
<td>341</td>
<td>0</td>
</tr>
</tbody>
</table>
3.2. Prediction Results

The prediction results of all four modeling methods are presented in Table 4. A cursory glance shows that the metrics for validation may be slight better than those of cross-validation with TS models displaying this behavior to the largest degree. This may be because one random subsetting into calibration and validation sets was performed, so that each model was constructed from data from the same samples regardless of modeled property. This may have caused the data to be unbalanced in some respects and cause validation metrics to be better than calibration/cross-validation. However, each model was constructed using 10-fold cross-validation without resampling, which is the standard technique to combat overfitting. Stratified cross-validation is one technique that could be used to help, but it was not part of the scope of this paper.

Table 4. Cross-validation and validation prediction metrics of the best models for each soil property.

<table>
<thead>
<tr>
<th>Property</th>
<th>Method</th>
<th>Pretreat.</th>
<th>N *</th>
<th>CV</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>R²</td>
<td>RMSE</td>
</tr>
<tr>
<td>SOC (%)</td>
<td>PLSR</td>
<td>LOG</td>
<td>148</td>
<td>0.88</td>
<td>2.59</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>SG-1d</td>
<td></td>
<td>0.94</td>
<td>1.78</td>
</tr>
<tr>
<td></td>
<td>Cubist</td>
<td>CR-S</td>
<td></td>
<td>0.94</td>
<td>1.82</td>
</tr>
<tr>
<td></td>
<td>MARS</td>
<td>SG-1d</td>
<td>26</td>
<td>0.92</td>
<td>2.09</td>
</tr>
<tr>
<td>TN (%)</td>
<td>PLSR</td>
<td>LOG</td>
<td>197</td>
<td>0.83</td>
<td>0.145</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>SG-1d</td>
<td></td>
<td>0.91</td>
<td>0.110</td>
</tr>
<tr>
<td></td>
<td>Cubist</td>
<td>CR-D</td>
<td></td>
<td>0.92</td>
<td>0.100</td>
</tr>
<tr>
<td></td>
<td>MARS</td>
<td>CR-D</td>
<td>43</td>
<td>0.86</td>
<td>0.135</td>
</tr>
<tr>
<td>TS (%)</td>
<td>PLSR</td>
<td>SNV</td>
<td>48</td>
<td>0.93</td>
<td>0.310</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>SG-1d</td>
<td></td>
<td>0.91</td>
<td>0.317</td>
</tr>
<tr>
<td></td>
<td>Cubist</td>
<td>CR-D</td>
<td></td>
<td>0.92</td>
<td>0.260</td>
</tr>
<tr>
<td></td>
<td>MARS</td>
<td>CR-D</td>
<td>30</td>
<td>0.89</td>
<td>0.348</td>
</tr>
<tr>
<td>Clay (%)</td>
<td>PLSR</td>
<td>SNV</td>
<td>58</td>
<td>0.65</td>
<td>9.35</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>SG-1d</td>
<td></td>
<td>0.76</td>
<td>7.80</td>
</tr>
<tr>
<td></td>
<td>Cubist</td>
<td>SNV</td>
<td></td>
<td>0.85</td>
<td>6.23</td>
</tr>
<tr>
<td></td>
<td>MARS</td>
<td>SG-1d</td>
<td>50</td>
<td>0.73</td>
<td>8.14</td>
</tr>
<tr>
<td>Sand (%)</td>
<td>PLSR</td>
<td>SG-S</td>
<td>158</td>
<td>0.56</td>
<td>19.5</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>SG-1d</td>
<td></td>
<td>0.69</td>
<td>16.3</td>
</tr>
<tr>
<td></td>
<td>Cubist</td>
<td>SNV</td>
<td></td>
<td>0.75</td>
<td>14.8</td>
</tr>
<tr>
<td></td>
<td>MARS</td>
<td>SG-1d</td>
<td>50</td>
<td>0.60</td>
<td>18.6</td>
</tr>
<tr>
<td>Ca oxide (cmol·kg⁻¹)</td>
<td>PLSR</td>
<td>CR-D</td>
<td>72</td>
<td>0.82</td>
<td>16.2</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>SG-1d</td>
<td></td>
<td>0.87</td>
<td>13.2</td>
</tr>
<tr>
<td></td>
<td>Cubist</td>
<td>CR-D</td>
<td></td>
<td>0.90</td>
<td>11.4</td>
</tr>
<tr>
<td></td>
<td>MARS</td>
<td>SG-1d</td>
<td>45</td>
<td>0.83</td>
<td>15.0</td>
</tr>
<tr>
<td>CEC (cmol·kg⁻¹)</td>
<td>PLSR</td>
<td>LOG</td>
<td>159</td>
<td>0.74</td>
<td>10.4</td>
</tr>
<tr>
<td></td>
<td>RF</td>
<td>SG-1d</td>
<td></td>
<td>0.84</td>
<td>8.71</td>
</tr>
<tr>
<td></td>
<td>Cubist</td>
<td>SNV</td>
<td></td>
<td>0.86</td>
<td>7.98</td>
</tr>
<tr>
<td></td>
<td>MARS</td>
<td>SG-1d</td>
<td>50</td>
<td>0.73</td>
<td>11.6</td>
</tr>
</tbody>
</table>
Overall, model performances on the validation set for each soil property do not vary widely except for clay and sand. SOC, TN and TS models were strong in general with validation $R^2$ values greater than 0.9 for these properties. RPD values are high (>2.4) but RPIQ values are very low, mostly less than 1.0. The low RPIQ values are likely due to the high degree of skewness and kurtosis present in these data (Table 3). Guerrero et al. [32] had similar results modeling SOC using PLSR with $R^2$ value of 0.91 using samples taken throughout Spain. There were able to achieve a lower RMSE (0.99%) but this likely due to the smaller area of the study compared to the continental US. Liu et al. [35] used Cubist to achieve $R^2$ value of 0.94 and RMSE of 0.37% modeling SOC. They were able to achieve lower RMSE since the study was focused on forest soils in China. Another paper that also used samples from the NRCS-KSSL library (not necessarily the same samples as this study) had $R^2$ values of 0.49 and 0.66 for PLSR and Cubist, respectively, which is much lower than this study despite having used a much more pruned dataset (e.g., no SOC values > 10%) [45]. The model that they were promoting was also had poorer performance than our Cubist model using Vis-NIR spectra.

Only a few other large library studies have modeled TN, however none of them were able to reach the results obtained in this study. Viscarra Rossel and Webster [30] modeled log-transformed TN using Cubist, and reported an RPD values of 2.11, while this study achieved a value of 3.32 using Cubist. Another study achieved an $R^2$ value of 0.88, despite a very low RMSE (0.07%) and high RPD (3.69), however this study was conducted in a small geographic area, which is likely why those metrics are good [33]. Yang et al. [41] reported poor performance using PLSR with $R^2$ of 0.57 in Europe using the Land Use and Coverage Area Frame Survey (LUCAS) data set. This is a comprehensive soil dataset that covers the European Union see [67]. None of the papers reviewed included TS as a soil property to be modeled, so our study is the first to do so at the continental/national scale. Considering the very high skewness and kurtosis of the TS data and the number of ‘0’ values (>5000), our models performed very well with little to no bias, and high RPD values (2.79–5.28).

Models predicting clay and sand were fair to good. Clay model $R^2$ values ranged from 0.65 to 0.85. RPD values ranged from 1.75 to 2.53 and RPIQ values were higher than the previous models from 2.58 to 3.78. The Cubist RMSE was lowest at 6.35%. Brown et al. [28] used samples from an earlier version of the KSSL-NRCS library, and was able to model clay with better results using bagged regression trees ($R^2$: 0.91; RMSE: 5.4%). Their study only used one sample from each pedon. The modeling of clay across France was also successful yielding $R^2$ of 0.90, RMSE of 3.03% and RPD of 4.39 [29]. These results are likely, since only surface samples (0–30 cm) were used in that paper, while ours used multiple horizons to depths greater than 1 m. Clay and sand was also modeled by Ng et al. [45], and again the prediction metrics of PLSR and Cubist were much lower than what we obtained, including RPIQ values that were closer to 1.0.

Sand model $R^2$ values were lower compared to the clay models from 0.57 to 0.75. The RMSE values were high at roughly 15–19%. This resulted in RPD values of less than 2.0, except for the Cubist model that was just above 2.0, however the RPIQ values were higher. Viscarra Rossel and Webster [30] modeled sand across most of Australia, and were also able to predict sand with slightly better success with Cubist (RMSE: 12.0%; RPD: 2.06). The study also used soil samples from multi-layer pedons, and this could be the reason for the similar results. Modeling sand in Brazil was met with more success where the $R^2$ was 0.96 and RMSE was 13.8%, though the study area was small, only covering several municipalities within Sao Paulo State, so the geographic variability [34]. Ogen et al. [37] used spectral

<table>
<thead>
<tr>
<th>pH</th>
<th>PLSR</th>
<th>SG-2d</th>
<th>71</th>
<th>0.74</th>
<th>0.715</th>
<th>0.73</th>
<th>0.00</th>
<th>0.74</th>
<th>1.91</th>
<th>3.55</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF</td>
<td>SG-1d</td>
<td>0.80</td>
<td>0.633</td>
<td>0.82</td>
<td>0.00</td>
<td>0.62</td>
<td>2.29</td>
<td>4.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cubist</td>
<td>CR-D</td>
<td>0.86</td>
<td>0.524</td>
<td>0.87</td>
<td>0.00</td>
<td>0.52</td>
<td>2.75</td>
<td>5.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MARS</td>
<td>SG-2d</td>
<td>50</td>
<td>0.74</td>
<td>0.719</td>
<td>0.75</td>
<td>0.01</td>
<td>0.71</td>
<td>2.01</td>
<td>3.76</td>
<td></td>
</tr>
</tbody>
</table>

* N is the number of latent variables for PLSR or the number of terms for MARS.
analysis and clustering coupled with PLSR in Israel, and obtained higher $R^2$ and lower RMSE values than our PLSR model, but our Cubist model produced better results.

Models predicting chemical properties (Cₐₑₓ, CEC, pH) were good overall. There are few papers in the literature where Cₐₑₓ is modeled from large libraries. Cₐₑₓ models in this study had little variation in terms of prediction metric values. $R^2$ values ranged from 0.82 to 0.90 with high RPD values (2.19–3.27). Shepard and Walsh [24] had greater success modeling Cₐₑₓ with MARS with $R^2$ of 0.88 and RMSE of 2.8 cmol-kg⁻¹, but the data was only from tropical topsoil samples of eastern and southern Africa. Cₐₑₓ was also predicted across Australia using Cubist with RMSE of 3.77 cmol-kg⁻¹ and RPD of 2.34. The RMSE is about 3-4 times lower than our Cubist model, but that is likely a function of the smaller range and lower skewness of the data [30].

CEC modeling has been slightly more prevalent in the literature. The predictive success of our CEC models was moderate with $R^2$ values 0.70–0.86 and acceptable RPD values. RPIQ values were lower than RPD values. CEC was modeled in Africa (as an effective CEC) with slightly better results ($R^2$: 0.88; RMSE: 3.3 cmol-kg⁻¹), but again, these were only topsoil samples [24]. Brown et al. [28] also modeled CEC with an older version of the NRCS-KSSL database producing similar results. Ng et al. [45], using a more recent version of the database, produced poorer results using PLSR and Cubist with $R^2$ values 0.61 and 0.68, respectively, even though the data used was highly constrained.

The pHₑₓ model metrics were moderate to good with Cubist producing the best results ($R^2$: 0.87; RMSE: 0.52; RPD: 2.75). Few other papers have presented modeling results of pHₑₓ using large spectral libraries. Viscarra Rossel and Webster [30] predictions of pHₑₓ across Australia with Cubist resulted in similar results as this study (RMSE: 0.57; RPD: 2.16). The LUCAS dataset across Europe also produced similar results with PLSR with $R^2$ of 0.81 and RMSE of 0.59 [41].

### 3.3. Model Comparisons

The spectral pretreatments that produced the strongest models shows patterns across the metrics table (Table 4). All Random Forest models performed best with the Savitzky-Golay 1st derivative (SG-1d). Cubist models best performed with continuum removal, by substitution (CR-S) or division (CR-D) and standard normal variate (SNV) treatments. MARS models mostly performed best with SG-1d as well, but there were two instances of CR-D. PLSR models had a variety of pretreatments, which produced the strongest models.

PLSR produced the worst predictions overall, followed by MARS. The main limitation of PLSR and MARS is their ability to extrapolate, which allows extreme values outside the potential domain or far from the observed values to be predicted. This is apparent in the SOC validation predictions from PLSR and MARS, the TN validation predictions from MARS, the clay validation predictions from PLSR and MARS and the sand validation predictions from PLSR and MARS. The PLSR predictions of SOC in Figure 2 show that there are two populations of points. The first population appears to be from 0% to 40% and the second population is 40% to 60%, with a kink at 40%, which coincides with greater underprediction in the 30% to 50% range. Despite this, PLSR still predicted SOC moderately well. This graphic is in stark contrast to the PLSR SOC prediction graphic presented in Ng et al. [45], where the results suffer from severe underprediction, which increases as SOC increases even when using the same database. The same pattern may be present in the PLSR TN results (Figure 2) where a kink appears between 2.0% and 2.5%. This is not surprising, considering that SOC and TN are highly correlated with each other. This is additionally supported by the results of pH models shown in Figure 2. Here, there appears to be a second population starting around 7.5, where the observed and predicted points lie in a more vertical line than with the overall trend. The MARS models have a few instances of extreme negative value predictions, namely SOC, TN and sand (Figure 2).
Figure 2. Observed versus predicted values for calibration and validation sets. Calibration values are shown with grey filled squares (■) and validation values are shown with black open circles (○). Model types are organized by rows: PLSR models in row (A), RandomForest models in row (B), Cubist models in row (C) and MARS models in row (D).
Overall, the Cubist method produced the strongest models for each soil property. Figure 2 shows the observed versus predicted graphs for the calibration and validation sets. The graph shows the Cubist models (row C) have the predicted values closest to the 1:1 line. This is also true for properties that tend to have a cloud around the trend line, like clay and sand. There are three instances of extreme predictions made by Cubist in validation of SOC, Ca\textsubscript{ox} and clay. This contrasts with the other methods that have more spread around the 1:1 line. The RF models appear to have a larger amount of spread despite having the second-best prediction results. The benefit of machine learning methods like Cubist and RF is that they usually do not make predictions outside the domain of the input response data, e.g., negative values. There is one instance where RF predicted outside the potential domain with the sand validation predictions.

3.4. Model Interpretations

Figure 2 shows the importance of each wavelength for each soil property and modeling method. The PLSR graphic (Figure 2) portrays the variable importance in the projection (VIP) derived from the method by Mevik [68], and is defined as importance if the VIP value is greater than one. The wavelength importance from the remaining methods was calculated using the R package caret [69]. The PLSR VIP plots highlight the diagnostic regions that are commonly associated with soil spectroscopy. These include: the visible region (400–700 nm), which is associated with organic matter, iron oxides and other chromophores; ~1400–1450 nm, associated with overtones of hydroxyl group (-OH) fundamental vibrations; ~1900–1950 nm, associated with combinations of water and -OH vibrations; ~2200–2300 nm, associated with combinations of metal-OH and -OH vibration; and ~2300–2400 nm, associated with combination vibrations from C-H bonds [70]. Interestingly, the fundamental vibrations from C-H bonds at 1700 nm is not present in any of the plots, including SOC. However, the features near the 2300–2400 nm region may be from -OH and carbonate absorption [70]. The SOC, TN and CEC plots show that the red region is important for model predictions, so there may be an association with iron oxides. The most likely sources are Bh, Bs and Bsh horizons, where organic matter and sesquioxides are found together. The reason the pH plot appears much different than the other plots is due to the use of the SG-2d transformed spectra.

The RF plots (Figure 2) appear much different than the PLSR due to each model using the SG-1d transformed spectra. Since the spectra are the first derivative, the RF models should have targeted features derived from increases or decreases in reflectance with increasing wavelength. Most soil properties, except TS, have small peaks in the visible region. CEC and TN appear to relate to the violet-blue region, and the models may have been training from the same factors despite being not highly correlated with each other. The SOC model relies most on the ~2150–2200 nm region, likely associated with water and -OH vibrations around 2200–2300 nm. This region was also important for CEC, pH and TN, showing a very similar pattern to the SOC importance graph. Interestingly, the C-H combination vibrations near 2400 nm do not contribute to the SOC model. However, Ca\textsubscript{ox} and pH have a small importance peak near this region, and is most likely associated with -OH and carbonate absorption features. Ca\textsubscript{ox} also has a major peak near 1900–1950 nm, which may be due to strong absorption features of hydrated Ca-sulfates [71]. There are two semi-major peaks in the 1700–1800 nm region, which may be associated with C-O vibrations in carbonates [72]. There is also a semi-major peak near 2000 nm. Clay has a major and semi-major peak in the 1800–1850 nm region and a semi-major peak near 2300 nm which are shifted from the water absorption features at 1900 and 2200 nm, which are commonly associated with clay minerals [72]. Sand has a major peak near 2250 nm and semi-major peaks near 1900 and 2200 nm. In this case, the models may be selecting the clay features to build inverse relationships to derive sand content, and this may also be why sand models tend to underperform relative to clay minerals. TS bears a much different pattern showing a major peak near 1775 nm, semi-major peaks near 1450 nm and 1750
nm and several smaller peaks in between. The peak at 1450 nm may be from a strong absorption feature of hydrated Ca-sulfates [72].

The importance graphs for the Cubist and MARS models are much more complicated than the plots for PLSR and MARS. The Cubist method incorporated nearly all wavelengths into the models, so there are not well-defined peaks. Nearly each soil property modeled has a sharp peak in the 1850–1950 nm region (-OH absorption). Cₘₙ₅ₐ₅₆ has additional sharp peaks near 2200 and 2350 nm, the former of which is likely due to clay minerals. CEC has sharp peaks at 700 and 2200–2500 nm. Clay has a broad peak near 750 nm and two sharp peaks between 1300 and 1400 nm. The pH graph is more difficult to interpret, as there are not any significant sharp peaks other than the one near 1850 nm. Sand has a peak near 760 nm and two sharp peaks near 1350 and 1500 nm. SOC has a small but sharp peak near 600 nm and a sharp peak near 2250 nm. TN also has sharp peaks near 600 and 2250 nm, as well as sharp peaks near 1400 and 1700 nm. Unfortunately, these are not easily assignable to known N-H bend or stretch overtone features [73], but the 1700 and 2250 nm features are close to bands determined to be sensitive to soil TN through use of an evolutionary algorithm [74]. Models for TN may be drawing on the close correlation of TN with SOC, rather than the absorption features of N-H bonds, as the concentration of TN is much smaller relative to SOC. TS has a small sharp peak near 750 nm and taller peaks near 1400 and 1750 nm. The important wavelengths selected by the MARS models generally span broader regions than the importance peaks of the other models, but are focused on specific wavelengths. The main regions are 400–800 nm, 1300–1500 nm and 2050–2400 nm, corresponding to the visible region, -OH group fundamental overtones and the collective region of combination vibrations from water/-OH and metal-OH/-OH.

Soc, TN, and TS are the only properties where a single wavelength was central to the model structure. These wavelengths are near 2200, 2225 and 2400 nm for SOC, TN and TS, respectively.

4. Conclusions

The study shows that DRS has the potential to replace traditional soil analyses for samples collected by the NRCS that span a range of soil types, textures, parent materials and climates, and that includes subsurface horizons. Additionally, it utilizes data that has not been fully operationalized in the United States. Four non-black box chemometric methods were explored that produced strong to moderate results. Of the four methods, Cubist models consistently produced the best predictions. Surprisingly, PLSR greatly underperformed compared to Cubist and RF despite being a staple of soil spectroscopy. The dataset may have been too complex for PLSR without a way for the method to establish non-linear relationships. Cubist does use linear regression equations, but it also includes a tree-based structure with conditional nodes; this is what allows it to establish linear and non-linear relationships. The only downside of Cubist is the difficulty of interpreting variable importance because many of the variables are used to a significant degree. Despite this, this study may indicate that PLSR should not be used for large, complex datasets. Complex datasets such as this one will require methods that can account for linear and non-linear relationships, as both of those exist between the soil properties and spectra.

Future work will build upon this research with the addition of spatial environmental variables and the incorporation of stratification into the modeling framework. This research was published separately, as we felt that it would make the paper too long if the results were published together.
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