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Abstract: The overutilization of electric vehicles (EVs) has the potential to result in significant
challenges regarding the reliability, contingency, and standby capabilities of traditional power systems.
The utilization of renewable energy distributed generator (REDG) presents a potential solution to
address these issues. By incorporating REDG, the reliance of EV charging power on conventional
energy sources can be diminished, resulting in significant reductions in transmission losses and
enhanced capacity within the traditional power system. The effective management of the REDG
necessitates intelligent coordination between the available generation capacity of the REDG and
the charging and discharging power of EVs. Furthermore, the utilization of EVs as a means of
energy storage is facilitated through the integration of vehicle-to-grid (V2G) technology. Despite the
importance of the V2G technology for EV owners and electric utility, it still has a slow progress due
to the distrust of the revenue model that can encourage the EV owners and the electric utility as well
to participate in V2G programs. This study presents a new wear model that aims to precisely assess
the wear cost of EV batteries, resulting from their involvement in V2G activities. The proposed model
seeks to provide EV owners with a precise understanding of the potential revenue they might obtain
from participating in V2G programs, hence encouraging their active engagement in such initiatives.
Various EV battery wear models are employed and compared. Additionally, this study introduces a
novel method for optimal charging scheduling, which aims to effectively manage the charging and
discharging patterns of EVs by utilizing a day-ahead pricing technique. This study presents a novel
approach, namely, the gradual reduction of swarm size with the grey wolf optimization (GRSS-GWO)
algorithm, for determining the optimal hourly charging/discharging power with short convergence
time and the highest accuracy based on maximizing the profit of EV owners.

Keywords: battery; electric vehicle; aggregator; V2G; day-ahead tariff; battery wear; grey wolf
optimization; swarm size

1. Introduction

The exponential growth in the production and utilization of electric vehicles (EVs)
has necessitated a comprehensive examination of their influence on conventional power
networks, potentially giving rise to numerous challenges. The issues of reliability, contin-
gency escalation, and rising transportation expenses are among the foremost concerns. One
of the most effective strategies employed was the implementation of renewable energy
distributed generator (REDG) within the distribution system. This approach aimed to
diminish the reliance on conventional energy sources, enhance the power system’s capacity,
mitigate transmission line losses, and minimize associated expenses, among other benefits.

The coordination between the generation from REDG sources and the charging/
discharging time of EVs is essential due to the unpredictable nature of the REDG. This
coordination can be effectively performed by implementing demand-side management
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(DSM) techniques. Furthermore, it is important to implement an energy storage system
(ESS) that can potentially result in an elevated cost of the produced energy, owing to the
substantial expenses associated with these systems. One of the most intelligent methods
employed to address these challenges involves utilizing EV batteries as an ancillary service
to establish an ESS through the implementation of vehicle-to-grid (V2G) technology. Since
lithium-ion batteries are the most widely used kind in electric vehicles, particular attention
should be paid to the SoC of these batteries [1–3].

The utilization of the stored energy in EV batteries can provide valuable support to
the power system through many means, including frequency support, peak shaving, load
balancing, and energy arbitrage. This technology has the potential to enhance the power
system’s capacity and eliminate the necessity for centralized power plants or centralized
ESS. Consequently, it can enhance the performance of the power system and lead to a
reduction in energy costs. In the context of V2G operations, EVs can charge at low rates
and afterward discharge the stored energy to the electric grid during high tariff periods.
This bidirectional V2G arrangement enables the EVs to function as both energy consumers
and suppliers [4,5].

The utilization of V2G technology will yield advantages for both EV owners and
system suppliers. EV owners stand to gain advantages from the disparity in tariffs between
peak and off-peak periods. In addition, energy suppliers stand to gain advantages by
mitigating the substantial capital investments necessary for the installation of additional
power plants to accommodate the rising load demand and the growing prevalence of EV
charging stations. The primary concern associated with this technology pertains to the
requirement for intricate communication systems and advanced control mechanisms for
the bidirectional power electronics converter. Furthermore, the presence of imprecise wear
models within EV batteries has impeded and discouraged the adoption of this technology
among EV owners. Another technological solution that can enhance the power system’s per-
formance involves the implementation of unidirectional regulated charging. This approach
enables the rescheduling of EV charging periods to occur during low tariff periods, thereby
mitigating peak demand and addressing any generation shortages from REDG units [6].
Moreover, this study is used to model the optimal scheduling of the charging/discharging
of one battery EV as an example, and meanwhile, the same methodology can be used with
other sizes or types of BEVs or PHEVs based on their battery capacities.

Numerous studies have been conducted to compare the bidirectional V2G and unidi-
rectional charging grid-to-vehicle (G2V) systems of EVs [4,7]. The aforementioned studies
have demonstrated that the utilization of the unidirectional G2V technology can result in a
25% decrease in energy costs, a level comparable to that attained by the bidirectional V2G
technology [4,5]. Furthermore, the utilization of V2G technology has the potential to accept
five times the quantity of EVs compared to the power system employing the unidirectional
G2V technology [4,7]. According to a comprehensive analysis, a comparative examination
of the advantages associated with the V2G and G2V approaches revealed that the V2G strat-
egy can result in a reduction of 11% in the total running cost, while the G2V approach can
achieve a reduction of 7% [4,5,8]. According to previous research, it has been determined
that the implementation of V2G technology can result in a 15% decrease in the overall cost
of charging [9]. Furthermore, it has been determined through several studies that the V2G
technology exhibits a noteworthy 12.3% surge in annual revenue when compared to the
delayed G2V technology where the EV owners pay the cost of EV power consumption [10].
Numerous studies have advocated for the adoption of the G2V configuration in EVs due
to the intricate communication system, the control of the power electronics converter, and
the relatively low confidence of EV owners in V2G models [11,12]. These studies highlight
the G2V configuration’s limited yet valuable role in frequency regulation, peak shaving,
and valley filling of the load curve [4,9,13,14]. Previous research has determined that the
implementation of V2G technology has the potential to decrease peak energy consumption
by 36% and relocate 54% of the peak energy period to the off-peak period, as evidenced
by multiple studies [10,15]. A separate study has determined that the implementation of
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V2G technology has the potential to decrease peak energy demand and redistribute this
energy to off-peak periods, resulting in a potential investment reduction ranging from
5% to 35% [16]. Additionally, it has been found that V2G technology can lead to a 40%
reduction in energy losses compared to the uncontrolled charging strategy, also known
as “dumb charging”, where EVs are charged immediately upon connection to the electric
utility [10].

1.1. Dispatch Architectures of V2G Technology

Two distinct dispatch architectures can be employed for the implementation of V2G
technology. The first architectural design is referred to as the deterministic or centralized
approach, as seen in Figure 1 [17]. The alternative strategy is referred to as the aggregative
or decentralized method, as depicted in Figure 2 [18–21]. The charging and discharging
performances of EVs under the centralized design are regulated through a central control
system operated by the power system operator. The primary aggregator functions by treat-
ing EVs as a virtual power plant (VPP), enabling it to be managed in a manner that allows
for the provision or absorption of real and reactive power from the power system [17]. This
management is carried out by the specifications set by the system operator. The present
control system can effectively regulate the charging and discharging activities of individual
EVs. Furthermore, this system can arrange the involvement of each EV according to certain
priority criteria, as exemplified in reference [19]. The implementation of an advanced
optimization algorithm is necessary for determining the optimal contribution from each EV
to maximize the revenue of both the EV owners and the electric utility. Simultaneously, the
central aggregator can deliver the most efficient power for charging or discharging EVs
without necessitating collaboration with the EV fleets. The implementation of this system
necessitates the utilization of intricate communication and sensor technologies, which
impose a substantial computing load, particularly when accommodating a considerable
quantity of EVs integrated into the system. Additionally, this system infringes on the pri-
vacy of EV owners, as their activities will be accessible to the system operator. Furthermore,
the implementation of this architectural design raises concerns regarding cyber-security, as
any malicious cyber-attack targeting the operating system has the potential to compromise
the charging infrastructure for all interconnected EVs. Due to this rationale, it shall not
be employed in the present investigation. The alternative architecture is referred to as the
aggregative or decentralized architecture for EV aggregation [20,21]. There is no control
from the power system operator on the power dispatch from the EV aggregator in the
decentralized model. The use of V2G in the decentralized model for sure is not the only
ESS device that is connected to the smart grid systems. In case of abnormal operating
conditions, the smart grid should have predetermined measures such as the use of support
from other ESS devices or/and changing the TOU tariff that can convince the customers
and EV aggregators to recalculate the optimal dispatch power to use the EV batteries
whenever the tariff changes. The optimization algorithm for each EV is executed at the
EV’s specific location, to maximize the revenue of the EV owner. The EV can utilize its
outcomes to ascertain the most efficient charging or discharging contribution in the V2G
or G2V technologies. The depicted architecture in Figure 3 [10] does not necessitate the
utilization of a complex optimization algorithm capable of individually managing each
EV nor does it require bidirectional communication channels between the EVs and the
central system operator. Due to this rationale, a majority of EV manufacturers have opted
to employ the SAE J1772 aggregator, which is capable of operating with both 120 V and
220 V power sources through the utilization of an aggregative design [4,22]. The charging
and discharging performance of V2G and G2V technologies have been simulated using
several approaches. These include day-ahead [23–25], week-ahead [26–28], time of use, and
real-time tariffs [29,30]. A comprehensive analysis of the impact of various pricing schemes
on the performance of V2G systems in EVs is presented in reference [31].
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1.2. Motivation

Increasing reliance on EVs in the transportation sector poses new difficulties for
existing power grids in terms of reliability and stability. High voltage drop and instability
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in the transmission cables may be significantly exacerbated by a lack of coordination
between charging times. The V2G technology may be used to better plan the charging and
discharging times, which is one solution to the issue. In addition, the V2G may convert the
difficulty of accommodating a growing number of EVs into an advantage for both the grid
and their owners. Inaccuracy in the wear model of EV batteries is the primary barrier for
V2G technology adoption since it inhibits EV owners from taking part in V2G technology
pilot projects. This study presents a precise hourly EV battery wear model that takes into
account all of the variables (temperature, state of charge (SoC), and charging/discharging
power) that might affect EV battery wear. This model may be extrapolated from the results
of tests conducted on EV batteries or from the manufacturers’ recommendations for how
well their products perform.

This paper is used to model the optimal scheduling of the charging/discharging of
one Battery Electric Vehicle (BEV) as an example. The same methodology can be used with
other sizes of BEVs or PHEVs based on their battery capacities.

1.3. Innovation and Contribution

Due to the distrust that EV owners have in the currently available EV battery wear
models, the issue of erroneous EV battery wear models is slowing down the progression of
the usage of V2G. In this work, an accurate hourly EV battery wear model is presented by
making use of either the actual test results or the manufacturer-recommended specifications
of EV batteries. In addition, an efficient optimization algorithm has been developed for
optimal power dispatch between the EV batteries and the grid. The following points
provide a concise summary of the many contributions and developments that were a part
of this study:

1. A novel hourly EV battery wear model has been developed to precisely predict the
hourly wear cost of EV batteries while considering all of the crucial aspects such as
temperature, power level, and the SoC.

2. A modified GWO method that uses a contemporary technique known as gradual
reduction of the swarm size for GWO (GRSS-GWO), to reduce the convergence time
and improve the accuracy of the findings.

3. An accurate scheduling model for optimally charging and discharging the electricity
of EVs utilizing V2G technology.

4. An accurate economic model that may be used to assess the money that EV owners
can earn by participating in technological projects that use V2G.

1.4. Paper Outlines

This work aims to provide a comprehensive analysis of the wear models that have been
presented in the field of EVs, as discussed in Section 2. Section 3 provides a comprehensive
elucidation of the decentralized EV aggregator. Section 4 provides an introduction to
the optimization algorithms suitable for achieving optimum scheduling of charging and
discharging EV batteries. The GRSS-GWO method is described in depth within this part.
Section 5 provides an introduction to the description and outcomes of the simulation. The
last part serves the purpose of summarizing the conclusions and notable findings obtained
from the suggested approach in comparison to the conventional charging manner.

2. Battery Wear Modelling

This work introduced a framework for determining the profit of a single EV battery
operated with optimal dispatch strategy used with V2G technology. Several components
were introduced in this study. The wear model of the LIB is introduced in the following
subsections that contain the parameter estimation of the battery model and how it can be
used to determine the hourly degradation in terms of operating conditions during this
hour. One of the primary issues associated with the implementation of V2G applications
pertains to the lack of accurate battery wear models. The presence of an imprecise battery
wear model hinders the involvement of EV owners in V2G applications. The predominant
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kind of battery used in EV applications is the lithium-ion battery (LIB). Many aspects
may influence the wear mechanism of LIBs, including the depth of discharge (DoD), the
SoC, the current rate (Crate), and the operating temperature. The wear mechanism of
LIBs is notably influenced by these elements, but to varying degrees contingent upon the
chemical composition of the cathode and the specific manufacturer of the LIBs. Battery
wear is often overlooked in the economic analysis of V2G systems for EVs in various
studies. Additionally, some studies in the literature have developed models to estimate
battery wear, but they fail to include several crucial elements [10,32,33]. Several studies
have taken into account the DoD and the operating temperature as factors in assessing
the cost of EV battery wear in V2G or G2V applications [34,35]. The analysis conducted
in this study did not take into account other variables, such as the Crate and operating
temperature, because of the limited availability of data necessary to assess their impact [35].
This work presents a comprehensive analysis of battery wear models for lead-acid, LIB,
and nickel-metal hydride (NiMH) batteries, with a specific focus on their use in the United
Kingdom (UK) and China [35]. Several other methodologies considered certain elements
that might impact battery wear while disregarding other ones. The technique described by
references [32,33] introduces a battery wear approach that takes into account the impact
of the DoD on the achievable cycle count (ACC) life cycle. This method also extracts a
wear-density function (WDF) that enables the determination of discrete wear for each time
period. The suggested technique failed to consider the impact of Crate and the operational
temperature of the battery. Several studies have used experimental data from singular
operating settings to forecast the wear mechanism of LIBs. However, it is important to
note that such an approach deviates significantly from the actual wear mechanism seen
in practical scenarios [34–38]. Furthermore, the aforementioned investigations failed to
account for the potential variations in wear mechanisms, resulting from differences in the
chemicals used in the cathode or the manufacturers involved. The correlation between the
DoD and the ACC for reducing LIB is shown in Figure 4 [32,39].
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2.1. Wear Modeling Based on Achievable Cycle Count (ACC)

The model presented in this study is derived from the manufacturer-recommended
relationship between the ACC and DoD, as seen in Figure 4. The wear model in question
failed to take into account significant wear elements, like the Crate, operating temperature,
and the SoC of the battery [32]. The wear cost incurred within a given time in this model is
determined by the power used in the charging and discharging processes, as well as the
variation in SoC. One notable benefit of this particular model is its straightforwardness
in determining the cost of wear. However, it is important to note that this model lacks
precision and fails to account for many wear-inducing elements, such as temperature
and SoC.
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The shown relationship between the ACC and DoD in Figure 4 may be mathematically
expressed by Equation (1) as referenced in [32].

nc(D) =
a

Db (1)

The variable D represents the DoD, whereas a and b are specification parameters that
vary between different batteries. These parameters may be derived from the ACC–DoD
curve seen in Figure 4.

The average wear cost (AWC) is the cost of energy transfer per unit, and it may be
computed by dividing the total cost of the battery by the total energy handled by the battery
throughout the charging and discharging cycles, as seen in Equation (2) [32].

AWC(D) =
Cb

nc(D)·2·D·Ebr·η2
b

(2)

where ηb is battery efficiency, Cb is the total battery cost, and Ebr is the rated capacity of the
battery (kWh).

The aforementioned equation is deemed acceptable according to the DoD and origi-
nates from the initial SoC being equal to 1. However, it should be noted that this condition
does not hold true in typical uses of batteries in V2G systems. In order to circumvent this
constraint, a novel wear density function (WDF) is proposed in reference [32], as seen in
Equation (3).

AWC(D) =
1
D

∫ 1

1−D
W(SoC)dSoC (3)

where W(SoC) is the wear density function.
The W(SoC) can be represented in terms of the SoC instead of the DoD as shown in

Equation (4) [32].

W(SoC) =
Cb·b(1− SoC)b−1

2·Ebr·η2
b ·a

(4)

The total wear cost (TWC) during any time t can be obtained from Equation (5) [32].

TWC(t) = Ebr

∫ t+∆t

t
W
(
st)∣∣∣∣dSoCt

dt

∣∣∣∣dt (5)

where dSoC/dt can be determined from Equation (6)

dSoCt

dt
=

Pt
b

Ebr
(6)

Substituting Equations (4) and (6) into Equation (5), the TWC during time ∆t is shown
in Equation (7).

TWC(t) =
Cb·b·

∣∣Pt
b

∣∣
2·Ebr·η2·a

∫ t+∆t

t

(
1− SoCt)b−1dt (7)

Simplifying Equation (7), the final equation for the TWC can be obtained from Equation (8)

TWC(t) =
Cb·
∣∣Pt

b

∣∣
2·Ebr·η2·a

(1− SoCt −
∣∣Pt

b

∣∣·∆t
Ebr

)b

−
(
1− SoCt)b

 (8)

The wear cost for any period with constant charging/discharging power may be
calculated using the method shown in Equation (8). The calculation shown above lacks con-
sideration for the operating temperature, which is a crucial factor in accurately determining
the battery wear cost [40].
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2.2. Novel Battery Wear Model (NBWM)

The battery wear cost value was not taken into account in the wear model proposed
in reference [32], without considering the influence of temperature. Furthermore, the
analysis failed to take into account the potential impact of battery wear on its overall
capacity throughout its operation. The wear model provided in this work is constructed
using the wear model established by Wang et al. [41]. The objective of this model is
to ascertain the parameters of the battery model by using empirical data. Two distinct
forms of wear manifest inside the battery, namely, calendar wear and cycle wear. The
calendar wear is a natural process that occurs in all LIBs that is caused by the chemical
reactions that take place inside the battery. The type of wear is affected by several factors,
including the battery’s chemistry, temperature, and SoC. The Arrhenius equation, as shown
in the first term of Equation (9), is used to describe this particular kind of wear [42]. The
parameters for calendar wear (A1, B1, C1, and D1) may be derived either from the outcomes
of calendar tests or by using the results of cycle tests. The model shown in reference [32]
fails to account for this particular wear, which undoubtedly has the potential to provide
imprecise outcomes.

Dcal = A1·e(B1·SoC−(Ea0+C1·SoC)/RT)tD1 (9)

where R is the ideal gas constant (8.314 J mol K−1) [42], and the activation energy parameter
has been taken as a constant between Ea = 30 kJ mol [43] and Ea = 31.7 kJ mol [44].

Cycling wear is seen throughout the battery’s regular use, including both charging and
discharging processes. The relationship between cycle wear and operating temperature is
directly proportional, whereas the relationship between cycling wear and SoC is inversely
proportional. The cycle wear occurs at both the anode and cathode of the LIBs. The anode
experiences many forms of wear, including anode lithium plating, intercalation gradients,
and the growth of the solid electrolyte interphase (SEI) [42]. The cycle wear seen at the
cathode may be attributed to many factors, including surface growth, phase perception,
loss of active materials (LAM), and dissolution of species [42]. The cycle profile used in this
investigation is shown in Figure 5 [39]. Equation (10) illustrates the extent of wear resulting
from cycling.

Wcyc = A2·e(B2·Crate−
Ea0+C2 ·SoC

RT )(2nc·DoD)D2 (10)

where A2, B2, C2, and D2 are the cycling wear model parameters, nc is the number of cycles,
and Crate is the current rate that can be obtained from Equation (11).

Crate =

∣∣It
∣∣

I1C
=

tu·Pt
b

Ebr
= (SoCmax − SoCmin)/tu (11)
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The total wear due to cycling and calendar wear can be obtained from Equation (12)
by adding the calendar and cycling wear shown in Equations (9) and (10), respectively.

W = Wcal + Wcyc (12)

W = A1·e(B1·SoC− Ea0+C1 ·SoCa
RT )·tD1

u + A2·e(B2·Crate−
Ea0+C2 ·SoCa

RT )(2nc·DoD)D2 (13)

where SoCa is the average SoC used during the cycling test, and the DoD can be obtained
from Equation (14).

DoD = (SoCmax − SoCmin) (14)

The parameters of the wear model, as shown in Equation (13), may be ascertained by
the process of reducing the root mean square error (RMSE) between the experimental test
results and the estimated value derived from Equation (13). The RMSE may be calculated
using Equation (15). The goal of minimizing the RMSE is inherently difficult due to the
presence of eight factors (referred to as optimization variables) in Equation (13). In this
research, a novel optimization technique is presented to achieve precise determination of
these parameters. The details of this strategy will be elaborated upon in Section 4.

RMSE = 100·

√√√√ 1
nm

nm

∑
i=1

(
Wi

m −Wi
c
)2/(

1
nm

nm

∑
i=1

Wi
m

)
(15)

where nm is the number of measurement points, Wi
m is the measurement value of wear for

point number i, and Wi
c is the calculated value of aging obtained from Equation (13) for

point number i.
The wear is shown in Equation (13) and is due to the nc number of cycles. The wear

due to one ramp from SoCt−1 to SoCt can be determined by dividing the cycling aging by
2nc and replacing the DoD with the actual DoD, which can be determined by Equation (16).
The new wear by ramp time tr which is shown in Figure 6, can be determined from
Equation (17).

DoD =
∣∣∣SoCt − SoCt−1

∣∣∣ = Ct
rate·tr (16)
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Submitting the above equation into Equation (13) yields the wear value in terms of
Crate as shown in Equation (17).

Wt = A1·e
(

B1·SoCt
a−

Ea0+C1 ·SoCt
a

RT

)
·tD1

u + A2·e
(

B2·Ct
rate−

Ea0+C2 ·SoCa
RT

)(
Ct

rate·tu
)D2 (17)

where Ti is the temperature at ramp i, and the value of Crate can be obtained from Equation (11).
The above equation can be applied to determine the hourly wear value (tu = 1 h), and

the average SoC, SoCai, can be determined from Equation (18).

SoCai = (SoCi + SoCi−1)/2 (18)

Wi−1,i = A1·e
(

B1·SoCai−
Ea0+C1 ·SoCai

RTi

)
·tD1

u + A2.e
(

B2·Crate,i−
Ea0+C2 ·SoCai

RTi

)
(Crate,i)

D2 (19)

3. Decentralized EV Aggregator

This section pertains to the use of a mathematical model to assess the operational
efficiency of an EV over the course of a full calendar year. The objective is to employ this
model to determine the potential financial gains associated with the implementation of
V2G technology with a single EV. The determination of the EV fleet size may be ascertained
via the use of stochastic analysis, which involves the examination of the probabilistic
behavior of the number of EVs within this fleet. The daily driving distance of the EV may
be determined by using a log-normal distribution function as shown in Equation (20) [45].
The curve shown in Figure 7 displays the distribution function of daily distance.

fdes(LEV) =
1

LEVσEV
√

2π
e

[
− (ln−µEV )2

2σ2
EV

]
(20)

where LEV is the daily driving distance, σEV is the average daily distance of EV, and µEV is
the variance of the daily distance of EV.
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The daily random driving distance can be obtained from the distribution function.
The proposed strategy assumes that the EV performs only one daily trip. The consumed
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energy by each trip can be obtained by multiplying the daily distance by the specific power
consumption (βEV) as shown in Equation (21).

En
EV = Ln

EV ·βEV (21)

The daily trip starts at departure time Tn
d and ends at arrival time Tn

r for the day, n.
The daily departure time, Tn

d , is selected randomly from time 1:00 am to 24:00 as shown in
Figure 8. The arrival time is selected based on the daily distance and the average speed per
trip, as shown in Equation (22).

Tn
r = Tn

d + Ln
EV/uav (22)

where uav is the average speed of the EV.
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Figure 8. The dispatch matrix.

The hourly consumed energy during the trip, Pt
EV , can be obtained from Equation (23).

Pt
EV = En

EVD/(Tn
d − Tn

r ) (Tn
d ≤ t ≤ Tn

r
)

(23)

The dispatch matrix is shown in Equation (24) and is used to indicate the condition of
the EV operation during the day. The value of x equals 1 when the EV is plugged in and
equals 0 when the EV is on the trip or not plugged-in as shown in Figure 8.

Xn =
[
xn

1 , xn
2 , xn

3 , . . . , xn
24
]

(24)

where xt =

{
0 Tt

d ≤ t ≤ Tt
r

1 Otherwise
.

Based on the hourly power, the SoC of the battery can be calculated as shown in
Equations (25) and (26) for charging and discharging hours, respectively. It is worth noting
that Pb is chosen to be positive for charging and negative for discharging or during the
driving mode.

SoCt+1 = SoCt
(

1− σ

24

)
+

Pt
b·ηBC

Et
br

(during charging) (25)

SoCt+1 = SoCt
(

1− σ

24

)
+

Pt
b

Et
br·ηBD

(during discharging) (26)

where σ is the daily self-discharge, and ηBC and ηBD are the charging and discharging
efficiencies, respectively.

The hourly state of health (SoH) is calculated based on the hourly wear that occurs
inside the battery as shown in Equation (27) by subtracting the hourly wear (W) from the
previous value of the SoH. The hourly wear value can be determined from the battery wear
model as shown in Equation (19).

SoHt+1 = SoHt −Wt (27)

The daily cost due to battery wear can be obtained from Equation (28). The 0.2 value
shown in Equation (28) is due to the end of life (EoL) of the battery when the SoH reaches
80% [46,47].
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Cn
w =

(
24

∑
t=1

Wt

)
·(Cb − C2nd)/0.2 (28)

where Cb is the price of the new battery, and C2nd is the price of the second-life battery.
The battery wear due to the participation in V2G can be obtained from the wear due

to discharging time into the electric utility multiplied by 2 to consider the wear due to
charging and discharging for V2G as shown in Equation (29).

Cn
wV2G = 2·

(
∑

t=V2G
Wt

)
·(Cb − C2nd)/0.2 (29)

where ∑
t=V2G

Wt is the summation of wear due to discharging of the EV into the grid in

V2G mode.
The wear cost due to driving period, Cn

w_Dr, can be obtained from Equation (30). The
factor 2 shown in Equation (30) is used to count the wear due to charging for the driving
and the wear due to the driving period itself.

Cn
w_Dr = 2·

(
Tr

∑
t=Td

Wt

)
·(Cb − C2nd)/0.2 (30)

There is a wear cost during the calendar wear when the EV is plugged in without
charging and discharging and can be obtained from Equation (19) by setting the value of
Crate = 0 or it can be obtained by subtracting all battery wear costs shown in Equations (29)
and (30) from the total battery wear cost shown in Equation (28) as shown in Equation (31).

Cn
idle = Cn

w − Cn
wV2G − Cn

w_Dr (31)

The total charging cost can be determined from Equation (32). This charging cost
includes the charging cost for the driving period, the V2G discharging energy, and the
cost to compensate for the calendar leakage energy. The charging cost that can be used to
participate in the V2G can be obtained by determining the total energy discharged in the
V2G mode and dividing it by the charging time to obtain the average charging power used
to participate in the V2G mode and multiplying this power by the tariff during charging
time as shown in Equation (33).

CCn = ∑
t=Charging

λt·
∣∣Pt

EV
∣∣ (32)

where λt is the hourly tariff ($/kWh).

CCn
V2G = ∑

t=Charging

∑
t=V2G

∣∣Pt
EV
∣∣

ηBC·Tch
·λt (33)

The daily revenue due to V2G application can be determined by subtracting the
charging cost for the same amount of energy discharged into electricity and the wear cost
due to discharging in V2G operation from the total income that is shown in Equation (34).

Rn
V2G = ∑

t=V2G
λt·
∣∣Pt

EV
∣∣− CCn

V2G − Cn
wV2G (34)

where Tch is the total charging time.
The optimization algorithm should maximize the daily revenue shown in Equation (34),

and at the same time, it should maintain the required SoC of the battery at the beginning of



Smart Cities 2023, 6 3173

the trip (SoCn
Td

) equal to the predefined value from the EV owner to start his trip (SoCn
0 ).

Thus, the objective function should maximize the revenue and minimize the difference
between SoCn

Td
and SoCn

0 as shown in Equation (35).

F = Rn
V2G − w1·

∣∣∣SoCn
Td
− SoCn

0

∣∣∣ (35)

where w1 is the weight value that should be used to provide the weight to the starting trip
SoC (SoCn

Td
).

The optimization should be performed daily to determine the optimal charging/dis-
charging power for maximizing the revenue and maintaining the SoC at the beginning of
the trip as a predefined value by the owner SoCn

0 . The yearly revenue can be determined
by the summation of the daily revenue during the year.

4. Optimization Algorithm

The optimal scheduling of the V2G applications of the EV is an extremely complex
problem where the optimization algorithm should suggest 24 variables (hourly charg-
ing/discharging power) for each day to determine the maximum revenue from the V2G
application. Moreover, the run of the optimization algorithm should be performed daily,
which means that it should run 365 times to determine the yearly revenue and the yearly
optimal charging/discharging schedule. For this reason, the optimization algorithm should
be fast enough without compromising the accuracy of the results. Several optimization
algorithms showed fast convergence, and they have been used to optimize this problem
such as particle swarm optimization (PSO) [48], grey wolf optimization (GWO) [49], and
cuckoo search algorithm (CSA) [50], musical chairs algorithm (MCA) [51], bat algorithm
(BA) [52], waterfilling optimization algorithm [53], etc. Unfortunately, using these opti-
mization algorithms with such complex optimization problems showed a long convergence
time and low accuracy. Several efforts have been made with these algorithms to improve
their performance such as tuning their control parameters and selecting the best swarm
size [54]. The main problem observed in this study is when the swarm size is increased to
obtain more accurate results, the convergence time is increased substantially, and when
the swarm size is reduced to reduce the convergence time, the accuracy of the results is
sharply reduced or maybe it is converged to a local peak. For this reason, it is important
to compromise between the convergence time and failure rate. Also, for this reason, the
GWO is selected as one of the fastest metaheuristic optimization algorithms to be used
in this application. Moreover, a novel modification strategy has been introduced in this
study to solve this problem. This novel strategy is called the gradual reduction of swarm
size (GRSS) in which the optimization algorithm starts with a high swarm size to enhance
exploration, and the swarm size is gradually reduced in each iteration by removing the
worst search agent. This idea is applied to the GWO algorithm and compared to the classic
optimization algorithms such as the classic GWO, PSO, and BA. The results showed an
improved performance where the fitness function accuracy and the convergence time are
substantially improved as shown in the results section.

4.1. Standard Grey Wolf Optimization Algorithm

The grey wolf optimization (GWO) method is a metaheuristic optimization algorithm
that draws inspiration from nature. It was introduced by Mirjalili et al. in 2014 [49]. The
program draws inspiration from the social order and hunting behavior shown by grey
wolves in their natural environment. The grey wolf optimization (GWO) method is a
computational technique that emulates the hunting behavior of grey wolves to address op-
timization issues. The hunting behavior of grey wolves is a complex and well-coordinated
process. The wolves work together to track, surround, and attack their prey. Their hunting
behavior can be divided into the following phases:

Tracking: The wolves use their keen sense of smell to track their prey. They can track
prey for many miles, even in difficult terrain.
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Surrounding: Once the wolves have located their prey, they surround it to prevent it
from escaping. They may use their bodies to block the prey’s escape routes, or they may
bark and howl to confuse and disorient it.

Attacking: The wolves attack the prey from all sides, biting and clawing it until it is
subdued. They typically focus on attacking the prey’s throat and legs.

The proposed approach involves an iterative enhancement of the population of po-
tential solutions by simulating the social interactions and hunting behaviors seen in wolf
populations. The algorithm is founded around the concept that grey wolves exhibit a
hierarchical organization within their social groups, whereby alpha, beta, delta, and omega
wolves symbolize the wolves occupying the highest to lowest positions in the ranking
system. The GWO method has been used in a wide range of optimization applications,
including mathematical functions, engineering design, feature selection, and neural net-
work training. The findings have shown encouraging outcomes in relation to the rate of
convergence and the quality of solutions. Figure 9 depicts the flowchart that illustrates
the use of the standard grey wolf optimizer (GWO) in the optimum charging and dis-
charging schedule of the EV inside the V2G application. The following procedures are
used to demonstrate the optimization procedures of the GWO when applied to the task of
scheduling the charging and discharging power of EVs in V2G applications.

1. Initialization: A population of wolves is randomly initialized inside the search space,
taking into account the zero value for the trip time. Each wolf symbolizes the cyclic
process of charging and discharging energy over 24 h.

2. Assessment of fitness: The fitness of each wolf within the population must be evalu-
ated using the objective function as shown in Equation (35). The fitness value corre-
sponds to the total income generated during 24 h.

3. Provide a current update on the spatial distribution of wolves: The objective of this
analysis is to ascertain the spatial distribution of the alpha, beta, delta, and omega
wolves following their respective fitness values. The optimal solution is denoted by
the symbol alpha, which is thereafter followed by beta, delta, and omega, as shown
by the given equations.

The quantity of variable (d) is 24, with each variable denoting the power input/output
to/from the EV’s battery while charging or discharging. Equation (36) is used to obtain the
revised location vector for each wolf [49].

→
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=
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where
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V

i
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→
V

i

3 are the position vectors of α, β, and δ at iteration i, respectively. These
position vectors can be obtained using Equations (37)–(39) [49].
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2, and
→
C

i

3 are vectors that can be determined from
Equations (40) and (41), respectively.
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→
C

i

j = 2·
→
R

i

j, j = 1, 2, 3 (41)

where
→
R

i

j is a random vector
→
R

i

j ∈ [0, 1], a is the control parameter that updates the value

of
→
A

i

j and causes the omega wolves to escape the other higher-order wolves to enhance
the global search performance. The value of a is reduced linearly from 2 to 0 as shown in
Equation (42) [49].

ai = 2− 2i/itmax (42)

where itmax is the maximum number of iterations.
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1. Apply boundary constraints: several boundary conditions such as the zero charg-
ing/discharging power during the driving trip, the charge/discharge power, and the
SoC are within the specified limits.

2. Update the fitness values: the new position is applied to the objective function, and
the fitness values for each wolf is obtained.

3. Update the best solution: the alpha wolf position is updated, if a better solution is
found than the previous one.

4. Repeat steps 2–5: the steps are repeated until a termination criterion is met (e.g., the
maximum number of iterations or reaching a satisfactory solution).

4.2. Novel Gradual Reduction of Swarm Size of GWO (GRSS-GWO)

Several academics have suggested several enhancements to the original GWO algo-
rithm [55,56]. In the present work, a significant difficulty arises from the large number of
variables (24 variables during a one-hour sampling period), necessitating the reduction of
convergence time and the improvement of the accuracy of the resulting optimum solution.
The complexity of the issue increases as the sample interval decreases to less than one hour,
since this results in an increase in the number of variables exceeding 24. One potential
approach for decreasing convergence time is to decrease the quantity of search agents. How-
ever, this strategy may result in a decrease in the exploration capabilities of the optimization
algorithm, perhaps leading to premature convergence. In contrast, an increased quantity
of search agents has been shown to improve exploration capabilities, but at the cost of a
lengthened convergence time. Due to this rationale, the concept of augmenting the number
of search agents, referred to as “wolves”, at the start of the optimization process, serves
to improve the efficacy of exploration while afterward progressively diminishing their
count. This approach aims to minimize the time required for convergence and concurrently
raise the effectiveness of exploitation. In this particular approach, the wolf with the lowest
performance will be systematically destroyed throughout each repetition. The process of
reducing the swarm size will be consistently implemented as long as the wolf population
remains above three individuals. Once the population of wolves reaches a count of three,
the recommended method will refrain from eliminating any further wolves until the com-
pletion of all optimization rounds. The findings derived from the implementation of this
approach demonstrated a significant decrease in the time required for convergence and
an improvement in the precision of the solution when compared to both the conventional
GWO method and other optimization algorithms examined in the research. Figure 10
illustrates the flowchart of the GRSS-GWO in conjunction with V2G applications.

An additional enhancement is achieved by the substitution of the linear reduction
control parameter (a) as shown in Equation (42) with a second-order reduction as illustrated
in Equation (43) [55]. This enhancement resulted in an improved exploration performance
during the first stages of the optimization process and accelerated convergence in the
advancement of the optimization algorithm, hence significantly reducing the time required
for convergence.

A further enhancement implemented in this approach involves assigning a greater sig-
nificance to the position vectors of α, followed by β, and then δ, as seen in Equation (44) [56].
This modification replaces the equal weighting scheme used in the conventional GWO
method, as depicted in Equation (36) [49].

a = 2
(

1− i
itmax

)2
(43)

→
V

i+1
= ψ1

→
V

i

1 + ψ2
→
V

i

2 + ψ3
→
V

i

3 (44)

where ψ1 > ψ2 > ψ3 and ψ1 + ψ2 + ψ3 = 1.
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5. Simulation Work
5.1. Simulation Software

The execution of the technique described in this research was conducted using Matlab
software, following a series of procedures shown in Figure 11. The first phase involves the
execution of procedures aimed at ascertaining the wear characteristics of the battery. The
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wear model presented in Section 2 is used to ascertain the parameters utilized in calculating
the hourly battery wear, as shown in Equation (8) for the traditional wear model [32] or
Equation (19) for the newly suggested wear strategy. The approach used in this study
utilizes the experimental findings from the battery acceleration test as documented in
reference [57]. Optimization methods are then applied to identify the parameters by
minimizing the RMSE between the experimental and calculated results, as shown in
Equation (15).
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An additional module is used to ascertain the distribution of the EV’s daily driving
distance for a full year, using Equation (20) and shown in Figure 7. This module is used to
ascertain the daily driving distance, as well as the departure and arrival times. Figure 11
illustrates a basic configuration of this module.

The primary module is used to assess the operational efficiency of the EV for a
full year. This module aims to ascertain the daily and annual income generated via the
implementation of V2G principles. The outcomes derived from this module have been
contrasted with the unintelligent charging approach. The stages of the primary module are
shown in Figure 11 and may be succinctly stated as follows:

Step-1: Randomly initialize the charging/discharging power during the EV
plugin period.

Step-2: Determine the hourly wear based on the hourly operating condition using
Equations (8) and (19) for comparison.

Step-3: Determine the hourly and daily revenue from Equation (34).
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Step-4: Determine the fitness values of the objective function shown in Equation (35)
for all search agents.

Step-5: Remove the worst search agent for GWO-GRSS.
Step-6: Determine the updated value of search agents’ positions (charging/discharging

power during the EV plugin period) using Equation (37) to Equation (39), respectively.
Step-7: Check the stopping criteria if it is valid go to the next step otherwise go to

step-3.
Step-8: Accumulate the daily revenue.
Step-9: Check if the iteration is lower than or equal to 365 then go to step-1, otherwise,

print the results and stop.

5.2. Simulation Results

As previously mentioned in the preceding section, many modules are used to conduct
the simulation tasks. The preceding sections have addressed the simulation modules. The
simulation was started by using cycle and calendar tests to ascertain the parameters of
the wear as described in Equation (19). The GRSS-GWO optimization method, which was
presented in Section 4, was used for this purpose. The results obtained were then compared
with those obtained using the classic GWO, PSO, and BA algorithms.

The trip duration, departure, and arrival timings are determined using a random
scheduling process. The last simulation research involves determining the ideal daily
charging, discharging, and driving powers of the EV, depending on the day-ahead tariff.
The following sections include a comprehensive analysis of the outcomes obtained from
the simulation experiments.

5.3. Battery Wear Parameters Estimation

The battery exemplified in reference [57] serves as a representative instance of an
EV battery. The comprehensive depiction of this battery is shown in Table 1. The wear
test results for the calendar and acceleration experiments are shown in Figures 12 and 13,
respectively [39,57]. The aforementioned data has been used to determine the wear parame-
ters A1 to D2, as shown in Equation (13), by comparison with the values obtained from this
equation and the subsequent minimization of the RMSE, as demonstrated in Equation (15).
The findings of this investigation demonstrate a notable level of accuracy in the model
when considering the input data points shown in Figures 12 and 13. Table 2 displays the
parameters acquired by the use of the GRSS-GWO and other optimization techniques.

The wear modeling presented in Section 2 is used in this context for comparison.
Figure 4 displays the ACC–DOD, whereby the relationship between the DoD is determined
by calculating the difference between each pair of SoC values shown in the figure.

Table 1. The specification of the EV battery used in the simulation.

Item Value

No. of modules 24

Module capacity 2.4 kWh

Battery price Cb $140/kWh

2nd life battery price $60/kWh

OMC $0.1/kWh/year

ηBC= ηBD 0.95

σ 0.01%
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Table 2. The calendar modeling parameters for different optimization algorithms under study.

Items GRSS-GWO GWO PSO BA

Convergence time (s) 0.213 441 117 0.821 158 456 0.978 254 151 1.149 123 715

RMSE (%) 0.001 951 035 0.002 113 658 0.002 121 756 0.002 243 674

A1 472.701 163 681 470.414 149 675 470.405 579 729 470.398 767 233

B1 −2.069 836 312 −2.060 865 899 −2.058 069 457 −2.057 654 982

C1 −6316.876 455 349 −6269.356 878 725 −6270.556 534 254 −6270.129 739 985

D1 0.576 031 765 0.576 901 653 0.576 713 898 0.576 797 138

A2 26.055 099 431 26.163 873 352 25.993 877 910 26.106 763 973

B2 2.688 801 914 2.690 645 631 2.687 945 918 2.691 875 219

C2 −2102.375 825 405 −2101.912 746 436 −2102.534 674 362 −2102.439 726 652

D2 0.520 987 158 0.521 812 028 0.521 736 832 0.521 052 637

5.4. Scheduling the Random Trip Length and Departure and Arrival Times

Several assumptions are used in the simulation listed in the following points:

• The EV takes only one trip each day.
• The energy consumption per hour is constant during the trip.
• The minimum SoC during the discharging is 0.3.
• The average speed during the trip is selected as constant, equal to 15 km/h.

The daily distance, as derived from Equation (20) as shown in Figure 7, is used to
calculate the departure and arrival times, as well as the daily energy consumption throughout
the year, as depicted in Figure 14. The top track of Figure 14 displays the random daily
distance. The departure time is determined using a random selection process, while the
arrival time is determined based on the daily distance, taking into account an average speed
of 15 km/h. The length of a driving trip is calculated by calculating the time difference
between the arrival and departure times, as seen in the lowermost trace in Figure 14.

5.5. Results of Optimal Schedule of EV Aggregator

The performance of the EV throughout the day is simulated based on factors such as
the daily distance, the duration of the driving excursion, and the departure and arrival
timings. The optimization process is conducted daily throughout the whole year. The
figures, namely, Figures 15–17, depict the performance of the EV battery over 24 h under
various driving conditions, namely, during off-peak, low-tariff, and high-tariff periods. The
data presented in these figures indicate that scheduling the trip during low tariff periods in
the morning would allow the EV to charge at a lower tariff. Conversely, scheduling the
trip during high tariff periods at night would not provide the opportunity for the EV to be
discharged at a higher tariff. Therefore, it can be concluded that scheduling the trip during
the afternoon periods would be the most optimal choice. Furthermore, it is evident from
Figures 15–17 that the system undergoes charging during the low tariff period until the SoC
achieves its highest value. Subsequently, it discharges during the high tariff period until
the SoC reaches its lowest value, namely, at SoC = 0.3. In addition, the battery is precharged
with an energy level that is equivalent to or more than the energy needed for each EV’s trip.
The detailed discussion of the three situations, shown in Figures 15–17, is presented in the
following points.
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Figure 14. The daily driving distance, departure and arrival times, and the driving periods during
the year.

Case-1 (driving during the off-peak period): The depicted scenario, as seen in
Figure 15, demonstrates the effective use of an aggregator system. This system ensures
that the EV battery is charged during low tariff times and discharged during high tariff
periods, therefore enabling the stored energy to be efficiently contributed to the grid for
V2G purposes. As seen in Figure 15, the battery undergoes charging in the first hours of the
day to reach the predetermined SoC required for commencing the trip. The SoC remains
constant until the time reaches Td (7:00), at which point the battery begins to deplete for the
duration of the driving trip until the arrival time at t = 16:00. After the driving time, the
SoC diminishes to a low level of 60%, indicating an insufficient amount of energy available
for use during the high tariff period for discharging into the grid. Consequently, the bat-
tery undergoes a recharging process, reaching a SoC of 100%, during the time interval of
t = 16:00 and t = 18:00. This ensures that the battery is adequately prepared for discharging
during the high tariff period, which occurs from t = 19:00 to t = 21:00. Once the SoC of the
battery reaches its minimum allowable value (SoCmin = 0.3), the battery ceases its discharge
to the grid to mitigate the potential for significant battery wear. The analysis of Figure 15
demonstrates that driving during off-peak hours in the daytime presents an advantageous
chance for EVs to be charged at lower tariff rates and then discharged during high tariff
times. This use of V2G ideas with EVs significantly enhances the potential income gener-
ated. The daily income generated by the operation of the EV, shown in Figure 15, amounts
to USD 12.52. The revenue generated by selling energy to the grid is USD 21.92, whereas
the cost of charging electricity for usage during the V2G period may be determined using
Equation (33) and amounts to USD 6.21. The cost of wear resulting from V2G operations,
as calculated using Equation (29), is USD 3.19. The fake charging algorithm presents an
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opportunity for additional money by charging the EV during low tariff times, as opposed
to the expense of charging the battery after the trip. The calculation of the charging cost
for both the driving duration and the self-discharge period in V2G, as seen in Figure 15,
involves reducing the charging cost attributed to V2G (as defined in Equation (33)) from
the overall charging cost derived from Equation (33), resulting in a value of USD 3.16. This
value might be likened to the act of recharging the battery after the preceding day’s trip,
amounting to a sum of USD 12.67. The observed decrease in charging expenses for the
trip time of the V2G system, in comparison to the dummy charging scenario, amounts to
USD 9.51. By summing the two incomes, it can be inferred that the use of V2G technology
on the specific day, shown in Figure 15, would provide a total revenue of USD 22.03 for
the EV owner. The substantial financial gains resulting from the implementation of V2G
technologies, in contrast to the usage of fake charging, underscore its better performance
and advantages for both EV owners and the grid system.
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Figure 15. The performance of EV with driving during daytime period.

Case-2 (driving during the low tariff period): The scenario, shown in Figure 16,
illustrates a situation where the aggregator is unable to take advantage of the low tariff
times to charge the EV battery. However, it can use the high tariff period to discharge the
stored energy into the grid and engage in V2G activities. If the opportunity to charge the
battery during the low tariff time is missed, the aggregator will be compelled to charge at a
higher tariff after the trip. This might result in increased charging costs and reduced income
compared to driving during the off-peak period, as seen in case-1. As seen in Figure 16,
the EV operated in driving mode from 1:00 to 8:00, resulting in a low SoC of 0.47 after the
driving time. Hence, the aggregator needs to prioritize the search for the most cost-effective
tariff during low tariff times to maximize the battery’s charging capacity, enabling it to
supply the grid during peak hours from 18:00 to 23:00. The aggregator determined the
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optimal time frame for charging the EV battery to be from 9:00 to 11:00, as seen in Figure 16.
Subsequently, the SoC reached its peak level and will remain at this level until 20:00, and
at this point, it will begin discharging its energy into the grid during the period with the
highest tariff. Once the SoC of the battery hits its minimal threshold, it is advisable to cease
the discharge of the EV battery to mitigate the potential for significant wear in the LIB.
This particular incident of LIB wear was observed at 22:00. Once the battery’s SoC hits
its minimum allowable value (SoCmin = 0.3), the battery ceases its discharge to the grid
to mitigate the potential for significant battery wear. The analysis of Figure 16 indicates
that driving the EV during the low tariff period does not enable the charging of the EV
at reduced tariff rates. However, it does provide a chance to discharge the EV during
high tariff times. The daily income generated by the operation of the EV in case-2, as seen
in Figure 16, amounts to USD 10.54, in contrast to the USD 12.52 revenue observed in
case-1. The price for selling energy to the grid is USD 22.15, whereas the cost of charging
electricity for usage during the V2G period may be determined by referring to Equation (33)
and is USD 8.19. The cost of wear resulting from V2G operations, as calculated using
Equation (29), amounts to USD 3.42. The percentage decrease in income from case-1 to
case-2 is calculated as (12.52–10.54)/10.54, resulting in a drop of 18.8%. This implies that
failing to charge the EV battery during a time of low tariff rates might result in a decrease
in income from V2G operations by 18.8%. Due to this rationale, it is advisable to arrange
the travel to prevent the possibility of losing out on the time of reduced tariffs designated
for charging the EV battery.
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Case-3 (driving during the high tariff period): The scenario, shown in Figure 17,
demonstrates that the aggregator will refrain from using the high tariff times to discharge
the EV battery to the grid. However, it will ensure that the low tariff period is used
for charging the battery. Failure to take advantage of the high tariff period for battery
discharge would compel the aggregator to empty the battery during off-peak tariff periods
after the trip. This might result in a decrease in the income generated from V2G operations
compared to the scenario in case-1, when the EV was driven during the off-peak period.
As seen in Figure 17, the EV underwent charging from 2:00 to 4:00, resulting in the SoC
reaching a value of 1. The battery remained connected to the SoC until the commencement
of the driving excursion at 20:00. The driving time concludes at 23:00, including all high
tariff periods. Consequently, the EV will not engage in V2G activities since it lacks a high
tariff period. The revenue from the third scenario shown in Figure 17 is almost negligible,
indicating that it is not advisable to undertake the trip during peak hours.
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Figure 18 depicts the annual representation of the daily income and the temporal
fluctuation of the SoH and SoC. This figure demonstrates a clear positive linear relationship
between revenue and time, indicating a consistent increase in income over time. Simul-
taneously, the SoH exhibits a progressive decline as time progresses. Furthermore, the
annual income amounts to USD 3245. Additionally, the SoH has decreased from 1 to 0.9466,
indicating a yearly wear rate of 5.34%. If the battery is changed when its SoH reaches 80%,
the estimated duration of the battery’s lifespan will be around four years.

When the V2G concept (dummy charging) is not used, the annual SoH experiences
a decrease from 1 to 0.9745, indicating a yearly wear rate of 2.55%. If the battery is to be
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changed when its SoH reaches 80%, the estimated duration of the battery’s lifespan would
be around 7.8431 years.

Table 3 presents a comprehensive comparison between the best use of V2G technology
and the conventional method of dumb charging. The data shown in the table indicates
that the annual charging cost amounts to USD 904.6 when using the conventional charging
method, which involves charging the EV directly after each trip period, irrespective of
the tariff value. In contrast, the implementation of an optimum V2G strategy results in
a lower charging cost of USD 765.4. Demonstrating the charging cost of an EV battery
necessitates accounting for both the energy used when driving and the energy expended
when discharging power back to the grid. The reduced charging expenses associated with
V2G technology, in contrast to conventional charging methods, may be attributed to the
strategic selection of the most cost-effective tariff periods for battery charging purposes.
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5240.7. The annual revenue generated through the implementation of V2G technology, 
calculated as the difference between annual revenues and annual costs, amounts to USD 
3245. The annual income surpasses 70% of the entire annual battery replacement cost, 
which is calculated as (140 − 60) × 24 × 2.4 = USD 4608. This implies that the payback time 
of the EV battery is shorter than 1.5 years when using the V2G mode, without considering 
the expenses associated with battery wear caused by driving. The favorable outcomes 
stemming from the V2G operating mode serve as a motivating factor for EV owners to 
actively engage in this technological advancement. 
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Figure 18. The yearly performance during the first year of use with the V2G operating mode.

The annual cost of battery wear for the V2G system is more than that of the conven-
tional dumb charging mode. This is due to the additional demand placed on the battery, as
it must not only provide energy for driving purposes but also provide power to the grid
during peak hours. The results shown in Table 3 demonstrates that the battery wear cost
of the V2G system is more than double the value seen in the dumb charging mode. In
contrast, the annual expenses associated with charging and wear amount to USD 1492.1
for the conventional charging method and USD 1995.7 for the V2G running mode. The
annual revenue generated from the implementation of V2G technology amounts to USD
5240.7. The annual revenue generated through the implementation of V2G technology,
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calculated as the difference between annual revenues and annual costs, amounts to USD
3245. The annual income surpasses 70% of the entire annual battery replacement cost,
which is calculated as (140− 60)× 24× 2.4 = USD 4608. This implies that the payback time
of the EV battery is shorter than 1.5 years when using the V2G mode, without considering
the expenses associated with battery wear caused by driving. The favorable outcomes
stemming from the V2G operating mode serve as a motivating factor for EV owners to
actively engage in this technological advancement.

Table 3. The comparison between the dumb and V2G charging mode.

Items Dumb Charge V2G

Yearly wear (%) 2.55 5.34

Battery life time (year) 7.8431 3.7453

Yearly charging cost ($) 904.6 765.4

Yearly wear cost ($) 587.5 1230.3

Total yearly cost ($) 1492.1 1995.7

Income due to V2G ($) - 5240.7

Yearly revenue ($) - 3245

6. Conclusions

The increasing usage of EVs in modern transportation networks may pose several
issues to the present power infrastructure due to insufficient coordination at the time of
their charging sessions. The installation of a charging schedule and the usage of EV batteries
to help the power system during peak hours may enhance the stability of the present power
system and bring large financial advantages to EV owners. The purpose of this study is to
determine the importance of employing the vehicle-to-grid (V2G) mode while charging and
discharging EV batteries. The V2G mode optimizes charging during low-tariff seasons and
discharging during high-tariff seasons. As described in this study, the deployment of an
accurate wear model for EV batteries acts as an incentive for EV owners to interact with the
technology. This paper proposes a novel technique for evaluating hourly wear costs, taking
into account a variety of factors such as temperature, operating power, and SoC. The use of
V2G technology in the management of charging and discharging activities has been studied
using a modified grey wolf optimization approach. The gradually reduced swarm size
grey wolf optimization (GRSS-GWO) method was used for this aim. The modified strategy
resulted in a reduction in convergence time and an increase in accuracy. The findings of the
algorithm used in this research show that, despite the projected lifetime of an EV has fallen
from about 7 years to 4 years, EV owners may still expect to earn USD 3245. Furthermore,
when utilized in combination with the V2G operating mode, the EV has a payback period
of 1.5 years. The excellent results obtained via the adoption of the V2G operating mode
serve as a strong incentive for EV owners to actively participate in V2G activities, therefore
reinforcing the overall stability of modern power systems.

The experimental validation of the simulated proposal could be approached in further
research studies.
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List of Symbols and Abbreviations

Symbol Definitions Symbol Definitions
V2G vehicle-to-grid Td departure time
G2V grid-to-vehicle Tr arrival time
EV electric vehicle uav average EV speed
SoC, s state of charge PEV the power of the battery
SoH state of health EEVD energy of the driving period
DoD, D depth of discharge X dispatch matrix
ESS energy storage system ηBC battery charging efficiency
DSM demand side management ηBD battery discharging efficiency
REDG renewable energy distributed generator σ daily self-discharge
GWO grey wolf optimization EoL end of life
GRSS gradual reduction of swarm size Cw daily cost due to battery wear
LIB lithium-ion battery Cb price of the new battery
Crate current rate C2nd price of the second-life battery
ACC achievable cycle count Cn

wV2G daily V2G battery wear cost
WDF wear density function Cn

w_Dr daily driving battery wear cost
Nc number of cycles Cn

w_Ch daily battery wear charging cost
a and b battery specification parameters Cn

idle daily calendar battery wear cost
AWC average wear cost CC daily total charging cost
ηb battery efficiency λt hourly tariff (USD/kWh)
Cb total battery price CCn

V2G charging cost for V2G
Ebr battery rated capacity Tch charging time
TWC total wear cost Rn

V2G daily revenue due to V2G
Pb battery power SoCn

Td
battery SoC at the beginning of the trip

R ideal gas constant SoCn
0 required SoC at the beginning of the trip

Ea activation energy parameter w1 weight value
LAM loss of active materials PSO particle swarm optimization
SEI solid electrolyte interphase CSA cuckoo Search Algorithm
tu rise time BA bat algorithm
W battery wear d number of variables

Wcal calendar battery wear
→
V

i

j position of ariable j at iteration i

Wcyc cycling battery wear
→
R

i

j random vector
→
R

i

j ∈ [0, 1]
T temperature a GWO control parameter
SoCmin minimum SoC itmax maximum number of iterations
SoCmax maximum SoC F objective function
SoCa average SoC Vbest the position of the best wolf
RMSE root mean square error Fbest fitness value of the best wolf
Wm measured battery wear Vworst the position of the worst wolf
Wc calculated battery wear Fbest fitness value of the worst wolf
nm number of test points SS swarm size
fdes distribution function OMC operating and maintenance cost
LEV daily driving distance µEV variance of the daily distance of EV
σEV average daily distance βEV specific power consumption

EEV EV trip consumed energy
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