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Abstract: Cellular Vehicle-to-Everything (C-V2X) communications is a technology that enables in-
telligent vehicles to exchange information and thus coordinate with other vehicles, road users, and
infrastructure. However, despite advancements in cellular technology for V2X applications, signifi-
cant challenges remain regarding the ability of the system to meet stringent Quality-of-Service (QoS)
requirements when deployed at scale. Thus, smaller-scale V2X use case deployments may embody a
necessary stepping stone to address these challenges. This work assesses network architectures for an
Intelligent Perception System (IPS) blind road junction or blind corner scenarios. Measurements were
collected using a private 5G NR network with Sub-6GHz and mmWave connectivity, evaluating the
feasibility and trade-offs of IPS network configurations. The results demonstrate the feasibility of the
IPS as a V2X application, with implementation considerations based on deployment and maintenance
costs. If computation resources are co-located with the sensors, sufficient performance is achieved.
However, if the computational burden is instead placed upon the intelligent vehicle, it is questionable
as to whether an IPS is achievable or not. Much depends on image quality, latency, and system
performance requirements.

Keywords: V2X; V2X communications; Vehicle-to-Everything; ITS; cellular; C-V2X; 5G NR; latency;
V2I; network planning

1. Introduction

In recent years, the concept of intelligent vehicles and the field of Intelligent Transport
Systems (ITS) have reached a point where they are both technically and commercially
feasible. This is underscored by the ongoing research and commercial ventures by major
automotive companies such as General Motors’s Cruise [1], Alphabet’s Waymo [2], Tesla [3],
and Uber [4]. These advancements have sparked interest and research within the industry
on the notion of the “connected” intelligent vehicle which represents a natural progression
of existing endeavours to integrate advanced sensing and computational capabilities into
vehicles. Consequently, these endeavours have led to the generation and processing of
substantial volumes of data within new intelligent vehicles, data that could potentially
be shared with other relevant parties, including nearby vehicles or traffic management
authorities. The significance of this progression is accentuated by the efforts of wire-
less communications standard-setting bodies like the 3rd Generation Partnership Project
(3GPP) [5,6] for cellular networks, and the IEEE [7] for Wi-Fi.
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Thus, in a broad sense, Vehicle-to-Everything (V2X) communications describe a frame-
work that enables a connected intelligent vehicle (CIV) to exchange information with fellow
road users and stakeholders in automotive environments. As such, the primary objective
of V2X communications systems is to enhance road safety and optimise traffic flow by en-
abling effective communication and coordination among stakeholders within a road traffic
ecosystem. Incorporating V2X communications introduces a diverse array of potential
scenarios and applications, encompassing safety and traffic efficiency and extending to
infotainment and eCommerce uses [8,9]. Consequently, these potential applications involve
a considerable number and variety of stakeholders, necessitating a robust, secure, and
reliable wireless communication technology as the underlying foundation.

Cellular communications, fostered by the efforts of 3GPP [10], has long been under
consideration as a prospective technology for V2X communications [11]. Within the domain
of V2X communications, cellular communications are commonly denoted as C-V2X. The
extensive global deployment of cellular base stations establishes a strong foundation for
C-V2X to cater to a diverse range of users, including vehicles, trains, cyclists, pedestrians,
and stationary infrastructure, thus resulting in the inclination towards leveraging cellular
as a viable V2X access technology. The 3GPP has formulated multiple specifications for
C-V2X, where the initial specification emerged as a part of 3GPP Release 14 [12] in 2017,
often referred to as LTE-V2X due to its basis in the 4th generation of cellular, 4G LTE.
Subsequently, another specification was introduced with the advent of the fifth generation
of cellular technology (5G NR) in 3GPP Release 15 [13] in 2019, commonly recognised
as NR-V2X.

Numerous works have studied the efficacy of both LTE-V2X and NR-V2X for various
V2X communications use cases and applications. In general, studies have shown that
C-V2X can uphold QoS metrics [14–17] to support more basic V2X communications use
cases outlined by the 3GPP [8,18], such as traffic information, traffic flow management,
infotainment and eCommerce services. Certain works specifically address the teleoperation
type use case [14,16,19], often within the context of commercial cellular networks. The
consensus among these investigations is that achieving an advanced use case like teleop-
eration is viable under ideal circumstances; however, challenges relating to cell coverage,
handover performance, and congestion management pose significant obstacles, reducing
feasibility considerably.

These findings from studies in commercial cellular networks are further reinforced
by those completed with private cellular networks. Several works demonstrate that in
controlled scenarios LTE-V2X could uphold QoS metrics for advanced V2X use cases [20,21].
Recent works studying NR-V2X and its enhancements [22–25], also within private cellular
networks, have shown very promising performance for the technology’s capacity as a
candidate wireless access technology for V2X communications. While C-V2X has significant
potential as a V2X communications candidate, it is clear from previous studies that it is not
yet ready to be deployed at scale for advanced use cases, such as teleoperation, due to the
challenges associated with reliability in terms of upholding QoS metrics.

Given these challenges associated with deployment at scale, it is reasonable to ini-
tially begin with developing V2X communications, both in technology and commerce,
with smaller-scale implementations that have the most significant potential impact. Im-
plementations of this calibre can benefit from a more predictable wireless channel and
can be deployed in locations with existing infrastructure. As such, if conducted correctly,
smaller-scale implementations can be used to focus on considerations for developing suffi-
cient QoS for V2X communications applications and use cases at a larger scale. One such
application that fits these criteria is that of the blind road junction or blind corner, wherein
the view of significant portions of a junction or road is occluded by static obstructions. In
automotive environments, these blind road junctions and blind corners represent a cohort
of particularly hazardous scenarios that an intelligent vehicle must contend with. Convex
mirrors [26] are often placed at these locations (see Figure 1) to allow drivers to see around
the occlusions that render the junctions and corners blind. However, given the difficulty of
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detecting objects in the convex mirror itself [27,28], the safety of these locations can likely
be improved by the introduction of fixed sensors with V2I communications capabilities [29],
also known as a Fixed Sensor Node (FSN), shown in Figure 2.

Figure 1. Blind T-junction scenario with occlusions caused by foliage near the roadside. The occluded
vehicle on the major road is revealed for the ego vehicle (red vehicle) by the convex mirror (red ellipse).

Figure 2. Example of an FSN, with several sensors mounted at a high vantage to appropriately
observe a blind junction scenario.

Hazardous automotive scenarios such as occluded or blind road junctions have been
considered by the research community for many years [30]. However, most of the research
focuses on the motion planning aspect of navigating these scenarios. Some studies exclu-
sively rely on the intelligent vehicle’s own capabilities to safely navigate the hazardous
scenario [31]. Sama et al. [32] present a reinforcement learning algorithm trained on human
data to determine how the intelligent vehicle should behave, whereas Solomitckii et al. [33]
propose the use of mmWave radar with reflectors installed at the junction to allow the
intelligent vehicle to see around corners. Other works take into consideration the use of
external sensors via V2I communications to inform the motion planning of the intelligent
vehicle [34,35]. Fewer works address the communications perspective of this occluded
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use case. Notably, Jaktheerangkoon et al. [36] demonstrate using DSRC that direct V2V
communications are likely not a feasible option given Line-of-Sight (LOS) constraints.
Buchholz et al. [37] and Annu et al. [38] develop and demonstrate V2I use cases using
Multi-Access Edge Computing (MEC) [39] technology, demonstrating its efficacy over
cloud computing.

The aim of this work is to investigate the wireless access challenges of a blind road
junction V2I use case, specifically regarding the degree to which the trade-offs between
network performance and implementation cost affect the feasibility of the V2I system.
In particular, this work intends to study only the technical feasibility of the V2I system.
Legal, standardisation, or insurance implications surrounding the security, privacy, and risk
factors of this concept are not within the scope of this work. Additionally, the experimental
methodology and data analysis techniques can be replicated using off-the-shelf equipment
and therefore can be easily re-implemented, repeated, and augmented.

The remainder of this paper is structured as follows; an overview of the chosen small-
scale V2I use case is presented in Section 2. The experimental methodology used to conduct
this study is outlined in Section 3. Section 4 presents the results of the measurement study
and discusses the findings for each of the network architectures. Section 5 discusses the
limitations of this study and future work. Finally, Section 6 concludes this paper.

2. Intelligent Perception System (IPS) Overview

The following section presents an overview of the system architecture necessary to
enable the blind road junction V2I use case.

As previously mentioned, the safety of blind road junctions can likely be improved by
the introduction of so-called FSNs. An FSN is a system, mounted at an appropriate vantage
point, composed of one or more sensing modalities, e.g., RGB cameras, LiDAR, radar, and
thermal cameras, that allow an object detection algorithm to perceive regions of interest. As
such, one or more FSNs combined with V2X communications capabilities can be referred to
as an Intelligent Perception System (IPS), illustrated in Figure 3. At these blind or occluded
locations, one or more FSNs can be installed in positions where sensors can perceive the
region of interest and any roads that may connect to it to form an IPS. Using sensor fusion
technology [40], information about the region(s) of interest can collected into some form of
Local Dynamic Map (LDM) [41] and transmitted to nearby CIVs in a publisher-subscriber
groupcast type information dissemination model.

Figure 3. The Intelligent Perception System (IPS) with a CIV, in red, approaching a blind T-junction
that is served by a Fixed Sensor Node (FSN), in navy, with an appropriate vantage of the occluded
region. Two configurations: (1) FSN computing, (2) car computing.
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A key concern for the implementation of an IPS is the most appropriate location of
the computation. Processing of the various sensing modalities by the object detection
algorithm and the sensor fusion technologies at the FSN(s) requires a significant degree of
computational power. Thus, it would be reasonable to suggest that the computation should
be deployed where the data are being generated, i.e., co-located with the FSN(s). However,
the installation and maintenance costs of such a deployment may be prohibitive. To avoid
the cost of the computation, the sensor data from the FSN(s) could instead be transmitted,
with associated meta-data, directly to the nearby CIVs for onboard processing. However,
depending on the number of sensors per FSN and the number of FSNs at the junction, the
volume of data to be transmitted may be significant. Alternatively, as illustrated in Figure 4,
computing paradigms such as Cloud Computing [42] or MEC [39] in conjunction with
Software-Defined Networking (SDN) [43] and Network Function Virtualisation (NFV) [44]
technologies as part of 5G networking slicing [45] could be used. The location of the
computation for the FSN(s) can have a significant bearing on the performance capabilities
and cost of the IPS.

Figure 4. Simplified View of Computing Architectures for V2X Communications, highlighting
connections between nodes in the network.

2.1. Measurement Scenarios

To evaluate the trade-offs between IPS network architectures, they must first be defined
and discussed. The locations of the data sources, data processing, and data consumers
involved in the system must be considered. This is pertinent as these locations will have
the most significant bearing on the topology of the network used to implement the system.
The data sources in the case of the IPS are the FSNs and their location will be determined by
the position that provides the most appropriate perspective(s) of that region. Similarly, the
data consumers in this case are the CIVs that must navigate the blind or occluded junction.

The location of the computational resources in IPS can have a significant bearing on the
feasibility of the system in terms of the performance capabilities and cost, i.e., deployment
and maintenance costs. In this work, we evaluate and compare two different configurations
or locations for the computational resources of the IPS. Specifically, the trade-offs between
configurations are evaluated in terms of network performance, i.e., latency, throughput,
and reliability. In the following subsections, the two configurations are presented and
discussed to explore their apparent advantages and disadvantages.
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2.1.1. Configuration 1: Edge Computing

The first configuration of the IPS that will be evaluated, illustrated in Figure 3, is
where the computational resources are integrated within the FSN(s) or located nearby
in the form of an edge server [39]. This configuration could be considered the default
choice as advanced sensing systems are often deployed with their computational resources
integrated into the same physical equipment. In this configuration, the sensor data are
sent to the local computational resources, to be processed and converted into an object
data format. This object data format represents, in a local or global coordinate system, the
distinct objects within the region of interest that are of note to CIVs, e.g., other vehicles,
pedestrians, cyclists, animals, debris, or other possible hazards. The processed object data
are then broadcast to the CIVs subscribed to the IPS, informing them of the content in the
region of interest.

This configuration should have a significant advantage in terms of network perfor-
mance, as the data can be sent in the form of ITS-specific packets such as Cooperative Aware-
ness Messages (CAMs) [46] and Decentralised Event Notification Messages (DENMs) [47],
which are small packets, on the order of hundreds of bytes. Thus, the latency of pack-
ets can be kept low, and the throughput requirements are also quite low. However, this
configuration should also incur a significant cost, particularly regarding maintenance, as
the computational resources would require substantial power, climate control, robustness,
and security. Additionally, in this configuration, the system responsible for processing the
sensor data is now also responsible for the quality of the decisions that can be made by the
CIVs, which may not be desirable.

2.1.2. Configuration 2: Fog Computing

The second configuration of the IPS that will be evaluated, illustrated in Figure 3, is
where the computational resources are located within the CIVs that connect to the IPS,
also known as Vehicular Fog Computing [48,49]. This configuration can be viewed as
the inverse of Configuration 1, as it offsets the challenges associated with deploying the
computational resources at the FSN(s) by transferring the burden of processing sensor
data to the CIVs subscribed to the IPS. Thus, in this configuration, the sensor data are
transmitted directly to the CIVs subscribed to the IPS. In this configuration, more autonomy
is given to the individual connected vehicles. Specifically, the CIV does not need to blindly
trust the confidence intervals of the processed data coming from the FSN(s) and may verify
the content of the sensor data itself.

This configuration has a significant advantage in terms of cost as the sensors alone
should not require substantial power, climate control, or security. The primary cost as-
sociated with this configuration is the deployment cost, where the FSN(s) would only
require power and a network connection. However, this configuration also has a significant
disadvantage in terms of network performance, as the unprocessed sensor data from one
or more FSNs must be broadcast to the subscribed CIVs. Thus, transmission costs will be
higher and as a consequence larger deployment costs for communications hardware.

3. Experimental Methodology

In the following section, the experimental methodology used to evaluate the trade-offs
between network architectures of the IPS is presented.

3.1. Measurement Setup

With the network architecture configurations defined, the measurement setup used
to evaluate them can be presented. Given that this work aims to evaluate the network
architectures of the IPS and not the sensing modalities or application layer functions, a
pseudo-IPS is used to conduct measurements. This pseudo-IPS, illustrated in Figure 5,
consists of a single pseudo-FSN connected (via 1 Gb Ethernet) to a private 5G NR standalone
network from DruidSoftware (Wicklow, Ireland—v5.2.4.0-1.P1) [50] with a single gNodeB
serving a pseudo-CIV. Windows-based PCs are used to represent both the pseudo-FSN
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and pseudo-CIV in this measurement setup. Connectivity is provided via a VirtualAccess
GW1400 [51] (Sub-6GHz, i.e., 3.5 GHz) rugged automotive cellular router featuring a
Quectel RM500Q [52] modem. To appropriately approximate a sub-urban or urban blind
road junction or blind corner scenario, the pseudo-CIV is located ∼50 m away from the
gNobeB and repeatedly traverses a ∼20 m path, as illustrated in Figure 5. Additionally,
given the spectrum allocation changes in 5G NR [53,54], two connectivity options are
investigated for Configuration 2, Sub-6GHz (FR1) and mmWave (FR2). In addition to the
Sub-6GHz (3.5 GHz) connectivity option, connectivity for mmWave spectrum (26 GHz) is
provided by a MicroAmp [55] CPE router featuring a Quectel RM530N [56] modem.

Figure 5. Pseudo–IPS setup with a private 5G NR standalone network used to conduct measurements.

Two different software tools, ping and iPerf3 [57], were used to conduct the measure-
ments for this study. A custom application was written to generate ICMP packets at a
frequency of 1 Hz and record the round-trip-time (RTT) and thus the end-to-end (E2E)
latency. iPerf3 was used to collect throughput measurements. An iPerf3 server was in-
stalled on the pseudo-FSN and the iPerf3 client was installed on the pseudo-CIV, where
UDP streams were used to more closely align with the CAM [46], DENM [47] or CPM [58]
packets used in V2X communications, sent from the pseudo-FSN to the pseudo-CIV. These
tools were not run in parallel to avoid the effects of packet collisions or routing delays from
the scheduling of the various ICMP and UDP packets.

3.2. Measurement Plan

To evaluate the outlined configurations for the IPS, a series of potential measurement
runs were identified. Each of the identified measurement runs was chosen to encapsulate
data rates that would potentially be generated by an FSN in each of the outlined configura-
tions. For each of the selected data rates, as described in Table 1, 3 measurement runs of
3 min in duration were conducted using iPerf. In the case of the additional mmWave setup
for Configuration 2, an additional set of measurements was repeated using the sensor
data rates where the Sub-6Hz setup notably drops in performance. Latency measurements
were conducted with the ping utility in the same format, i.e., 3 runs, each 3 min in length,
repeated before each of the aforementioned iPerf measurement runs.
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Table 1. Data rates for measurement runs.

Configuration Data Type Data Rate

(Config. 1)
Object Data

Quiet Scene 12.5 kbps
Moderate Scene 25 kbps

Busy Scene 50 kbps

(Config. 2)
Sensor Data

CCTV Camera 8 Mbps
Action Camera 50 Mbps

Consumer Camera 150 Mbps
Automotive Camera 800 Mbps

In Configuration 1, where only object data are transmitted from the FSN(s) to the
CIV(s), data rates were chosen to represent the amount of activity in the scene, i.e., a little,
some, or a lot of activity. Using the specifications for the CAM message type (300 bytes
for each CAM at 10 Hz [8,46,59]) results in a data rate of ∼25 kbps. For the purposes of
this work, this data rate will represent a moderate amount of activity in a scene, thus data
rates for a quiet and busy scene can be represented by half (5 Hz–12.5 kbps) and double
(20 Hz–50 kbps) the data rate for a moderate scene, respectively.

In Configuration 2, where sensor data are transmitted from the FSN(s) to the CIV(s),
data rates were chosen based on common camera architectures with varying resolutions,
frame rates, and compression levels. While it is unlikely that any of these specific camera
architectures will satisfy all of the possible FSN scenarios, they will serve as reference points
of known video performance for given data rates in Table 1.

Current generation CCTV Cameras [60] use high resolution (8MP) sensors with low
frame rates (10–20 frame/s) and high compression ratios (H.265), yielding up to 8 Mbps of
bandwidth, enabling the storage of large volumes of data. Mobile phones [61] and action
cameras [62] most commonly capture 8 MP videos at 30 frames/s with a lower compression
ratio (H.265), yielding up to 50 Mbps bandwidth to achieve higher image quality at the
expense of storage. Recent trends towards HDR displays have also pushed manufacturers
of consumer cameras to implement HDR video captures, that require more storage of
colour information (more bits per pixel). Capturing HDR video, with 10 or 12 bits per pixel,
causes the bit rate to increase to approximately 150 Mbps. Current production vehicles
with advanced ADAS features commonly have HDR cameras (12-bit) [63] to deal with the
challenging dynamic range conditions of the outdoors and typically have 2 MP sensors
that capture 30 frames/s. These camera systems minimise latency by not compressing the
image and therefore have by far the largest bit rate of approximately 800 Mbps, which is
set to rise to 3 Gbps for next-generation 4 K video cameras.

4. Results

The aim of the analysis in this work is to estimate the general performance character-
istics of the identified network architecture configurations so that their performance and
the trade-offs between them can be evaluated. To accomplish this, we analyse two key
metrics: latency and throughput. First, the results of the experimental methodology will be
presented. Following this, the findings as they relate to the outlined configurations will be
discussed. It should be noted that the figures presented in this analysis use a log axis for
display purposes. In addition, the upper and lower fences of the box plots presented in this
section are determined by Equations (1) and (2) [64], where IQR is the inter-quartile range.

LowerFence = Q1 − 1.5(IQR) (1)

UpperFence = Q3 + 1.5(IQR) (2)

4.1. Latency

Latency is often viewed, in addition to reliability, as the dominant metric for safety-
critical use cases and applications [65]. In the context of ITS, delayed packets can lead to
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an intelligent vehicle making a misinformed decision based on out-of-date information.
Particularly in safety-critical ITS applications, this can lead to accidents, or in non-safety
ITS applications can lead to decreases in traffic efficiency and fuel economy. Table 2 and
Figure 6 present the latency performance statistics and distributions for each of the Sub-
6GHz and mmWave connectivity setups used to evaluate the network architectures of the
IPS concept.

Table 2. Latency Performance Statistics.

Latency (ms) Mean StD. Skew Kurt. IQR Min. 25% 50% 75% Max.

Sub-6GHz 10.60 13.52 12.12 182.65 2.79 5.27 7.30 8.32 10.09 279.91
mmWave 12.04 24.36 8.15 82.43 2.64 4.17 6.95 7.93 9.59 465.16
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Figure 6. eCDF + marginal box plot of E2E latency performance distribution for Sub-6GHz and
mmWave connectivity setups (Sub-6GHz: 8.32 ms, mmWave: 7.93 ms median latency).

Between the two connectivity setups, the mmWave setup achieved on average the
lowest latencies, as shown by the quartiles in Table 2, with a minimum latency at 4.17 ms.
However, the Sub-6GHz setup displayed a higher degree of reliability and stability, re-
sulting in a larger kurtosis (Sub-6GHz: 182.65, mmWave: 82.43) and lower maximum
latency (Sub-6GHz: 279.91 ms, mmWave: 465.16 ms) compared to the mmWave setup.
This stability difference between devices is highlighted by the distribution of outliers in
Figure 6. Given that both connectivity setups use the same 5G NR core network, this
apparent performance difference between the two connectivity setups is likely found in the
wireless channel, where the shorter wavelengths of the mmWave setup provide a slight
latency improvement. Additionally, as a consequence of these shorter wavelengths, the
mmWave setup was slightly less reliable, again highlighted by the concentration of outliers
around 100–200 ms in the box plot of Figure 6.

Regarding Packet Delay Variation (PDV) or jitter, in Table 3 it is clear that the overall
jitter of both devices is quite low with 95.75% (Sub-6GHz) and 96.53% (mmWave) of
packets having a jitter lower than 20 ms. While there is little difference in the median jitter
of both devices (∼0.44 ms), there is a notable difference in the maximum observed jitter,
i.e., the worst case is 272.63 ms (Sub-6GHz) and 457.42 ms (mmWave), indicating that the
mmWave setup has slightly less reliability. This is further highlighted by the larger positive
skew (Sub-6GHz: 9.20, mmWave: 8.04) as can be seen from the empirical CDF curves in
Figure 7, again indicating that the Sub-6GHz setup has a higher degree of reliability than
the mmWave setup.
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Table 3. Jitter Performance Statistics.

Jitter (ms) Mean StD. Skew Kurt. IQR Min. 25% 50% 75% Max.

Sub-6GHz 5.55 17.86 9.20 102.44 3.11 5.93 × 10−4 0.85 1.85 3.96 272.63
mmWave 5.78 24.36 8.04 80.81 1.96 4.89 × 10−4 0.68 1.41 2.64 457.42
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Figure 7. eCDF + marginal box plot of E2E jitter performance distribution for Sub-6GHz and mmWave
connectivity setups (Sub-6GHz: 1.85 ms, mmWave: 1.41 ms median jitter).

4.2. Throughput

In addition to latency and jitter, throughput is another important metric when eval-
uating a communications system’s ability to maintain QoS. Several of the advanced V2X
communications use cases, such as remote driving, sensor sharing, and vehicle platooning,
require the transmission of unprocessed sensor data, i.e., videos or point clouds. As such,
these advanced V2X communications use cases are infeasible if the communications system
is unable to maintain a minimum throughput for the duration required. Statistics for
the download performance of both connectivity setups are presented in Tables 4 and 5.
Additionally, the corresponding distributions for both connectivity setups are presented in
Figures 8 and 9 (Sub-6GHz), and Figure 10 (mmWave).

Table 4. Sub-6GHz Throughput Statistics.

Data Type Mean StD. Skew Kurt. IQR Min. 25% 50% 75% Max.

Quiet Scene (12.5 kbps) 11.583 0.003 2.099 4.782 0.002 11.574 11.582 11.583 11.584 11.596
Moderate Scene (25 kbps) 23.167 0.004 1.031 0.675 0.01 23.159 23.165 23.166 23.169 23.181

Object Data
(kbps) Busy Scene (50 kbps) 50.017 5.391 0.787 −1.38 11.587 46.271 46.332 46.336 57.919 57.995

CCTV (8 Mbps) 8.000 0.022 0.100 5.734 0.013 7.888 7.992 8.004 8.005 8.109
Action (50 Mbps) 50.001 0.841 −0.425 167.687 12.070 37.636 49.98 49.997 50.018 62.055

Consumer (150 Mbps) 122.311 17.689 −0.864 0.781 24.021 48.653 112.309 123.915 136.330 146.013
Sensor Data

(Mbps)
Automotive (800 Mbps) 119.392 20.613 −0.921 0.697 37.721 27.938 107.132 122.780 135.070 145.995

Table 5. mmWave Throughput Statistics.

Data Type Mean StD. Skew Kurt. IQR Min. 25% 50% 75% Max.

Action (50 Mbps) 51.084 2.288 −8.322 108.900 0.029 24.557 51.187 51.196 51.216 65.068
Consumer (150 Mbps) 153.557 1.181 −0.399 119.895 0.069 140.282 153.513 153.540 153.582 166.513

Automotive (800 Mbps) 811.110 30.051 −3.570 16.428 1.886 599.334 817.852 818.829 819.738 873.946
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Figure 8. eCDF plot of throughput performance distribution for object data using the Sub-6GHz con-
nectivity setup (Quiet: 11.583 kbps, Moderate: 23.166 kbps, Busy: 46.336 kbps median throughput).

As can be seen from Table 4, the Sub-6GHz connectivity setup maintains a high degree
of reliability at all three of the chosen scenarios, i.e., quiet (12.5 kbps), moderate (25 kbps)
and busy (50 kbps). Particularly for quiet and moderate scenarios, the standard deviation
is as low as 3–4 bytes. However, there is a notable increase in the standard deviation of
the busy scenario, highlighted by the abrupt shift from ∼46 kbps to ∼57 kbps in the eCDF
curve of Figure 8 at ∼67%. This is an apparent artefact of the iPerf tool, wherein an integer
multiple of the Ethernet MTU size (1448 bytes with 52 bytes overhead) is used to achieve a
given data rate. As such, this 1448 MTU size results in a data rate of 11.584 kbps, giving
the 11.583 kbps (1 MTU) and 23.166 kbps (2 MTU) median throughputs for the quiet and
moderate scenarios. In the case of the busy scenario, the abrupt change in the eCDF curve
is a result of the iPerf tool using 4 MTUs (46.336 kbps) and 5 MTUs (57.920 kbps) with a
ratio of 3:2 (∼67%) to approximate the desired average data rate of 50 kbps (50.017 kbps
actual mean throughput).
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Figure 9. eCDF plot of throughput performance distribution for sensor data using the Sub-6GHz
connectivity setup (CCTV: 8.004 Mbps, Action: 49.997 Mbps, Consumer: 123.915 Mbps, Automotive:
122.780 Mbps median throughput).
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Unlike the object data, as can be seen in Table 4, the Sub-6GHz connectivity setup
did not maintain the same degree of reliability across all of the chosen sensor data rates.
The highest degree of reliability was maintained for the CCTV Camera sensor data rate
(8 Mbps), as is noted from the standard deviation of 22 bytes. As discussed regarding
the object data, there is a distinct pattern in the eCDF curve and outliers in the box plot
of the CCTV (8 Mbps) data rate in Figure 9, which is the same artefact of the MTU size
used by iPerf. The reliability of the Sub-6GHz connectivity setup begins to notably deviate
when the Action Camera (50 Mbps) data rate is considered. In Table 4, it can be seen
that the mean throughput is 50.001 Mbps; however, the kurtosis value (167.687) is notably
higher than all other data rates. The outliers that result in this increased kurtosis value
are shown in the box plot for this data rate in Figure 9. Given that the test setup used a
line-of-sight (LOS) connection between the pseudo-CIV and the gNodeB, these outliers
may be caused by asynchronous interference from the environment. The reliability of the
Sub-6GHz connectivity setup is significantly challenged when considering the final two
sensor data rates, i.e., Consumer Camera (150 Mbps) and Automotive Camera (800 Mbps).
It is evident that the maximum throughput of the Sub-6GHz connectivity setup is reached
as an average throughput of ∼120 Mbps could not be appreciably exceeded in either case.
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Figure 10. eCDF plot of throughput performance distribution for sensor data using the mmWave
connectivity setup (Action: 51.196 Mbps, Consumer: 153.540 Mbps, Automotive: 818.829 Mbps
median throughput).

As previously mentioned, given the noted deviation in reliability beginning at the
Action Camera (50 Mbps) data rate, the previous measurements from where the deviation
began were repeated using the mmWave connectivity setup and are detailed in Table 5
and Figure 10. From these repeated mmWave measurements, there is a significant increase
in reliability compared to the Sub-6GHz connectivity setup in Table 4. Most notably,
the mmWave connectivity setup achieved the desired mean throughputs for all three
of the chosen data rates, i.e., Action Camera (51.084 Mbps mean), Consumer Camera
(153.557 Mbps mean), and Automotive Camera (811.110 Mbps mean). To a lesser extent, a
comparable irregularity in outlier data, characterised by notably high kurtosis values, that
is found for the Sub-6GHz connectivity setup is also found for the mmWave connectivity
setup regarding the Action Camera (50 Mbps) and Consumer Camera (150 Mbps) data
rates. As such, it is possible that the process responsible for these outliers may not be
related to the wireless channel, given that the anomaly is present in both connectivity
setups. Additionally, it is unlikely that the wired link between the pseudo-FSN and the
pseudo-CIV is responsible for the outliers, as the only node between them is the gNodeB
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which has no other traffic to serve. Thus, it is more likely that the outliers are a consequence
of the operation of the iPerf tool as it attempts to generate packets for a given data rate.

4.3. Discussion

With the latency and throughput performance results of both connectivity setups
presented, the findings and insights as they relate to the network architecture configurations
must be discussed.

From the results presented, it is clear that Configuration 1, where the computational
resources are located at or near the FSN(s) and object data are transmitted to the CIV(s), is
entirely feasible from a network performance perspective. In particular, the mean latency
(10.60 ms) measured for the Sub-6GHz connectivity setup is well within the stringent
requirements for V2X applications as specified by the 3GPP [8,9]. Additionally, even with
the ∼120 Mbps effective maximum mean throughput achieved by the Sub-6GHz, this
bandwidth would allow for either a further increase in CAM reporting frequency beyond
the busy scenario (20 Hz) for a single FSN, or for several FSN(s) to report simultaneously
in the busy scenario.

Unlike the findings for Configuration 1, the results reveal that Configuration 2, where
the computational resources are located within the CIV(s) and sensor data are transmitted
across the network, may not be feasible from a network performance perspective. Similar to
Configuration 1, the latency performance results for both connectivity setups are within the
requirements for V2X applications [8,9]. However, the throughput performance results for
both connectivity setups demonstrate that the bandwidth requirements for different sensor
data rates impose a trade-off for Configuration 2 depending on the image quality needs
of the object detection algorithms. If the image quality provided by the CCTV Camera
(8 Mbps) and Action Camera (50 Mbps) data rates is sufficient for the application, then
Configuration 2 is likely feasible with the Sub-6GHz connectivity setup. It should be
noted that given the effective maximum throughput (∼120 Mbps) found for the Sub-6GHz
connectivity setup, there is a limit of ∼15 CCTV Cameras (8 Mbps) or ∼2 Action Cameras
(50 Mbps) sensors that could be supported simultaneously by the network. However, if the
image quality, i.e., resolution, frame rate, and compression codec, provided by these data
rates is not sufficient and sensors of a calibre similar to the Consumer Camera (150 Mbps)
or Automotive Camera (800 Mbps) data rates are required, then the use of a mmWave
connectivity setup will be required. It should be noted that while the mmWave connectivity
setup can afford a significantly higher bandwidth, this comes at the cost of radio robustness
in terms of effective transmission range and susceptibility to noise and interference. Thus,
if a mmWave connectivity setup is to be used, it will likely have to be deployed at the
region of interest to mitigate the aforementioned shortcomings.

These findings highlight the scalability of the IPS system. Within the constraints
of the single channel used in this study, Configuration 1 can support a large number of
FSNs (∼2400) during a busy scene (20 Hz CAMs). Whereas, Configuration 2 can support
significantly fewer FSNs during a busy scene due to the bandwidth requirements of the
chosen sensor, i.e., ∼15 CCTV Cameras (8 Mbps) FSNs or ∼2 Action Cameras (50 Mbps)
FSNs. Given that the IPS uses a publish-subscribe model, the number of CIVs using the
IPS system does not contribute to the scalability of the system. Thus, only the available
bandwidth and sensor performance requirements predicate the scalability of the system.
As previously mentioned, future technologies such as an mmWave connectivity setup
leveraged via carrier aggregation could provide scalability support for the substantial
sensor requirements of Configuration 2. Additionally, considerations towards security
and privacy will notably affect the performance and scalability of the IPS system. The
introduction of security and privacy measures, i.e., encryption, authentication, and access
control, will necessarily increase the latency and bandwidth required to access and use the
IPS system.
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5. Limitations and Future Work

The results and findings presented in this work are primarily limited by the fact
that only a single data source (FSN) and single data consumer (CIV) were studied. Also,
the 5G SA network utilized for this work was proprietary, and as such technical details
regarding the core network are unavailable. It should be noted that latency and throughput
measurements were analysed separately and that no real data streams were analysed. In
addition, the cellular sidelink was not included as part of this measurement campaign as it
is not representative of what is currently available in cellular-capable vehicles. Regardless,
these results and findings can be used to advise MNOs and automotive manufacturers on
which V2X communications applications can be implemented now and on the challenges
that must be addressed to support all V2X communications applications in the future.

In the future, the current dataset can be further bolstered by the inclusion of an
increased number of data sources and consumers, where a more realistic pseudo-FSN with
actual sensors is used. Thus, a deeper analysis of more specific factors in different working
conditions such as static obstructions, environmental factors, and vehicle telemetries will
be carried out to isolate the parameters that have the greatest effect on the KPIs studied in
this work. Additionally, the use of cloud computing or the MEC paradigm [39] as alternate
locations for the computation resources may be of value to provide insights into the cost and
network performance trade-offs associated with moving the data away from the locality
of interest. Lastly, when available, a re-creation of the measurements conducted can be
repeated using the cellular sidelink to more accurately represent the whole capabilities of
cellular technology as a V2X communications system.

6. Conclusions

In this work, we present a study conducted to assess the network architectures of an
IPS, a small-scale V2I use case for blind road junction or blind corner scenarios. This small-
scale system is intended to be used to focus on considerations for developing sufficient
QoS for V2X communications applications and use cases at a larger scale. This study was
conducted by collecting network measurements between a pseudo-FSN (Fixed Sensor
Node) and a pseudo-CIV (Connected Intelligent Vehicle) using a private 5G NR network
with two connectivity setups, Sub-6GHz and mmWave. Several measurement runs were
conducted to evaluate the feasibility and trade-offs between two identified configurations
of the IPS network architecture.

Results demonstrate that the IPS system is feasible, though there is nuance in how it
could be implemented that affects feasibility. Regarding the nuance, the primary determi-
nant of how the system should be implemented is the cost of deployment and maintenance
of the system. In the ideal case, i.e., Configuration 1, if deploying the necessary computation
resources alongside the FSN(s) at the region of interest is feasible from a cost perspective,
then the IPS system will yield the highest performance, i.e., up to ∼2400 FSNs reporting
at 20 Hz. However, if it is not possible to deploy the necessary computation resources
with the FSN(s) and instead the burden of sensor processing is imposed on the CIV(s),
i.e., Configuration 2, then the IPS may still be feasible albeit with some trade-offs. In this
case, the secondary determinant of how the system should be implemented is the required
image quality for the object detection algorithms. Results show that if lower resolution
or compressed sensor data can be tolerated then the IPS remains feasible, though with
reduced performance, i.e., ∼15 CCTV Cameras (8 Mbps) FSNs or ∼2 Action Cameras
(50 Mbps), relative to the instance where the computational resources are local to the
FSN(s). However, if higher resolution or uncompressed sensor data are required, then
as a result of the ∼120 Mbps limit of the Sub-6GHz channel, the IPS is likely not feasible
to implement without the deployment of mmWave connectivity to increase throughput
capacity (∼800 Mbps). However, it should be noted, that even with mmWave connectivity,
very few high-resolution sensors can be supported, i.e., ∼5 Consumer Camera (150 Mbps)
FSNs or ∼1 Automotive Camera (800 Mbps) FSNs. Aside from the discussed implementa-



Smart Cities 2024, 7 987

tion nuance, IPS presents a meaningful application to allow progress toward large-scale
V2X applications.

Consequently, these findings and insights emphasise some key considerations that
need to be investigated thoroughly to realise a system like the IPS, regardless of the chosen
configuration. Primarily, results highlight a strong incentive to reduce the costs associated
with the deployment and maintenance of the computational resources needed for sensor
processing. Moreover, the limitations found when transferring sensor data highlight the
importance of compression techniques to make use of the available bandwidth. Finally,
there is significant motivation to understand the trade-offs associated with using mmWave
spectrum bands, as they may have a key role in enabling V2X communications applications
like the IPS to be deployed in many ITS use cases and scenarios.
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