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Abstract: The field of anesthesia has always been at the forefront of innovation and technology, and the integration of Artificial Intelligence (AI) represents the next frontier in anesthesia care. The use of AI and its subtypes, such as machine learning, has the potential to improve efficiency, reduce costs, and ameliorate patient outcomes. AI can assist with decision making, but its primary advantage lies in empowering anesthesiologists to adopt a proactive approach to address clinical issues. The potential uses of AI in anesthesia can be schematically grouped into clinical decision support and pharmacologic and mechanical robotic applications. Tele-anesthesia includes strategies of telemedicine, as well as device networking, for improving logistics in the operating room, and augmented reality approaches for training and assistance. Despite the growing scientific interest, further research and validation are needed to fully understand the benefits and limitations of these applications in clinical practice. Moreover, the ethical implications of AI in anesthesia must also be considered to ensure that patient safety and privacy are not compromised. This paper aims to provide a comprehensive overview of AI in anesthesia, including its current and potential applications, and the ethical considerations that must be considered to ensure the safe and effective use of the technology.
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1. Introduction

The field of anesthesia has always been at the forefront of innovation and technology [1]. From the introduction of ether in the mid-19th century to the development of modern anesthetic agents, anesthesia care has continuously evolved to improve patient outcomes [2]. As a result of technological progress, anesthesia has become increasingly safe, precise, and tailored to individual patient needs.

Artificial intelligence (AI) is an emerging technology that has the potential to revolutionize healthcare delivery [3]. AI refers to the development of computer systems that can perform tasks that would usually require human intelligence, such as learning, reasoning, problem solving, decision making, and perception. On the other hand, Machine Learning (ML) is a subset of AI that focuses on enabling machines to learn from data without being explicitly programmed. ML algorithms can analyze data, learn from it, and make predictions or decisions based on that learning. Deep learning is a subset of ML that involves training artificial neural networks with multiple layers to recognize patterns in data. It is used in image and speech recognition, natural language processing, and other applications. Other AI subsets are robotics, computer vision, and expert systems that are designed to mimic the decision-making abilities of a human expert in a particular domain [4].
The integration of AI and ML represents the next frontier in anesthesia care, with the potential to further improve efficiency, reduce costs, and enhance patient safety [4]. This technology is being increasingly used in various aspects of anesthesia care, including preoperative evaluation, intraoperative monitoring, and postoperative management. For example, predictive algorithms can be used to forecast patient responses to anesthesia, allowing clinicians to optimize dosing and minimize the risk of adverse events [5]. Automated systems can also monitor vital signs during surgery and alert clinicians when intervention is required [6]. Additionally, AI can be used to identify patient-specific risk factors for postoperative complications, enabling clinicians to take proactive steps to reduce complications [7].

Interestingly, in the field of anesthesiology, AI can also offer virtual simulations and training programs for enhancing the skills and knowledge of anesthesiologists. Multiple studies have demonstrated the efficacy of AI in assisting in the evaluation of trainee performance in anesthesia. For instance, interesting perspectives regard the application of AI techniques to increase learning efficiency in the field of ultrasound-guided regional anesthesia [8].

Despite these benefits, the use of AI in anesthesia also raises ethical concerns that must be carefully considered. These concerns are mostly related to privacy, transparency, and bias, although several issues should be necessarily addressed. For instance, there have been concerns raised regarding the possibility of AI being utilized to gather and retain patient data without explicit consent [9]. Furthermore, there exists a potential risk of bias within AI algorithms, which could disproportionately affect specific patient groups [10].

This paper provides an overview of AI in anesthesia, discusses the ethical implications of its use, and explores its current and potential clinical applications.

2. AI in Anesthesia

AI involves the development of algorithms that can learn and improve from data, for helping clinicians in the decision-making process. In anesthesia, AI algorithms can assist anesthesiologists in making clinical decisions in different contexts. However, the primary advantage of AI lies in empowering anesthesiologists to adopt a proactive approach to address clinical issues. For example, AI has been used for presurgical evaluation [11–13], to predict patient responses to anesthesia [14], to automate drug dosing [15], to monitor patients during surgery [6], and other purposes [16–27] (Table 1).

Table 1. Potential applications of AI in anesthesia.

<table>
<thead>
<tr>
<th>Application</th>
<th>Strategy</th>
<th>[Refs.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Presurgical Evaluation</td>
<td>Preoperative management and planning. AI algorithms can analyze a patient’s medical history, physiological data, and other factors to determine the most appropriate anesthetic dose, which can improve patient safety and minimize complications.</td>
<td>[9,14]</td>
</tr>
<tr>
<td>Anesthetic Dosage Optimization</td>
<td>AI-powered systems can help prevent drug administration errors by verifying medication orders, drug interactions, and dosages.</td>
<td>[6,15]</td>
</tr>
<tr>
<td>Preventing Drug Errors</td>
<td>AI can be used to analyze various data streams in real time to detect patterns or anomalies that may indicate a potential complication, such as hypoxia and hypotension.</td>
<td>[16,17]</td>
</tr>
<tr>
<td>Early Detection of Complications</td>
<td>Machine learning algorithms can be used to predict the likelihood of complications or adverse outcomes during surgery, allowing anesthesiologists to make more informed decisions about patient care.</td>
<td>[4,18]</td>
</tr>
<tr>
<td>Predicting Patient Outcomes</td>
<td></td>
<td>[12]</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Application</th>
<th>Strategy</th>
<th>[Ref.s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicting Postsurgical ICU Admission</td>
<td>Various machine learning algorithms can be employed to develop predictive models from data, such as patient demographics, medical history, surgical procedures, vital signs, laboratory values, and other clinical factors.</td>
<td>[13]</td>
</tr>
<tr>
<td>Automated Monitoring</td>
<td>AI-powered monitoring systems can continuously track a patient's vital signs, such as heart rate, blood pressure, and oxygen saturation, and alert the anesthesiologist to any potential problems.</td>
<td>[18]</td>
</tr>
<tr>
<td>Automated Anesthesia Dosing</td>
<td>AI can help tailor anesthesia delivery and optimize closed-loop systems based on patient data.</td>
<td>[4,6]</td>
</tr>
<tr>
<td>Pain Management</td>
<td>AI can help adjust the dosage and administering of drugs to achieve optimal postoperative pain control.</td>
<td>[19,20]</td>
</tr>
<tr>
<td>Real-Time Decision Support</td>
<td>AI algorithms can provide real-time decision support to anesthesiologists during surgery, such as recommending alternative drug options if a patient is not responding to the initial anesthetic. AI can help monitor patients postoperatively, predicting and detecting any adverse events that might occur, and giving alerts and recommendations to physicians.</td>
<td>[21]</td>
</tr>
<tr>
<td>Postoperative Monitoring</td>
<td>AI algorithms can help optimize the use of anesthesia resources by identifying the best candidates for specific procedures and reducing unnecessary anesthesia use.</td>
<td>[22]</td>
</tr>
<tr>
<td>Resource Allocation</td>
<td>AI can be used to simulate scenarios and train anesthesiologists to handle challenging situations, such as unexpected complications during surgery.</td>
<td>[23]</td>
</tr>
<tr>
<td>Training and Education</td>
<td>AI algorithms can analyze medical images to identify anatomical structures and guide the placement of regional anesthesia techniques.</td>
<td>[24,25]</td>
</tr>
<tr>
<td>Image Recognition</td>
<td>AI can help analyze vast amounts of data from anesthesia records, patient charts, and other sources to identify patterns, trends, and insights that could help improve patient outcomes and safety.</td>
<td>[8]</td>
</tr>
<tr>
<td>Research and Analysis</td>
<td></td>
<td>[26,27]</td>
</tr>
</tbody>
</table>

Although with limitations due to classification difficulties, the applications of AI in anesthesia can be schematically summarized into Clinical Decision Support System (CDSS) applications and pharmacological and mechanical robotic systems. Furthermore, tele-anesthesia includes strategies of telemedicine (preoperative assessment and post-operative monitoring), as well as device networking for improving logistics in the operating room and augmented reality approaches for training and assistance (Figure 1). AI can also be used to reduce costs by automating tasks that are currently performed by anesthesiologists.

Specifically, CDSS in anesthesia is a computer-based tool that assists anesthesia providers in making clinical decisions by providing real-time patient-specific recommendations and alerts based on patient data and medical knowledge. It can aid in the optimization of anesthesia care by offering automated recommendations on the dosing of anesthetic agents, fluid management, and other aspects of perioperative care. These systems can also help to identify potential drug interactions, allergies, and patient comorbidities that may impact the provision of anesthesia [28]. Predictive algorithms of CDSS can also be implemented to detect early signs of deterioration in different post-anesthesia scenarios [29]. Furthermore, artificial neural network systems have been employed to develop a predictive model for the duration of surgery and anesthesia emergence. This process aims to optimize anesthesia care and streamline the utilization of operating rooms [30].
Robotics represents an additional area where AI finds application within the field of anesthesia. A robot refers to a mechanical system that has the ability to engage with the environment through deliberate actions and interventions. Robotic systems in anesthesia can be grouped into pharmacological robots and mechanical robots. Pharmacological robots are devices that process continuously collected multiple clinical and biosignal data from hypnosis, analgesia, muscle relaxation, and other vital signs to ultimately predict the appropriate anesthesia dosage based on the patient’s individual needs [31]. This complex input–output process structures the so-called closed-loop anesthesia delivery system (CLAD). For example, the McSleepy intravenous sedation device was developed to automatically administer propofol, analgesics, and muscle relaxants [32].

Clinical experience with mechanical robots in anesthesia is limited. Some authors have proposed an intubation system using the Da Vinci surgical system or other approaches [33]. Interesting scenarios concern regional anesthesia, such as the Magellan robot used to perform peripheral nerve block [34]. Nevertheless, it seems that currently, robots lack the dexterity to perform these challenging anesthesia tasks.

AI-powered device networking can be used to improve logistics in the operating room by enabling seamless communication between anesthesia machines, patient monitors, and other medical devices. This can help streamline workflow, reduce errors, and improve patient safety. Augmented reality technology can be used for training and assistance in anesthesia. For example, it can provide real-time feedback during procedures, help train new anesthesiologists, and improve the accuracy of nerve blocks.

3. Ethical Implications

While the use of AI in anesthesia has the potential to improve patient outcomes, it also raises ethical concerns related to privacy, transparency, and other paramount issues.
Table 2. Ethical issues of Artificial Intelligence in anesthesia.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Notes</th>
<th>[Refs.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias and discrimination</td>
<td>AI systems may perpetuate biases and discrimination if they are trained on biased data.</td>
<td>[37–39]</td>
</tr>
<tr>
<td>Privacy and security</td>
<td>It is mandatory to establish robust security protocols.</td>
<td>[41–46]</td>
</tr>
<tr>
<td>Accountability and transparency</td>
<td>Model explainability is the ability of AI and machine learning models to provide clear and interpretable explanations of their decision-making process. AI systems may exacerbate existing disparities in access to healthcare, as the use of AI may require expensive technology or specialized training that is not available to all healthcare providers.</td>
<td>[47,48]</td>
</tr>
<tr>
<td>Access to healthcare</td>
<td>Governments and other stakeholders must define technical standards for ensuring the accuracy, reliability, and safety of AI systems, as well as guidelines for the ethical use of AI.</td>
<td>[49]</td>
</tr>
<tr>
<td>Regulatory processes</td>
<td>Ethical guidelines and protocols, as well as uniform methodological approaches and international standards, are required.</td>
<td>[43–46]</td>
</tr>
<tr>
<td>Biorepositories</td>
<td>Ethicists should be involved in AI projects from the beginning.</td>
<td>[50,51]</td>
</tr>
</tbody>
</table>

Bias is a significant ethical concern related to AI in all medical fields. The accuracy and reliability of AI algorithms depend heavily on the quality and representativeness of the data used to train them. If the data used to train an AI model are biased in any way, the model will produce biased results. This can have severe consequences, leading to inaccurate diagnoses and treatment recommendations, particularly for underrepresented or historically marginalized patient populations. It could also perpetuate discrimination and exacerbate health disparities, resulting in unequal treatment of patients based on factors such as race, gender, and socioeconomic status [37]. Consequently, it is important to ensure that AI algorithms are developed and tested on diverse populations to reduce the risk of bias. In other words, data used to train AI algorithms must be diverse and representative of the populations that the algorithm will be used to serve [38,39]. Additionally, it is crucial to continually monitor and evaluate AI systems to detect and mitigate any bias that may arise over time. This can involve ongoing data collection, algorithm retraining, and regular audits of AI systems to ensure that they are performing fairly and equitably for all patients.

To address ethical concerns, governments must play a critical role in the regulatory process [40]. They must establish regulatory frameworks that outline the legal requirements for the use of AI in medical applications. These frameworks must also set up technical standards that ensure the accuracy, reliability, and safety of AI systems, as well as guidelines for the ethical use of AI. Nevertheless, the development of ethical frameworks for AI in medicine requires a collaborative effort among various stakeholders to ensure that AI systems meet the highest standards of data protection and ethical considerations. Other stakeholders, such as healthcare providers, industry, patients, ethics experts, and standards organizations, should also be involved in the development and implementation of ethical frameworks for AI in medicine. Healthcare providers, for example, can provide valuable insights into the practical application of AI in the medical field, while patients can provide input on their preferences and concerns regarding the use of AI in their healthcare. Moreover, ethics experts and standards organizations can provide guidance on the ethical principles and values that should guide the development and use of AI in medicine, while industry representatives can provide expertise on the technical capabilities and limitations of AI systems.
One of the most pressing concerns in AI is the potential for sensitive patient data to be exposed or compromised, leading to breaches of privacy and confidentiality [41]. This can occur through various means, such as hacking, theft, or unintentional disclosure by employees. Such breaches can have severe consequences, including financial losses, damage to reputation, and even harm to patients. Therefore, it is crucial to establish robust security protocols to prevent such breaches from occurring. This involves implementing measures such as encryption, access controls, and regular system updates to protect against cyber threats. It is also important to provide staff training on data protection and maintain strict compliance with relevant regulations, such as the Health Insurance Portability and Accountability Act (HIPAA). It is a federal law in the United States that mandates the establishment of national standards to safeguard confidential patient health information, ensuring it is not revealed without explicit consent or awareness of the patient [42]. In addition to these measures, ensuring the highest standards of data protection requires a comprehensive approach that encompasses both technical and organizational aspects. This involves identifying and assessing potential risks, developing policies and procedures to address them, and regularly reviewing and updating these measures to ensure their effectiveness.

A special issue is represented by biobanks and clinical–biological integration repositories. These biorepositories collect, store, and distribute biological specimens and associated data for use in research, especially in the field of precision medicine. Specimens can include human tissue, blood, urine, DNA, and other biomolecules. Several biobanks aggregate data from a substantial number of patients. For example, the United Kingdom Biobank is one of the largest and most well-known biobanks, housing extensive health and genetic data from over 500,000 participants [43]. The Framingham Heart Study was developed for identifying risk factors for cardiovascular diseases. It has collected data and biological samples from multiple generations of participants since 1948 [44]. Moreover, the Cancer Genome Atlas is a biobank focused on cancer research. This repository contains genomic data, including DNA sequencing results, from thousands of cancer patients, helping researchers identify genetic alterations and potential therapeutic targets [45]. Overall, biobanks are valuable resources for researchers studying genetics, diseases, and drug development, among other areas of research. They may operate under strict ethical guidelines and protocols to ensure the privacy and confidentiality of the individuals whose specimens are being stored, and to ensure that the use of the specimens is for research purposes that are in the public interest. Obviously, many efforts must be made from a taxonomic and methodological point of view to allow for the data. In addition, the data protection policy will have to comply with uniform international standards [46].

To increase the credibility of AI-based systems, it is essential to establish predictive error rates and ensure transparency and explainability of AI algorithms [47]. Model explainability refers to the ability of AI and machine learning models to provide clear and interpretable explanations of their decision-making process. Techniques such as decision trees, rule-based systems, SHapley Additive exPlanations (SHAP), local interpretable model-agnostic explanations (LIME), heat maps, and saliency maps can be used to achieve model explainability, allowing users to gain insights, trust, and transparency in the decision-making process of AI systems [48].

It is important to ensure that AI systems are developed and implemented in a way that promotes equitable access to healthcare, including addressing issues of cost and training. AI systems can require expensive hardware and software, as well as specialized training and expertise, which may not be available to all healthcare providers, particularly in low-resource settings. This can result in unequal access to AI-powered healthcare solutions, limiting their potential to improve healthcare outcomes and exacerbating existing disparities [49].

Finally, ethicists should be involved in AI projects from the beginning to ensure that ethical considerations are integrated into the development and implementation of AI systems [50]. This step is crucial for addressing concerns proactively. Therefore, it
is important to showcase how AI can help healthcare professionals to augment their capabilities and improve patient outcomes [51].

Scientific Output, Ongoing Research, and Perspectives

Research on AI in anesthesia is rapidly developing [52]. A recent bibliometric analysis evaluated the scientific output of the argument [53]. The analysis found that, regarding the topics being studied, researchers are primarily focused on anesthesia management. They are currently exploring the use of automatic anesthetic administration, also known as closed-loop anesthesia [54]. Other areas of interest include postoperative complications, such as postoperative delirium [55], perioperative transfusion medicine, and predicting the risk of bleeding [56]. Additionally, researchers are investigating models that can accurately estimate the depth of anesthesia [57] and emergence timing [30,58], and can be useful to predict difficult endotracheal intubation [59] and perioperative hypotension [60]. These research areas demonstrate that the primary objective of studying AI in anesthesia is to improve clinical management by accurately predicting potential complications and suggesting optimal therapeutic strategies in real time [61]. Interestingly, the anesthesia process is also a topic of interest. For instance, some researchers, such as Lee et al. [62], have applied deep learning processes to develop a metric called the explainable consciousness indicator. This metric simultaneously calculates two aspects of consciousness: arousal and awareness. Nevertheless, several research gaps need to be filled. For example, a recent editorial has pointed out a significant difference in the number of AI-related articles published in technical journals compared to medical journals [63]. This emphasizes that the translation of AI research into clinical practice continues to encounter numerous challenges [64].

The utilization of AI in anesthesia has sparked significant interest, as evidenced by the numerous ongoing studies. These investigations hold considerable potential for the future of AI in this medical domain and its capacity to enhance patient care.

French researchers are utilizing a natural language processing approach to categorize adverse events that occur during the perioperative period and streamline their analysis, according to a study (ClinicalTrials.gov Identifier: NCT05185479). The development of a predictive model that uses AI techniques is the main objective of the PINES project. This model will accurately forecast the actions of neuromuscular blocking agents, enabling the prediction of the time required to achieve complete neuromuscular recovery (train-of-four [TOF] ratio >0.95). Ultimately, this model may serve as a decision support tool for healthcare providers in the management of neuromuscular blocking drug timing and dosing, as well as the administration of their reversal agents (NCT05471882). A research project is being conducted to explore a new CDSS application in anesthesiology. This application incorporates risk assessment tools and clinical guidelines, guided by AI, in the preoperative assessment process. The study aims to compare the effectiveness of this new approach with the current standard preoperative assessment workflow by conducting research on actual patients. A total of 480 participants will be randomly assigned to either the CDSS group (preoperative assessment using the CDSS application) or the Control group (standard preoperative assessment workflow) (NCT05284227). Finally, a multicenter, prospective, observational study is being conducted under the University of Oxford’s guidance to evaluate ultrasound image analysis in ultrasound-guided regional anesthesia. The study compares the accuracy of anatomical structure identification on ultrasound images between human experts and an AI device (ScanNav Anatomy PNB) (NCT04983771).

While these are just a few examples, the findings of these studies will provide crucial evidence for better defining the potential applications of AI in anesthesia. Furthermore, these results will aid in the design of increasingly rigorous studies, ultimately advancing our understanding of this promising field.

The prospects for the development of AI applied to anesthesia are truly very interesting [65]. They include the optimization of the anesthesia workplace and the development of functionally interconnected systems in the operating room (Internet of Things), managed with AI apps and smartphones for improving logistics. For example, monitors, lights,
and other devices can be connected to various AI systems. The design of tele-anesthesia approaches, by combining telemedicine and wearable healthcare technologies for preoperative evaluation and postoperative monitoring, is a fascinating prospect, especially since tele-anesthesia can be combined with augmented reality (AR) approaches for assistance and training purposes. In particular, AR seamlessly integrates computer-generated information into the real-world environment, creating a truly immersive and enhanced experience for users. Recent advancements in both hardware and software have made AR more affordable and user-friendly. In the realm of perioperative medicine, AR could play a significant role, particularly in the precise identification of anatomical structures for procedures such as regional blocks and vascular access. Moreover, AR has proven to be a valuable tool in pediatric care, effectively reducing anxiety among young patients during procedures. Other potential applications of AR in anesthesia are training and education, real-time monitoring and feedback, and preoperative planning [66].

Concerning simulation and training, AI can be used to develop sophisticated anesthesia simulators and virtual training environments. These systems can provide realistic scenarios for trainees to practice their skills, make clinical decisions, and gain experience in managing various anesthesia situations. For example, AI-guided solutions have the potential to enhance the entire training process in ultrasound-guided regional anesthesia (UGRA). A recent scoping review discovered that these strategies could enhance various aspects, such as optimizing and interpreting sonographic images, visualizing needle advancement, and facilitating local anesthetic injection. However, despite notable advancements in the implementation of AI-guided UGRA, the absence of randomized control trials remains a notable gap [67].

4. Conclusions

AI is an emerging technology with the potential to revolutionize anesthesia care and improve patient outcomes. However, its use also raises ethical concerns related to privacy, transparency, and bias. The responsible development and use of AI in anesthesia require collaboration between healthcare providers, technology developers, and patients to ensure that the technology is used in a way that prioritizes patient safety, privacy, and equity. Furthermore, it is important to ensure that AI algorithms are developed and tested on diverse populations and that patients have control over their data. Finally, as AI continues to progress, anesthesiologists must carefully navigate the integration of AI into clinical practice, considering both the safety and ethical dimensions. By fostering an environment of responsible AI implementation, the field of anesthesia can harness the full potential of this technology while upholding the highest standards of patient care and societal values.
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