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Abstract: Lender trust is important to ensure the sustainability of P2P lending. This paper uses web
crawling to collect more than 240,000 unique pieces of comment text data. Based on the mapping
relationship between emotion and trust, we use the lexicon-based method and deep learning to check
the trust of a given lender in P2P lending. Further, we use the Latent Dirichlet Allocation (LDA)
topic model to mine topics concerned with this research. The results show that lenders are positive
about P2P lending, though this tendency fluctuates downward with time. The security, rate of return,
and compliance of P2P lending are the issues of greatest concern to lenders. This study reveals
the core subject areas that influence a lender’s emotions and trusts and provides a theoretical basis
and empirical reference for relevant platforms to improve their operational level while enhancing
competitiveness. This analytical approach offers insights for researchers to understand the hidden
content behind the text data.

Keywords: P2P lending; public trust; sentiment analysis

1. Introduction

P2P (Peer-to-Peer) lending has garnered significant attention in recent years due to its competitive
fees and expedited loan approvals relative to those offered by banks, thus offering important economic
benefits to individuals and SMEs [1]. The number of platforms offering loans as well as the loan
amounts themselves have increased significantly in many countries. In China, the P2P lending industry
has expanded by a factor of 60 from 2013 to 2017 [2]. However, in recent years, many countries have
become increasingly stringent in their regulation of P2P lending [3]. For example, between 2017 and
today, hundreds of P2P lending platforms have collapsed in China. Monthly transaction volume in P2P
lending has dropped from 250.844 billion yuan in March of 2017 to 42.889 billion yuan in December of
2019, representing a total decrease of 82.9% [4]. The plunge in transaction volume highlights the current
crisis in lenders’ trust in P2P lending. P2P lending directly connects borrowers with lenders. To ensure
the sustainability of the P2P lending industry, it is critical that lenders have a robust understanding of
P2P lending [5]. Only by maintaining full trust in a large number of lenders can it be ensured that
borrowers will be able to raise sufficient funds. Consequently, this will ensure the normal operation and
sustainability of a given P2P lending platform. In the context of the many platforms that have collapsed
and the steady stream of bad news regarding the P2P lending industry, whether lenders can trust P2P
lending and how their level of trust has changed are quite significant questions. What issues are lenders
most concerned about in terms of P2P lending? None of these questions has been previously answered.
Existing research on P2P lending focuses on lender-selected platforms and target selection [6], but pays
less attention to lenders’ trust and perception of P2P lending. Although a small number of inquiries
into the trustworthiness of P2P lending have used questionnaires, most traditional questionnaires are
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associated with unattractive barriers to entry, such as costliness and significant time consumption [7].
The questionnaire survey method limits the scope of interviews to questionnaire interviewees, limits the
thinking of the respondents to the designed questions, and restricts the research perspective to that of
the surveyor.

Lenders have expressed their attitudes and perceptions regarding P2P lending on the Internet.
Such data provide rich material for conducting P2P lending research. By mapping the relationship
between lenders’ emotions and trust, we collected the lender’s comment data regarding P2P lending
platforms in cyberspace and used text sentiment analysis to explore the degree of lender trust in P2P
lending. This process showcases changes in lender trust in P2P lending and by using the LDA topic
model to examine the main issues about which the lender is concerned while mining and analyzing
hidden information as a means of clarifying potentially cognitive topics that are associated with P2P
lending that are deemed important by lenders.

The research based on the text data of online reviews has greatly expanded the scope of available
information. All groups using online resources can be used as data points, expanding on the original
scope limited to the questionnaires. The review text is the personal experience or sentiment of the
lender, and enables the lender to clarify the issues of concern more succinctly so that researchers can
better understand the industry as well as the topics associated with the P2P lending that the lender
cares about.

The remainder of the paper is organized as follows. Section 2 presents the literature review.
Section 3 provides the research design and data processing. Section 4 presents the results. Finally,
conclusions are presented in Section 5.

2. Literature Review

Trust has been defined by many different scholars in the fields of psychology, sociology, etc.
Among them, Guiso et al. [8]’s viewpoint is widely accepted, defining trust as a person’s comprehensive
judgment of being trusted, and believing that the person being trusted will not harm their interests and
is willing to bear the risks therein; that is to say, trust is the possibility of being deceived by the person
in whom trust is placed. Specifically, the lender’s trust generation process is based on a comprehensive
judgment of relevant information to weigh the benefits and risks of investing in P2P lending platforms
and then determining the trust in P2P lending.

P2P lending is a new financial method that still falls prey to a high level of information asymmetry
between borrowers and lenders [9]. When faced with this new model, lenders must transition from
a lack of trust to trust initiation. Kim et al. [10] prove that the lender’s own tendency to trust plays
an important role in the formation of initiating trust. Lenders who are willing to try new things are
more likely to invest in P2P lending after learning about the benefits of this new financial method.
The lender’s penchant for trust, borrower-related information, and the level of security of the P2P
lending platform jointly determine the lender’s transactional trust [11]. The difference in each person’s
growth environment determines the trust tendencies of a given lender—a thing that P2P lending
platforms cannot directly affect. However, to address the trust problem caused by asymmetric
information, platforms can force borrowers to provide relevant information. This increases a lender’s
trust in the P2P platform. Some borrowers will also add information under the encouragement of
the platform or as a means of increasing the possibility of obtaining a loan. This information is
mainly divided into three categories: information directly related to the loan, such as the loan amount,
the borrower’s credit rating, interest rate, term, and purpose; personal information about the borrower,
such as age, gender, education level, and financial status; and borrower social network information.
Many factors affect the lender’s trust. In addition to the borrower’s credit rating, loan amount,
loan rate, loan term, and other information directly related to the loan [12], age [13], gender [14],
appearance [15], education premiums [16], and other factors will affect the lender’s decision to allocate
funds. The research on PPDAI shows that the more friends a borrower has, the easier it is to win the
trust of the lender. Likewise, if the borrower’s friend’s credit rating is higher, the borrower is deemed
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to be more trustworthy and can get a loan more quickly. The empirical results underscore the role of
social network information [17]. With the increase in the number of investments, the lenders can more
clearly identify the risk of lending and determine which borrowers are more trustworthy [18].

In addition to hard information, soft information also affects lender trust. When the borrower
applies for a loan, he will state his reason for doing so. The text data cannot be directly compared
with the loan amount, credit rating, or other hard data, but it does still affect the lender’s judgment.
Herzenstein et al. [19] proved that after excluding other factors, borrowers who provided a reason for
borrowing had higher success rates than those who did not. Larrimore et al. [20] show that the more
the borrower explains his financial situation and the more specific the content is, the more likely he is
to obtain a loan. Research on Chinese P2P lending platforms suggests that borrowers can improve
their credit image and enhance the possibility of obtaining loans by modifying text information [21].
Gao and Lin [22] demonstrated that text that explains a loanee’s reason for borrowing can impact loan
default. For borrowers with strong readability and objective descriptions, the default probability is
lower. This research shows that textual data plays an important role in P2P lending. In recent years,
a series of studies have attempted to quantify textual sentiments with methods such as using Twitter
data to gauge the investor’s mood [23], examine tourist recommendation systems [24], and analyze
product feature evaluation [25]. However, less research has been done on textual analysis regarding
P2P lending. In sum, there has been considerable interest in P2P lending, with an added focus on
lender behavior as well as borrower information. Research on the cognition of lender emotion is sparse,
and a large amount of unstructured lender-generated data is also rarely referenced.

3. Research Design and Data Processing

3.1. Research Design

From 2017 to now, hundreds of P2P lending platforms have collapsed in China, and many savers
cannot get their money back. The monthly transaction volume of P2P lending has dropped from
250.844 billion yuan in March of 2017 to 42.889 billion yuan in December of 2019, a decrease of 82.9% [4].
Under the circumstances, some lenders will reduce or even no longer trust P2P lending. Likewise,
some lenders deliberately ignored the warning signs from previous bad investments and continued
to lend through various P2P lending platforms. Relevant risks change dynamically throughout the
process. It is also difficult for lenders to maintain trust in P2P lending at a stable level while following
changes in the environment. Lenders’ trust in P2P lending is a psychological state formed by the
combination of internal emotional factors and external environmental factors [26]. This mental state
is directly reflected in the emotional tendencies shown by their behavior and attitude. Specifically,
the positive emotions of the public reflect trust, while the negative emotions of the public reflect
distrust [27]. Some scholars believe that emotion and trust are fused and cannot be separated [28].
Moreover, one’s emotional state is one of the key factors affecting trust [29]. Negative emotions
reduce interpersonal trust, while positive emotions have the opposite effect [30]. In other words,
lender emotion is both a reflection and an influencing factor of the lender’s trust.

Using the Internet, the lender can express views on P2P lending that can be seen as a true reflection
of their own opinions. Therefore, based on the inner relationship between emotion and trust, the
lender’s emotion is the reflection and influence factor of trust. There is a mapping relationship between
the lender’s emotion and trust, and the lender’s emotion can be used as an effective criterion in
measuring trust. Trust is the cognition and evaluation of a lender that is formed during the interaction
between the lender and the P2P lending process. The lender’s emotion, on the other hand, is the
psychological state expressed by the lender through the Internet after having invested in a P2P lending
platform. The lender’s emotion is an effective representation of trust. Therefore, we can describe the
tendency of trust, the strength of trust, the changes in trust, and the core factors that affect trust by
measuring and analyzing the emotional polarity, emotional intensity, emotional temporal changes,
and the emotional structure of the lender.
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We used Python to write a web crawler capable of collecting comment texts within a limited
period on wdzj.com and preprocessing the collected comment texts to form a data set suitable for
analysis. To ensure the validity of the results, the lexicon-based method and Bidirectional Encoder
Representations from Transformers (BERT) method are used to perform sentiment analysis on the
comment text. Based on the sentiment calculation results, we analyzed the overall distribution of
different types of sentiments to measure the lender’s trust in P2P lending. We then perform a time series
analysis of the lender’s emotions to reveal the evolution of the lender’s trust in P2P lending. Finally,
we use word frequency analysis to show high-frequency vocabulary and deepen the understanding of
the comment text. The LDA topic model is used to analyze the overall text as well as negative-emotion
comments as a means of obtaining the relevant topic and clarifying the lender’s cognitive topic of
P2P lending.

The sentence is segmented by the Python extension package jieba, and then used to write scripts
for calculation in Python. The BERT model uses the open-source BERT package in Github along with
Python 3.6.4, and TensorFlow 1.5.0 environment. Word cloud and high-frequency word statistics are
performed using the Python extension packages, jieba and wordcloud. The LDA topic analysis is
implemented using the Python extension package gensim.

3.2. Text Processing

This article uses the comment text in the “Comment” column of wdzj.com as its data source.
Wdzj.com is the largest and most authoritative P2P lending consulting platform in China, with respect
to comprehensive industry data. A large number of lenders will judge the P2P lending platform at
wdzj.com after utilizing the P2P platform. Furthermore, the lender will browse the relevant platform
information on wdzj.com when selecting the investment platform, and refer to the previous lender’s
comments to judge whether to lend on related platforms. As a result of the enrichment of wdzj.com’s
comment section via the addition of a large number of comments since October 2015, text collection
commenced on 1 November 2015, and ended on 31 December 2019, for a total collection period
spanning 50 months. The data contains a total of 243,533 reviews of 2460 P2P lending platforms.
To ensure the validity of the results, we discounted duplicate content, as well as Uniform Resource
Locator (URL), @users and other operators posted by the same person, and deleted blank text along
with text that only contained punctuation. In response to comments including traditional characters,
we converted all text to simplified characters using Excel’s simplified conversion function. After data
preprocessing, a total of 243,405 comments were included.

3.3. Sentiment Lexicon

Sentiment analysis is used to analyze texts and divide them into a binary classification of positive
and negative emotions. There are two sentiment analysis methods. One is based on machine learning,
and the other utilizes lexicon-based methods. Machine learning methods tend to manually learn the
characteristics of positively- and negatively-charged sentences and judge the newly given sentences
according to the learned features. Lexicon-based methods calculate the sentiment scores of words
or evaluation units in sentences and then add them up to determine the emotion of the sentence
according to the set threshold [31]. To ensure the validity of the results, we used the lexicon-based
method and BERT to perform sentiment analysis on the lender’s comments. The specific operation of
the lexicon-based method is as follows:

3.3.1. Vocabulary Configuration

1. Proper noun lexicon added. P2P lending is a highly-specialized field. Using only conventional
lexicon will generate a large number of erroneous word segmentations. To improve word
segmentation accuracy as much as possible, a manual preset “proprietary dictionary” is still
required to support it. Taking the P2P lending platform “Small and Micro Finance” as an example,
a non-interfering algorithm will split “Small and Micro Finance” into two segments: “Small and
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Micro” and “Finance.” In this article, by using the web crawler and manual selection, the names of
the 2460 P2P lending platforms involved in wdzj.com, product names, and names of key persons
are used as proprietary dictionaries to help the program perform correct word segmentation.

2. Expansion and correction of the lexicon. This article uses the sentiment vocabulary provided
by Boson NLP. The Boson NLP sentiment vocabulary has a better treatment of non-standard
texts containing a large amount of Internet lexicon. Relative to the National Taiwan University
Semantic Dictionary (NTUSD) and HowNet lexicon used in the past, the problem of insufficient
Internet lexicon is avoided [32]. P2P loan comments come from the Internet. Among them,
there are numerous Internet lexicon and semantic changes. The Word2Vec model [33] introduced
by Google is used to make up for issues associated with an inexhaustible emotional vocabulary
and diverse meanings of words. The Word2Vec model maps words into n-dimensional vectors and
uses similarities in the spaces between two words to determine semantic correlation. Using this
property, we can easily amass several synonyms of related words in the corpus used. Table 1
shows the top 5 synonyms for the word “scam” returned by the Word2Vec model.

3. Negative. The negative vocabulary is supplemented by the HowNet vocabulary, with a total of
21 Chinese negative words.

4. Adverbs of degree. The adverbs of degree list refers to HowNet’s sentiment analysis words.
A total of 218 adverbs of degree are obtained, ranging in intensity from 0.8 to 2, where >1 indicates
enhanced emotion and <1 indicates weak emotion.

5. Stop words. The stop words are derived from stop words released by the Chinese Natural
Language Processing Open Platform of the Institute of Computing Technology, Chinese Academy
of Sciences, with a total of 1208 stop words.

Table 1. Word2Vec model results of the word “scam”.

Title 1 Synonym 1 Synonym 2 Synonym 3 Synonym 4 Synonym 5

Words Fake bids
(假标)

Plundering money
(圈钱)

Self-financing
(自融)

Empty shells
(空壳)

Fraud
(造假)

Similarity 0.74 0.68 0.65 0.64 0.64

3.3.2. Emotion Computing

The word segmentation function is carried out using “jieba” (https://github.com/fxsjy/jieba).
To calculate the sentiment polarity and intensity of the text being analyzed, the words after the text
segmentation are processed as follows: two emotional words are selected along with negative words
and adverbs of degree. The adverbs of degree, along with the two emotional words, form the emotional
phrase. For example, “is not very friendly (不是很友好)”, in which “is not (不是)” is a negative word,
“very (很)” is a degree adverb, “friendly (友好)” is an emotional word, and the score of this emotional
phrase is: score = (−1) × 1.25 × 1.14. Among them, −1 and 1.25 represent the values of negative
words and adverbs of degree, respectively, and 1.14 is the emotional score of the emotional word
“friendly.” The score for each sentence is representative of the emotional intensity of each sentence.
Positive sentiments are determined to be greater than 0, and negative sentiments are determined to be
less than 0.

Considering the situation of extremely positive sentiments and extremely negative sentiments,
after the calculation of all sentences, we arrange all sentiment values in order of size and replace extreme
sentiment values outside the 1–99% interval value. The top 1% are replaced with 1%, and values falling
within the 99–100% range are replaced with 99%.

3.4. BERT

The BERT model [34] is a new language representation model proposed by Google that performs
well in natural language processing. In the top-level test of machine reading comprehension the

https://github.com/fxsjy/jieba
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Stanford Question Answering Dataset 1.1 (SQuAD1.1), all the evaluation indicators surpass the
capabilities of humans. Because of its excellent performance in the field of natural language processing,
we use BERT to perform sentiment analysis on each comment to obtain the positive and negative
classification associated with each comment, and then statistically learn the monthly trust information
as a means of analyzing monthly sentiment changes.

The BERT model belongs to Pre-trained Language Modeling. It uses a deep neural network
structure to train in large batches of text to obtain the common features of the language. In the past,
commonly-used language models such as Embeddings from Language Models (ELMo) and OpenAI
Generative Pre-TrainingGPT models had also been used as pre-trained models, but most of them
calculate the probability of a word from left to right. In addition, these models do not take contextual
meaning into account in the learning process and do not make good use of contextual information,
which affects the learning of word polysemy and related sentence grammatical features. BERT uses a
two-way Transformer encoder, which can incorporate the information on the left and right sides of the
word into the learning, and use the Masked Language Model (MLM) and the next sentence prediction
scheme to deepen the words and sentence content understanding.

For word-level recognition, the BERT model uses the MLM model to overcome one-way learning in
the language. During the learning process, MLM randomly masks some words in the model input and
then predicts those words that are blocked. The next sentence prediction scheme learns the relationship
between sentences by pre-training a binary classification model. Specifically, the scheme randomly
replaces some sentences and uses prior sentences to predict subsequent sentences. The prediction
accuracy during pre-training can reach 97–98%.

The core improvement of BERT lies in the use of a bi-directional transformer coding structure.
Different from the recurrent neural network (RNN)’s cyclical network structure, the most

important part of the two-way transformer coding unit is its self-attention mechanism. The core
idea of the self-attention model is to calculate the correlations between all words in each sentence.
These correlations reflect the relevance and importance of different words and allow us to adjust the
weight of each word according to the correlation. The adjusted weights represent the relationship
between the words, compared to previous, more comprehensive, word vectors.

In general, BERT uses the information before and after the words to get a better word distribution
and deepen the understanding of the language.

3.5. Comment Text Topic Analysis

Generally speaking, an article will have multiple topics, with some words appearing more
frequently than others. The topic model is a statistical model used to find abstract topics in a series of
documents. In recent years, the application of topic models in social networks and computer vision has
achieved great success. Commonly-used topic models include Latent Semantic Analysis, Probabilistic
Latent Semantic Analysis, and LDA. Of the three, the LDA model is the most extensive and effective
model. The LDA model uses the prior knowledge of topic distribution information provided by the
Dirichlet distribution, which describes the document generation process in detail. After the document
is processed by the LDA model, the topic distribution of the document and the distribution of words
in each topic will be generated. Figure 1 graphically shows the relevant variables and acquisition of
the LDA model.
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In the LDA model, θ, η and Z are hidden variables, W is the observation data, and the observable
values are represented by gray nodes, while the hidden variables are white nodes. The parameters α
and η of the Dirichlet distribution are considered constant, α is the topic distribution of each document
and η is the word distribution of each topic. K is the number of topics and βk is the distribution of words.
W is the only observable variable, Wd,n is the nth word in document d, θd is the topic distribution of
dth document, and Zd,n is the distribution of nth word document d. The entire process of the LDA
model can be expressed by Formula (7):

p(β1:K,θ1:D, z1:D, w1:D) =
k∏

i=1

p(βi)
D∏

d=1

p(θd)

 N∏
n=1

p
(
zd,n

∣∣∣θd
)
p(wd,n|β1:K, zd,n)

 (1)

The goal of the LDA model is to obtain the structure of the topic model (θ, Z, and β). By observing
the variable W, the relevant distribution can be obtained, as shown in Formula (2):

p(β,θ, z
∣∣∣w) =

p(β,θ, z, w)

p(w)
(2)

In this paper, the Gibbs sampling method is used to solve the LDA topic model.

4. Results

4.1. Comment Text Topic Analysis

There are a total of 243,405 valid texts in the comments, an average of 4868 per month, and 160
reviews per day, involving 2460 platforms. The results of the lexicon-based method show that 22.55%
of sentiment review texts are negative and 77.45% of sentiment review texts are positive. When the
extreme value is not replaced, the average sentiment value of the comment text is 6.61, the minimum
value is −28.24, and the maximum value is 97.56. The quarter quartile is 0.92, the median is 3.65, and
the three-quarters median is 6.15. Table 2 shows the summary statistics of the lexicon-based method.

Table 2. The summary statistics of the lexicon-based method.

Minimum Value Lower Quartile Median Mean Upper Quartile Maximum Value

−28.24 0.92 3.65 6.61 6.15 97.56

The results of BERT show that 23.30% of sentiment comments are negative and 76.70% of
sentiment comments are positive. It can be seen that, whether using the lexicon-based method or
BERT, the proportion of negative sentiment is low. Overall, the lender’s perception of P2P lending is
relatively positive.

4.2. Time Series Analysis

4.2.1. Negative Sentiment Timing Analysis

We divide the comments by month and then calculate the proportion of monthly negative
comments to the total monthly texts. Figure 2 shows the proportion of negative sentiment in each
month obtained from the lexicon-based and BERT methods.

It can be found from Figure 2 that during the observation period, whether it is the result obtained
by the lexicon-based method or the BERT method, the trend of the negative sentiment ratio is the
same. However, the proportion of negative emotional texts in the total dataset fluctuated. In general,
negative sentiment showed an upward trend. It shows that the overall level of trust of lenders in P2P
lending has deteriorated.
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4.2.2. Sentiment Changes of the Lender

After obtaining the sentiment value of each comment, we check the lexicon-based method
sentiment average of the review text in each month to get the results shown in Figure 3.
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It can be seen in Figure 3 that the lender’s sentiment cognition of P2P lending becomes increasingly
negative over time. From November 2015 to December 2019, the emotional value falls significantly.
In particular, the sentiment value dropped from the initial high of 8.99 points to 1.17 points in December
2019, though there were occasional repetitions throughout the decline process (the highest point was
9.06 points in March 2016). In general, however, the lender’s sentiment of P2P lending decreases,
reflecting a decline in their trust in P2P lending. It should be noted that the lender’s trust in P2P
lending reduces to a certain extent from October 2016 to November 2016 and June 2018 to July 2018.
During this period, a large number of P2P lending platforms collapsed. The collapse of a large number
of P2P lending platforms saw a decline in the level of lender trust.

To demonstrate the changes in the P2P lending industry, in Figure 4, we illustrate the changes in
the number of platforms, transaction amounts, frequency of comments and sentiment values. It can
be seen that transaction amounts started to decrease after reaching its peak in March 2017, while the
number of platforms has been decreasing. This reduction in transaction amounts and the number
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of platforms is very large. This is another aspect of the declining trust of lenders in P2P lending.
From Figure 4, it can be seen that there is a highly linear correlation between the number of platforms
and sentiment value, which results in a Pearson correlation of 0.902.
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Besides, the overall market yield on P2P lending has fallen from 12.45% in November 2015 to
9.46% in December 2019. During this time, the interbank interest rate first rose and then fell, but P2P
lending market yields decreased. The purpose of lenders investing in P2P online platforms is for
revenue. A decrease in yields is likely to lead to lower levels of lender trust.

To analyze the lender’s trust in P2P lending on a month-by-month basis in more detail, we show
how the values of positive and negative emotions change from month to month. The comment data of
each month is divided into parts examining positive and negative emotions. The average values of
positive emotion and negative emotion in each month are calculated, as shown in Figure 5:Sustainability 2020, 12, x FOR PEER REVIEW 10 of 15 

 

Figure 5. The average values of positive emotion and negative emotion in each month. 

It can be seen from Figure 5 that the average positive emotion of the lender decreases, which 

indicates that the lender’s trust in P2P lending has declined. Among all the texts, positive sentimental 

texts take up a big portion, so the trend of positive sentimental text greatly affects the perception of 

P2P lending. It can also be seen from Figure 5 that the trend of the positive emotion value is similar 

to the overall trend. The negative sentiment text value increases first and then decreases. And with 

the collapse of P2P lending platforms, negative emotions become more negative. 

Overall, both positive and negative sentiment values are decreasing, which is one reason why 

lenders have less trust in P2P lending 

4.3. Comment Text High-Frequency Word Analysis  

Regardless of whether the BERT method or the lexicon-based method is used, the negative 

sentiment text and positive sentiment text obtained by the two have little difference in the overall 

proportion of the text. Because of this, the overall trend of the two remains the same, with no 

significant difference in either. Thus, we choose one of the two methods to perform high-frequency 

word analysis on the comment text. The sentiment dictionary has been segmented during the 

calculation, which allows us to choose the lexicon-based method for text high-frequency word 

analysis. 

Figures 6a,b are the comment word cloud and the top ten high-frequency words, respectively. 

  
(a) (b) 

Figure 6. The comment text word cloud and high-frequency words. (a) The comment text word cloud; 

(b) top ten high-frequency words in the comment. 

Figure 5. The average values of positive emotion and negative emotion in each month.

It can be seen from Figure 5 that the average positive emotion of the lender decreases, which indicates
that the lender’s trust in P2P lending has declined. Among all the texts, positive sentimental texts take
up a big portion, so the trend of positive sentimental text greatly affects the perception of P2P lending.
It can also be seen from Figure 5 that the trend of the positive emotion value is similar to the overall trend.
The negative sentiment text value increases first and then decreases. And with the collapse of P2P lending
platforms, negative emotions become more negative.



Sustainability 2020, 12, 3293 10 of 14

Overall, both positive and negative sentiment values are decreasing, which is one reason why
lenders have less trust in P2P lending.

4.3. Comment Text High-Frequency Word Analysis

Regardless of whether the BERT method or the lexicon-based method is used, the negative
sentiment text and positive sentiment text obtained by the two have little difference in the overall
proportion of the text. Because of this, the overall trend of the two remains the same, with no significant
difference in either. Thus, we choose one of the two methods to perform high-frequency word
analysis on the comment text. The sentiment dictionary has been segmented during the calculation,
which allows us to choose the lexicon-based method for text high-frequency word analysis.

Figure 6a,b are the comment word cloud and the top ten high-frequency words, respectively.

Sustainability 2020, 12, x FOR PEER REVIEW 10 of 15 

 

Figure 5. The average values of positive emotion and negative emotion in each month. 

It can be seen from Figure 5 that the average positive emotion of the lender decreases, which 

indicates that the lender’s trust in P2P lending has declined. Among all the texts, positive sentimental 

texts take up a big portion, so the trend of positive sentimental text greatly affects the perception of 

P2P lending. It can also be seen from Figure 5 that the trend of the positive emotion value is similar 

to the overall trend. The negative sentiment text value increases first and then decreases. And with 

the collapse of P2P lending platforms, negative emotions become more negative. 

Overall, both positive and negative sentiment values are decreasing, which is one reason why 

lenders have less trust in P2P lending 

4.3. Comment Text High-Frequency Word Analysis  

Regardless of whether the BERT method or the lexicon-based method is used, the negative 

sentiment text and positive sentiment text obtained by the two have little difference in the overall 

proportion of the text. Because of this, the overall trend of the two remains the same, with no 

significant difference in either. Thus, we choose one of the two methods to perform high-frequency 

word analysis on the comment text. The sentiment dictionary has been segmented during the 

calculation, which allows us to choose the lexicon-based method for text high-frequency word 

analysis. 

Figures 6a,b are the comment word cloud and the top ten high-frequency words, respectively. 

  
(a) (b) 

Figure 6. The comment text word cloud and high-frequency words. (a) The comment text word cloud; 

(b) top ten high-frequency words in the comment. 
Figure 6. The comment text word cloud and high-frequency words. (a) The comment text word cloud;
(b) top ten high-frequency words in the comment.

By observing the word cloud and high-frequency word distribution results, we find that the
words “investment,” “good,” and “return” occur most frequently. This shows that although a lot of
negative news has surfaced in P2P lending platforms in recent years, lenders still trust this investment
channel. Among the twenty words with the highest frequency, words such as “good,” “very good,”
and “reassured” are positive words, and there are no obvious negative words, which also confirms
that the lender has a higher level of trust in P2P lending. However, lenders still have a certain degree
of reservation about the security of P2P lending, which is reflected in the high frequency of the word
“security.” Lenders will contact customer service to check relevant information about related issues
such as the existence of the platform and the arrival of funds, which will cause the term “customer
service” to appear more frequently.

Research by Yin et al. [35] showed that in comparing positive sentiment comment data to negative
sentiment comment data, negative sentiment comment texts have a greater impact on readers who
read them. Specific to the P2P lending platform, when a reader reviews a negative sentiment comment,
lenders may decide not to lend on the platform. Most negative sentiment texts are generated because
the platform fails to meet the lender’s expectations, and they can better reflect the related problems in
P2P lending. The analysis of negative sentiment review texts helps understand the problems associated
with the platform and can even enhance a lender’s trust in P2P lending. Figure 7 shows the word
cloud and high-frequency vocabulary distribution of the negative sentiment review text.

By observing the word cloud and high-frequency words of negative sentiment reviews, we find that
the two words that appear most frequently are “customer service” and “runaway.” The high-frequency
appearance of the word “customer service” in the negative sentiment comment text is unexpected,
reminding relevant platforms to pay more attention to customer service. Even on the Internet,
lenders also learn about the security of platform construction and funds through channels such as
customer service. If customer service is not connected or satisfactory responses are not received in
the customer service channel, dissatisfaction with the P2P lending platform will be greatly enhanced.
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Loss of contact on the platform is another term that triggers a lot of negative sentiment for lenders,
because platform loss of contact not only makes the lender unable to obtain revenue, but also puts the
principal itself at risk. When relevant platforms are not maintained in banks, when the interest is not
high, and when there is a failure to withdraw cash on time, this causes negative sentiment for lenders.
Further, many words appearing in negative sentiment review texts are mostly insults directed toward
related platforms, such as “liar” and “junk.”
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4.4. Comment Text Topic Analysis

A total of four topics are limited to the comment text in the topic analysis. Table 3 shows the
results of the topic analysis on the comment text using the LDA topic model.

Table 3. Comment text LDA topic model results.

Word 1 Word 2 Word 3 Word 4 Word 5

Topic 1 Invest
(投资)

Good
(不错)

wealth investment
(理财)

Income
(收益)

Feel
(感觉)

Topic 2 Platform
(平台)

Withdraw
(提现)

Arrive
(到账)

Money-back
(回款)

Maturity
(到期)

Topic 3 Safety
(安全)

Depository
(存管)

Customer service
(客服)

Funds
(资金)

Rest assured
(放心)

Topic 4 Runaway
(跑路)

Overdue
(逾期)

Problem
(问题)

Swindler
(骗子)

Garbage
(垃圾)

The main topics of the lender’s review text are as follows:
Topic 1: yield. Putting funds into P2P lending to obtain income is a financial management method

for lenders. When a lender chooses a platform for investment, they will compare the yield of various
platforms and other financial management devices.

Topics 2 and 3: safety. Due to the risk of platform collapse, lenders have become more cautious
about P2P lending, and lenders are very concerned about the safety of their funds. This is specifically
reflected in the lender’s concern about whether the funds can be withdrawn smoothly when they expire.

Topic 4: negative platform evaluations. The collapse of a large number of platforms is an important
reason why lenders’ trust in P2P lending is decreased. Whether the platform is running or overdue is
another major issue for lenders. Overdue performance mainly comes about as a result of the relevant
project not being repaid on time after its expiration. The failure of the project to arrive on time will
cause the lender to have doubts about the legitimacy of the platform. Because negative comments can
better show the lender’s doubts about certain issues, we further analyze the negative sentiment text of
P2P lenders and use the topic model to explore the topic of negative sentiment review text.

For the negative sentiment review text, we draw four topics as shown in Table 4.
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Table 4. Negative-emotion comment text LDA topic model results.

Word 1 Word 2 Word 3 Word 4 Word 5

Topic 1 Runaway
(跑路)

Overdue
(逾期)

Swindler
(骗子)

Problem
(问题)

Garbage
(垃圾)

Topic 2 Depository
(存管)

Bank
(银行)

Data
(数据)

Funds
(资金)

Online
(上线)

Topic 3 Money-back
(回款)

Maturity
(到期)

Today
(今天)

Customer service
(客服)

Phone
(电话)

Topic 4 Withdraw
(提现)

Recharge
(充值)

Stand sentry
(站岗)

Handling fee
(手续费)

management fee
(管理费)

The topics that trigger negative emotions of lenders are mainly concentrated on the
following points:

Topic 1: the collapse of the P2P lending platform;
Topic 2: the compliance of the platform, and whether the relevant platform has realized bank

deposits, which is an important part of the platform’s ability to ensure its compliance and fund
security measures;

Topic 3: failure to withdraw cash when due, which does not necessarily mean that a problem
has occurred on the platform, but rather that it simply cannot be reached in time. The lender is likely
to choose to contact customer service to resolve the doubt. If the customer service cannot give a
satisfactory response, the lender’s evaluation of the platform is likely to be negative;

Topic 4: lenders need to pay fees during the recharge or withdrawal process, such as handling
fees or management fees. The level of such fees is also a concern of the lender. Likewise, if the lender’s
funds are left idle during the withdrawal period, it is likely to generate negative sentiments from
the lender.

5. Conclusions

As a new type of financial model, the P2P lending platform provides services that allow lenders to
lend money directly to borrowers. In the context of the frequent emergence of bad news regarding P2P
lending, we have sought to resolve the question of whether the lender’s level of trust in P2P lending
has changed, and whether lenders pay more attention to those issues when investing. This article uses
lenders’ emotions as a trust-measurement tool and uses the lexicon-based method as well as the deep
learning method to quantitatively measure the lenders’ trust and changes in P2P lending. Our research
also uses the LDA topic model to mine the P2P lending-related issues that the lender cares about.
We find the lender’s sentiment cognition of P2P lending becomes increasingly negative over time.
Lenders are most concerned about the yield, security, and compliance of P2P lending. The negative
sentimental text topic also focuses primarily on security and compliance.

Compared to traditional lenders, P2P lending platforms offer lower fees, more flexible terms, and
faster loan approvals. However, the trust crisis in P2P lending is affecting the sustainability of the
industry, so P2P lending platforms need to improve compliance, yields, and security to improve the
platform’s operations and ensure the industry’s sustainability. Although our research used data from
China, other countries can also be used to analyze the development of P2P lending to promote the
sustainability of the P2P lending industry.

In the future, other data such as that of Twitter may be collected and used to assess the P2P lending
for sentiment analysis. Other deep learning algorithms may also be used to adapt as a dynamic update
mechanism to handle streamed text data.

Author Contributions: Data curation, X.L.; funding acquisition, J.R.; methodology, B.N.; writing—original draft,
B.N.; writing—review & editing, A.Z. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by Beijing Social Science Fund, grant number 19GLA002.

Conflicts of Interest: The authors declare no conflict of interest.



Sustainability 2020, 12, 3293 13 of 14

References

1. Zhao, H.; Ge, Y.; Liu, Q.; Wang, G.; Chen, E.; Zhang, H. P2P Lending Survey: Platforms, Recent Advances
and Prospects. ACM Trans. Intell. Syst. Technol. 2017, 72, 1–28. [CrossRef]

2. You, C. Recent Development of FinTech Regulation in China: A Focus on the New Regulatory Regime for
the P2P Lending (Loan-based Crowdfunding) Market. Cap. Mark. Law J. 2018, 13, 85–115. [CrossRef]

3. Braggion, F.; Manconi, A.; Zhu, H. Can Technology Undermine Macroprudential Regulation? Evidence
from Peer-to-Peer credit in China. Evidence from Peer-to-Peer Credit in China. Available online:
https://ssrn.com/abstract=2957411 (accessed on 15 April 2020).

4. Gao, Q.; Lin, M.; Sias, R.W. Words Matter: The Role of Texts in Online Credit Markets. Available online:
https://ssrn.com/abstract=2446114 (accessed on 30 March 2020).

5. Dong, J.; Wang, G.; Sha, S.; Miao, J.; Li, X. Research on Trust Formation Mechanism in P2P Lending Platform.
Chin. J. Manag. 2017, 14, 1532–1537. [CrossRef]

6. Suryono, R.R.; Purwandari, B.; Budi, I. Peer to Peer (P2P) Lending Problems and Potential Solutions:
A Systematic Literature Review. Procedia Comput. Sci. 2019, 161, 204–214. [CrossRef]

7. Netzer, O.; Feldman, R.; Goldenberg, J.; Fresko, M. Mine Your Own Business: Market-Structure Surveillance
Through Text Mining. Mark. Sci. 2012, 31, 521–543. [CrossRef]

8. Guiso, L.; Sapienza, P.; Zingales, L. Cultural Biases in Economic Exchange? Q. J. Econ. 2009, 124, 1095–1131.
[CrossRef]

9. Lin, M.; Prabhala, N.R.; Viswanathan, S. Judging Borrowers by the Company They Keep: Friendship
Networks and Information Asymmetry in Online Peer-to-Peer Lending. Manag. Sci. 2013, 59, 17–35.
[CrossRef]

10. Kim, D.J.; Ferrin, D.L.; Rao, H.R. A trust-based consumer decision-making model in electronic commerce:
The role of trust, perceived risk, and their antecedents. Decis. Support Syst. 2008, 44, 544–564. [CrossRef]

11. Wan, Q.; Chen, D.; Shi, W. Online peer-to-peer lending decision making: Model development and testing.
Soc. Behav. Pers. 2016, 44, 117–130. [CrossRef]

12. Emekter, R.; Tu, Y.; Jirasakuldech, B.; Lu, M. Evaluating credit risk and loan performance in online Peer-to-Peer
(P2P) lending. Appl. Econ. 2015, 47, 54–70. [CrossRef]

13. Pope, D.G.; Sydnor, J.R. What’s in a Picture? Evidence of Discrimination from Prosper.com. J. Hum. Resour.
2011, 46, 53–92. [CrossRef]

14. Chen, D.; Li, X.; Lai, F. Gender discrimination in online peer-to-peer credit lending: Evidence from a lending
platform in China. Electron. Commer. Res. 2017, 17, 553–583. [CrossRef]

15. Duarte, J.; Siegel, S.; Young, L. Trust and Credit: The Role of Appearance in Peer-to-peer Lending. Rev. Financ.
Stud. 2012, 25, 2455–2484. [CrossRef]

16. Chen, J.; Zhang, Y.; Yin, Z. Education premium in the online peer-to-peer lending marketplace: Evidence from
the big data in China. Singap. Econ. Rev. 2018, 63, 45–64. [CrossRef]

17. Li, S.; Lin, Z.; Qiu, J.; Safi, R.; Xiao, Z. How friendship networks work in online P2P lending markets.
Nankai Bus. Rev. Int. 2015, 6, 42–67. [CrossRef]

18. Liao, L.; Li, M.; Wang, Z. Smart investors: Incomplete market-based interest rate and risk identification:
Evidence from P2P lending. Econ. Res. 2014, 7, 125–137.

19. Herzenstein, M.; Sonenshein, S.; Dholakia, U.M. Tell Me a Good Story and I May Lend You Money: The Role
of Narratives in Peer-to-Peer Lending Decisions. J. Mark. Res. 2011, 48, S138–S149. [CrossRef]

20. Larrimore, L.; Jiang, L.; Larrimore, J.; Markowitz, D.; Gorski, S. Peer to Peer Lending: The Relationship
Between Language Features, Trustworthiness, and Persuasion Success. J. Appl. Commun. Res. 2011, 39, 19–37.
[CrossRef]

21. Li, Y.; Gao, Y.; Li, Z.; Cai, Z.; Wang, B.; Yang, Y. The Influence of Borrower’s Description on Investors’
Decision—Analyze Based on P2P Online Lending. Econ. Res. J. 2014, S1, 143–155.

22. Ji, X.; Yu, L.; Fu, J. Evaluating Personal Default Risk in P2P Lending Platform: Based on Dual Hesitant
Pythagorean Fuzzy TODIM Approach. Mathematics 2020, 8, 8. [CrossRef]

23. Guijarro, F.; Moya-Clemente, I.; Saleemi, J. Liquidity Risk and Investors’ Mood: Linking the Financial Market
Liquidity to Sentiment Analysis through Twitter in the S&P500 Index. Sustainability 2019, 11, 7048. [CrossRef]

24. Shafqat, W.; Byun, Y.-C. A Recommendation Mechanism for Under-Emphasized Tourist Spots Using Topic
Modeling and Sentiment Analysis. Sustainability 2020, 12, 320. [CrossRef]

http://dx.doi.org/10.1145/3078848
http://dx.doi.org/10.1093/cmlj/kmx039
https://ssrn.com/abstract=2957411
https://ssrn.com/abstract=2446114
http://dx.doi.org/10.3969/j.isssn.1672-884x.2017.10.014
http://dx.doi.org/10.1016/j.procs.2019.11.116
http://dx.doi.org/10.1287/mksc.1120.0713
http://dx.doi.org/10.1162/qjec.2009.124.3.1095
http://dx.doi.org/10.1287/mnsc.1120.1560
http://dx.doi.org/10.1016/j.dss.2007.07.001
http://dx.doi.org/10.2224/sbp.2016.44.1.117
http://dx.doi.org/10.1080/00036846.2014.962222
http://dx.doi.org/10.1353/jhr.2011.0025
http://dx.doi.org/10.1007/s10660-016-9247-2
http://dx.doi.org/10.1093/rfs/hhs071
http://dx.doi.org/10.1142/S0217590818410023
http://dx.doi.org/10.1108/NBRI-01-2014-0010
http://dx.doi.org/10.1509/jmkr.48.SPL.S138
http://dx.doi.org/10.1080/00909882.2010.536844
http://dx.doi.org/10.3390/math8010008
http://dx.doi.org/10.3390/su11247048
http://dx.doi.org/10.3390/su12010320


Sustainability 2020, 12, 3293 14 of 14

25. Kauffmann, E.; Peral, J.; Gil, D.; Ferrández, A.; Sellers, R.; Mora, H. Managing Marketing Decision-Making with
Sentiment Analysis: An Evaluation of the Main Product Features Using Text Data Mining. Sustainability 2019,
11, 4235. [CrossRef]

26. Chen, D.; Lai, F.; Lin, Z. A trust model for online peer-to-peer lending: A lender’s perspective. Inf. Technol.
Manag. 2014, 15, 239–254. [CrossRef]

27. Sha, Y.; Yan, J.; Wang, Z. Public Trust On the Red Cross Society of China after Ya’an Earthquake: Analysis
Based on Sentiment Analysis of Microblog Data. J. Public Manag. 2015, 12, 93–104. [CrossRef]

28. Plutchik, R. The nature of emotions: Human emotions have deep evolutionary roots, a fact that may explain
their complexity and provide tools for clinical practice. Am. Sci. 2001, 89, 344–350. [CrossRef]

29. Lount, R.B., Jr. The impact of positive mood on trust in interpersonal and intergroup interactions. J. Pers.
Soc. Psychol. 2010, 98, 420–433. [CrossRef]

30. Dunn, J.R.; Schweitzer, M.E. Feeling and believing: The influence of emotion on trust. J. Pers. Soc. Psychol.
2005, 88, 736–748. [CrossRef]

31. Medhat, W.; Hassan, A.; Korashy, H. Sentiment analysis algorithms and applications: A survey. Ain Shams
Eng. J. 2014, 5, 1093–1113. [CrossRef]

32. Xu, Q.; Bo, Z.; Jiang, C. Exploring the Relationship between Internet Sentiment and Stock Market Returns
Based on Quantile Granger Causality Analysis. J. Manag. Sci. 2017, 30, 147–160. [CrossRef]

33. Mikolov, T.; Chen, K.; Corrado, G.; Dean, J. Efficient Estimation of Word Representations in Vector Space.
Available online: https://arxiv.org/abs/1301.3781 (accessed on 30 March 2020).

34. Devlin, J.; Chang, M.; Lee, K.; Toutanova, K. Bert: Pre-Training of Deep Bidirectional Transformers for
Language Understanding. Available online: https://arxiv.org/abs/1810.04805 (accessed on 30 March 2020).

35. Yin, D.; Bond, S.D.; Zhang, H. Anxious or Angry? Effects of Discrete Emotions on the Perceived Helpfulness
of Online Reviews. MIS Quart. 2014, 38, 539–560. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.3390/su11154235
http://dx.doi.org/10.1007/s10799-014-0187-z
http://dx.doi.org/10.16149/j.cnki.23-1523.2015.03.009
http://dx.doi.org/10.1511/2001.4.344
http://dx.doi.org/10.1037/a0017344
http://dx.doi.org/10.1037/0022-3514.88.5.736
http://dx.doi.org/10.1016/j.asej.2014.04.011
http://dx.doi.org/10.3969/j.issn.1672-0334.2017.03.013
https://arxiv.org/abs/1301.3781
https://arxiv.org/abs/1810.04805
http://dx.doi.org/10.25300/MISQ/2014/38.2.10
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Literature Review 
	Research Design and Data Processing 
	Research Design 
	Text Processing 
	Sentiment Lexicon 
	Vocabulary Configuration 
	Emotion Computing 

	BERT 
	Comment Text Topic Analysis 

	Results 
	Comment Text Topic Analysis 
	Time Series Analysis 
	Negative Sentiment Timing Analysis 
	Sentiment Changes of the Lender 

	Comment Text High-Frequency Word Analysis 
	Comment Text Topic Analysis 

	Conclusions 
	References

