Learning Analytics Using Social Network Analysis and Bayesian Network Analysis in Sustainable Computer-Based Formative Assessment System
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Abstract: The sustainable computer-based evaluation system (SCE) is a scenario-based formative evaluation system, in which students are assigned a task during a course. The tasks include the diversity conditions in real-world scenarios. The goals of this system are learning to think as a professional in a certain discipline. While the substantive, psychological, instructional, and task developmental aspects of the assessment have been investigated, few analytic methods have been proposed that allow us to provide feedback to learners in a formative way. The purpose of this paper is to introduce a framework of a learning analytic method including (1) an assessment design through evidence-centered design (ECD), (2) a data mining method using social network analysis, and (3) an analytic method using a Bayesian network. This analytic framework can analyze the learners’ performances based on a computational psychometric framework. The tasks were designed to measure 21st century learning skills. The 250 samples of data collected from the system were analyzed. The results from the social network analysis provide the learning path during a course. In addition, the 21st century learning skills of each learner were inferred from the Bayesian network over multiple time points. Therefore, the learning analytics proposed in this study can offer the student learning progression as well as effective feedback for learning.

Keywords: assessment; computational psychometrics; 21st century learning skills; people analytics; sustainable computer-based evaluation system online

1. Introduction

Formative assessment systems provide information for teachers and students about whether specific learning goals are being met and what is needed to reach these goals [1,2]. Before the COVID-19 pandemic, the diagnosis and feedback on student learning had been conducted by teachers and instructors in classrooms. Teachers did formative assessments on student learning by interacting with one another in person. Therefore, the additional technology tools for formatively assessing student learning progress were not necessary. However, due to the COVID-19 pandemic, school closures and suspension of exams have been widespread in educational institutions. This crisis renders many conventional means of formative assessment useless [3]. Teachers are not able to meet students in person; therefore, they need alternative strategies to assess student learning. Consequently, online formative assessments that can be implemented via mailing/e-mailing, messaging platforms, and online educational platform tools are increasingly of interest [4–6]. Meanwhile, no matter what means are used, formative assessment requires meticulous planning and designing for students, teachers, and parents to support student learning. In addition, an analytic method is necessary to analyze data collected from the formative assessment system for providing information about student learning.
progress, learning diagnosis, and feedback. Most of all, the analytic method should offer information about which parts or steps are difficult for a student to learn as well as how well the student is doing during a course. While online formative assessment systems have been increasingly proposed and implemented, few analytic methods have been proposed to analyze data collected from the system.

The sustainable computer-based evaluation system (SCE) is an integral learning system linking learning to evaluation in diverse disciplines. In this computer-based evaluation system, learners are assigned to a realistic scenario task dealing with different situations in a certain discipline. Specifically, instructors publish the tasks related to their disciplines on the system. Then, a student can access the tasks. The tasks are basically designed based on a real-world situation in a particular discipline. Therefore, the goal of this evaluation system is to provide the opportunities to think and act as a professional by answering the appropriate responses to a scenario task.

Similar to traditional simulation-based learning systems, this computer-based evaluation system can provide a learning environment in which students can learn to think like professionals in a certain discipline [7]. The task was designed to include a real-world situation. A learner must think like a professional to solve the task. The evaluation system allows us to collect the data on the sequential thinking process of each student. By analyzing the sequential data collected from the evaluation system, the learning pattern of each learner can be investigated and compared with the expected learning pattern. Therefore, the results of analyzing data from the system provide (1) a student’s previous, current, and future learning status and (2) individualized diagnostic information.

The tasks developed used an evidence-centered design (ECD) framework [8–10]. ECD is a general assessment design framework in which tasks can be designed to reflect the targeted aspects that the task should measure. The National Research Council (NRC, 2001) recommends that this assessment must be thoughtfully designed by coherently linking the targeted knowledge, skills, and abilities (KSA) [11]. NRC (2001) proposed the assessment triangle, which emphasizes the connections between theory, task design, and analytic methods. The coherent connections support assessment to be valid and reliable. From a similar view, ECD addresses linking substantive theory, task design, and analytic methods for inferring what should be measured for each student. The ECD assessment design framework provides guidance for explicitly incorporating substantive theory about the targeted KSA into the development of tasks. ECD allows assessment developers to generate the task by addressing the following three questions: (1) What complex of knowledge, skills, or other attributes should be assessed? (2) What behaviors or performances should reveal those constructs, and what are the connections? (3) What tasks or situations should elicit these behaviors? These questions are answered in five models in the conceptual assessment framework. The conceptual assessment framework (CAF) provides technical specifications for operational elements, which explain how the information gathered and organized in domain modeling can coherently serve as evidential arguments while carrying out the assessment. The CAF specifies five models: (1) the student models, (2) the task models, (3) the evidence models, (4) the assembly model, and (5) the presentation model. Figure 1 presents the five models.

![Figure 1. A schematic representation of the models in the evidence-centered design (ECD) framework [8].](image-url)
skills, or other attributes should be assessed. In the student model, aspects of knowledge, skills, or abilities and their configuration are supposed to be specifically addressed. Since various structures and different levels of complexity in the student model can be constructed, this raises an issue of determining which set of the student model variables is minimally sufficient to differentiate student performances in terms of the purpose of an assessment. With regard to this, psychological perspectives can offer the rationales involved in constructing the student model variables because different psychological perspectives suggest different notions of knowledge, acquisition, and learning processes. The evidence model addresses the questions of what behaviors or performances should reveal those constructs and how they are connected. The evidence model defines how evidence from observables can be identified, accumulated, and linked to the student model variables. This explains the nexus of observables and expectations defined in the student model. The evidence model contains two components: evidence rules and statistical model. The evidence rules specify the rules to identify evidence from the work products that a student produced from a particular task. The measurement model explains how evidence is accumulated and synthesized across tasks in terms of student model variables. Various psychometric models such as classical test theory, item response theory models, and cognitive diagnostic models are involved in this part depending on the purpose of an assessment; therefore, one of the issues here is to choose a suitable psychometric model for the purpose of an assessment. The task model addresses the question of what tasks or situations should elicit these behaviors. The task model contains a set of specifications for the situations, environments, and contexts to elicit student performances to obtain evidence needed for the evidence model. The evidence model addresses the question of how we need to measure. The assembly model addresses the question of how much we need to measure. The assembly model describes how the three models above work together to form a balanced assessment properly reflecting what is needed to be measured. Lastly, the presentation model addresses the question of how the assessment looks. The presentation model describes how a task is provided to students. There are many different means for delivering an assessment such as paper and pencil format, computer- and web-based format, and simulation- and game-based format. The requirements for presenting assessments differ depending on the format.

Therefore, the ECD model is a structured assessment design framework in which the substantive theory is explicitly reflected in the design of an assessment applying the suitable analytic methods. Moreover, in the aspects of generating a task, ECD helps assessment developers generate all tasks (1) to obtain evidence about the targeted knowledge, skills, and abilities, (2) to provide scoring rubric systems, and (3) to summarize evidence collected from the tasks based on the scoring rubric [12]. As discussed above, designing and analyzing assessments requires coordination among substantive theory, task design strategy, and analytic modeling considerations. Conceptually, a scenario task in the computer-based evaluation system can be designed based on the idea of epistemic frames grounded in 21st century skills [13–15]. Educational fields are of increasing interest to researchers studying 21st century learning skills [16–19]. More specifically, this system was basically designed to allow learners to develop domain-specific expertise by dealing with different situations under realistic constraints. The evaluation system helps learners understand what it is like to think and act like a professional by engaging in the task. For example, the process is as follows: (1) A learner enters the evaluation system and reads the scenario task, and then responds by addressing the scenario task. (2) The responses to the task from the student can be assessed as to whether they display 21st century learning skills. (3) Lastly, the sequential process answers of each student can be compared to the expected learning path. This information is to be used as individual diagnostic feedback.

The tasks in the evaluation system were developed to evaluate the five elements grounded in 21st century learning skills. In this study, the tasks were designed to reflect skills used by a data analyst.
The five elements including skills, knowledge, identity, values, and epistemology were defined as follows [20]:

Skills (S) (dealing with data): being able to communicate clearly; being able to think and act as a professional data analyst in a particular situation.

Knowledge (K) (terms of statistics): knowing basic knowledge in data analysis for dealing with different research questions and data characteristics.

Identity (I) (as a data analyst, as a professional): having a way of seeing oneself as commensurate with how members of the data analyst community see themselves.

Values (V) (working for data and society, like a professional): being willing to listen to, and take seriously, the ideas of others.

Epistemology (E) (solving an issue and a problem in dealing with data): being able to justify actions as legitimate ways within the data analyst community.

Once the tasks are developed and implemented in the computer-based evaluation system, a student is able to select a task and respond to it. The responses to a task are stored in log file data. The log file data are sequential, dependent, and complex. Using the data-mining method through social network analysis, evidence is identified from the log file data. The evidence was accumulated through a Bayesian network analysis to generate and estimate a student learning path. As a similar research, von Davier (2017, 2019) proposed a framework of computational psychometrics, which is a theoretical psychometric framework as a blend of data-driven AI-based computational models, stochastic theory, and theory-driven psychometrics. This theoretical psychometric framework involves the (1) test development and psychometric modeling based on the application of ECD and (2) data analysis based on data mining and machine learning algorithms. The computational psychometric framework has been applied to game- and simulation-based assessment and real-time learning system [21,22].

2. Research Objectives

The purpose of this study is to introduce a framework of the learning analytic method using social network analysis and a Bayesian network for the complex data collected from the sustainable evaluation system. Since the complex data are sequential and dependent, first, the evidence related to 21st century skills were tagged from log file data based on scoring rubrics. Next, the tagged data were computed for drawing a graphical representation of each learning path and calculating the weighted density of the social network analysis to capture students’ learning structure over time. These visual methods offer the possibility of capturing evidence for identifying meaningful learning patterns. The final information was used as evidence to evaluate the performances of a student and to provide feedback about their 21st century skills using a Bayesian network.

3. Materials and Methods

3.1. Materials and Subjects

Figure 2 presents the high-level abstraction of the learning analytic procedure framework in this computer-based evaluation system. Basically, there are four layers including (1) a testing system: a student is able to select a task and respond to it; (2) a data-mining system: evidence is identified from the log file data and tagged to the corresponding elements of 21st century skills; (3) a data analysis system: evidence is accumulated to make inference about a student learning progression; and lastly, (4) a delivery system: diagnostic feedback is delivered to instructors and students based on the results of the data analysis system.

Next, Figure 3 shows the example of the task system in the computer-based evaluation system. An instructor can generate the tasks and store them here; afterwards, they can select some of the tasks for creating a testing.
All students took the tasks during an introductory statistics class and were evaluated as to whether they possess the required abilities including skill, knowledge, identity, values, and epistemology of a data analysis system. The real data study was conducted using log file data collected from three hundred students. When students enter the system, they can see the task generated by an instructor. The students respond to the task and their responses are stored as log file data. Then, the log file data are tagged by the elements of 21st century skills, which is a data-mining procedure. In the data mining, the evidence of 21st century skills in each student response is identified. Lastly, the evidence is compiled and summarized in order to infer about a student’s learning status in terms of 21st century skills in the data analysis system.

The real data study was conducted using log file data collected from three hundred students. All students took the tasks during an introductory statistics class and were evaluated as to whether they possess the required abilities including skill, knowledge, identity, values, and epistemology of a data analyst. Table 1 shows the descriptive statistics of the subjects.

**Table 1.** Descriptive statistics of subjects.

<table>
<thead>
<tr>
<th>Educational Level</th>
<th>Percent</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1year</td>
<td>43.2%</td>
<td>108</td>
</tr>
<tr>
<td>2year</td>
<td>25.6%</td>
<td>64</td>
</tr>
<tr>
<td>3year</td>
<td>14.0%</td>
<td>35</td>
</tr>
<tr>
<td>4year</td>
<td>17.2%</td>
<td>43</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Age</th>
<th>Percent</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>24.0%</td>
<td>6</td>
</tr>
<tr>
<td>30</td>
<td>26.8%</td>
<td>67</td>
</tr>
<tr>
<td>40</td>
<td>28.0%</td>
<td>70</td>
</tr>
<tr>
<td>50</td>
<td>42.8%</td>
<td>107</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Gender</th>
<th>Percent</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>35.2%</td>
<td>88</td>
</tr>
<tr>
<td>Female</td>
<td>65.8%</td>
<td>162</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Job Status</th>
<th>Percent</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full-time</td>
<td>25.6%</td>
<td>64</td>
</tr>
<tr>
<td>Part-time</td>
<td>39.2%</td>
<td>98</td>
</tr>
<tr>
<td>No</td>
<td>36.2%</td>
<td>88</td>
</tr>
</tbody>
</table>

**Figure 2.** A procedure of learning analytics.

**Figure 3.** An example of a sustainable computer-based evaluation system: Task Window.
3.2. Method

3.2.1. Learning Analytics Using Social Network Analysis

This study used social network analysis (SNA), which was originally used to represent relationships among individuals. The network, consisting of nodes (representing individuals) and edges (representing relationships), is depicted in different types of graphs and diagrams [23]. In this study, the nodes represent the key elements (i.e., skill, knowledge, identity, value, and epidemiology) and edges indicate the relationship between the nodes. Once the graphical representations were drawn, the representations of the elements, including the structure, nodes, direction, and distance, were compared with each other. In this study, the sequential responses were collected, and data mining was conducted. The refined data were analyzed by social network using R (www.r-project.org). The Network Package of R [24] was used for creating and plotting the network.

Data types for social network analysis need to be a sequential matrix. For this, the first method is to create adjacency matrices using the data. The adjacency matrices are assembled, containing indicator codes reflecting the co-occurrence of all pairs of epistemic frame elements within any given interaction. With the adjacency matrices, the node graph can be drawn. The analysis of social network analysis is as follows below.

Evidence tag: the observable evidence for a student related to the skill, knowledge, identity, value, and epidemiology elements are recorded as a “1”. Dichotomous (i.e., yes-no/1-0) codes are used to indicate whether evidence was present or absent. A sequence of observations for a single learner involving responses to a scenario task was recorded in a data file, and then the adjacency matrices were computed based on the basic sequence observables. The data file of each learner’s basic sequence observation might look like the Table 2.

Table 2. Basic sequence of observations for a learner in a scenario task.

<table>
<thead>
<tr>
<th>Slice</th>
<th>S</th>
<th>K</th>
<th>I</th>
<th>V</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>N</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Adjacency matrix for computing conditional probability: from the basic sequence data file, an adjacency matrix can be computed. The adjacency matrix is a statistical representation of the relational nodes (the key elements evaluated). The adjacency matrices are entries of “1” whenever two elements of skill, knowledge, identity, value, and epidemiology are used by a learner concurrently within the same time. Since skill and knowledge are used by a learner concurrently at time slice 1 in Table 2, the adjacency matrix looks like Table 3.

Table 3. An example of an adjacency matrix.

<table>
<thead>
<tr>
<th>Slice</th>
<th>S</th>
<th>K</th>
<th>I</th>
<th>V</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>K</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>V</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Next, adjacency matrices are accumulated across different time slices by simply summing each matrix across the time slices. The graphical representation of social network analysis can be drawn based on the adjacency matrices.
Computing the weighted density: since adjacency matrices can be computed by each slice, their data can be compiled across different slices by simply summing the individual entries in the adjacency matrices. Accordingly, summary measures can also be computed in this way, including the relative centrality of each node in the network and the overall density of the network using the social network analysis method. In this study, we computed the weighted density (WD) of the network for any given cumulative adjacency matrix, which is computed as follows:

$$WD_t(N) = \sqrt{\frac{1}{2} \sum_{f=1}^{F} \sum_{f'=1}^{F'} a_{f,f',t}^2}$$  \hspace{1cm} (1)

where $a_{f,f',t}^2$ is the squared entry in the cumulative adjacency matrix for nodes $f$ and $f'$ at slice $t$.

The overall weighted network density thus represents the average pair-wise association between nodes in the network. With WD values, a student learning trajectory can be computed and compared with others.

3.2.2. Bayesian Network

A Bayesian network (BN) is a probability-based statistical modeling framework [25–30], which consists of a graphic model and a probability model. With two models, a BN can model a probabilistic causal relationship between random variables in a graphical manner. A BN consists of two main concepts in a graph model: (1) a set of nodes (A) representing unobservable or observable variables and (2) a set of edges (E) representing relations between the variables. A graph is a pair (A,E). A state of a node is a value, so A is associated with a finite set of possible values {$a_i, a_i_2, \ldots, a_{i,n}$}. An edge in E between two nodes indicates the relationship and causal dependency between two random variables.

In a probability model, a BN consists of three probability distributions: marginal probability, conditional probability, and joint probability. A node, from which the edge starts, is assumed to be a cause, called a child node. The other node, to which the edge connects, is a consequence, and called a parent node denoted by ($\text{pa}(A_i)$). The formal notation of the conditional probability distribution associated with each variable given all of its parents’ variables is as follows:

$$P(A_i = a_i | \text{pa}(A_i))$$  \hspace{1cm} (2)

The formal notation of a joint distribution associated with a BN is as follows:

$$P(X_1 = x_1, X_2 = x_2, \ldots, X_p = x_p) = \prod_{p=1}^{p} P(X_p = x_p | \text{pa}(X_p))$$  \hspace{1cm} (3)

Lastly, if there are no parents (i.e., $\text{pa}(A)$ is empty), then the conditional probability is regarded as a marginal probability.

To understand the concepts, consider an example of an acyclic directed graph with three variables in Figure 4.

![Figure 4. An acyclic directed graph.](image)

Acyclic directed graphs are represented by a joint probability distribution over three variables, A, B, and C, which can be decomposed into a product of conditional probability distributions. The conditional dependences of the variables correspond to the acyclic directed graphs. The factorization is as follows:

$$P(A,B,C) = P(C|A,B) P(B|A) P(A)$$  \hspace{1cm} (4)
P(C|A,B) is a conditional distribution of variable C, given the variable of A and B. P(B|A) is a conditional distribution, given the variable A. P(A) is a marginal distribution. These probability distributions correspond to the directed graphical model (Figure 4). For example, P(C|A,B) is the probability distribution of variable C that is conditionally on its parents of variable A and B in the directed graph.

Once the joint distribution of variables are expressed in terms of the recursive representation, states of any variables can be updated by new information through Bayes’ rule. For example, suppose that there are two variables A and B. The variable A is given the variable B. Therefore, the factorized form is P(A|B) P(B). When A = x is observed, P(B|x) can be calculated by Bayes’ rule:

\[ P(B|A = x) \propto P(B)P(A = x|B) \]  

There are two procedures including the prior distribution, P(B), and the posterior distribution, P(B|A = x). The prior distribution is expressing the initial belief about B before any observations have been made. The posterior distribution is updating the belief about B based on the observation A = x. Therefore, the equation in Bayes’ rule consists of the posterior distribution, P(B|A = x), which is proportional to the likelihood, P(A = x|B), multiplied by the prior distribution, P(B).

This study used a BN to infer about student learning progression of 21st century skills in a data analytic discipline. The BN can estimate and update the learning status by observations through the responses to the tasks.

4. Results

4.1. Social Network Analysis

Figure 4 shows the graphs derived from the analysis of the social network. Two examples of the students’ learning paths are shown across the sequential data in Figure 5. From the networks, the performances of the students can be compared. Furthermore, it can evaluate how close a student’s learning path approximates the representation of the expert’s one. Five types of nodes can be found in the network, representing the key elements (i.e., skill, knowledge, identity, value, and epistemology). The closer nodes are to each other, the stronger the relationships represented in the network. Therefore, the locations and distances of the nodes can serve as evidence for evaluating each student’s learning. In addition, by computing the distances of the nodes between the expected representation of an expert and a particular learner, how close a learner responds to the correct answer can be evaluated.

![Figure 5. Two examples of the graph in social network analysis. (A) is one of the students and (B) is the other student.](image)

For the summary statistics, the social network analysis provides weighted densities (WDs) for each learner. Figure 6 displays the changes of WD values across the steps solving the task for some example students. With this information, a student’s learning trajectory can be computed. The similarities and
The BN consists of ten tasks at each measurement time point and five nodes corresponding to skill, knowledge, identity, value, and epistemology. For the proficiency variable, equal distribution of the student’s status about skill, knowledge, identity, value, and epistemology is \([\text{master, master, non-master, non-master, non-master}]\). Once a student’s responses to ten tasks at the first measurement time point have been observed, this information is propagated through the network by Bayes’ theorem to yield the posterior probability distribution of the student’s status about skill, knowledge, identity, value, and epistemology.

4.2. Bayesian Network

The same students are repeatedly assessed at more than one point during a lesson under a formative assessment system. This study assessed students with three measurement time points. Figure 7 presents a BN for modeling 21st century learning skills in three measurement time points. The BN consists of ten tasks at each measurement time point and five nodes corresponding to skill, knowledge, identity, value, and epistemology. The five nodes are the proficiency variables representing students’ mastery states in skill, knowledge, identity, value, and epistemology. Then, tasks were assigned to measure the mastery or non-mastery of the five elements in 21st century skills.

The task variable has two values for the presence and absence of evidence. The proficiency variable and task variables have their own probability tables. For the proficiency variable, equal probabilities are considered able to take the values of mastery and non-mastery when there is no information regarding students’ proficiency and any information regarding the task has not been observed. For the task variables, hypothesized conditional probabilities reflecting task characteristics associated with the states of the proficiency variable are considered.

To understand how a student mastery status changes, Figure 8 displays only five nodes for the five elements (skill, knowledge, identity, value, and epistemology) across different measurement time points. For example, one could consider a situation where the student status at the first measurement occasion is known. This information is propagated through the network by Bayes’ theorem. The posterior distribution of the nodes of five elements in the next two measurement time points given the student’s states at the first measurement occasion can be updated by using the transition function. Figure 8 shows the posterior distributions at the next two measurement time points given that a student status about skill, knowledge, identity, value, and epistemology is [master, master, non-master, non-master, and non-master].

Once a student’s responses to ten tasks at the first measurement time point have been observed, this information is propagated through the network via Bayes’ theorem to yield the posterior probability distribution of the student’s status about skill, knowledge, identity, value, and epistemology. Figure 9 shows the BNs when data are available at the first measurement time point.

![Figure 6. Some examples of student learning trajectories using weighted density (WD) values.](image)
Figure 7. An initial representation of Dynamic Bayesian Network (DBN) for modeling Learning Progressions for multiple measurement.

Figure 8. A DBN representation of the four latent variables without tasks.

Once a student's responses to ten tasks at the first measurement time point have been observed, this information is propagated through the network via Bayes' theorem to yield the posterior probability distribution of the student's status about skill, knowledge, identity, value, and epistemology. Figure 9 shows the BNs when data are available at the first measurement time point.
5. Discussion

Simulation-based assessments, learning systems, and intelligent tutoring systems increasingly have captured attention in education with some potential benefits [31]. The evaluation systems have students advance through steps leading up to the solution of a problem, while being provided feedback and hints to progress through these steps as well as the final answer [32–35]. Therefore, evaluation systems can gather information about student performances on intermediate steps as well as the final answer, so that they can measure not only what a student knows, but also how a student solves problems and what strategies the student uses to complete a task. This provides information about which parts or steps are difficult for a student to learn, as well as how well the student is doing during a course. An analytic method is necessary in order to obtain such evidence.

This study introduced a framework of an analytic method for analyzing the data collected from a sustainable computer-based evaluation system. In the system, an instructor can generate tasks in any kind of discipline. Further, the system can record individual behaviors while interacting with the system as much as possible. These data sources can offer the possibility of capturing evidence for identifying a meaningful problem-solving process and learning patterns [36,37]. This analytic framework is based on computational psychometrics. The analytic framework including a social network analysis [38,39] and Bayesian network analysis allows us to analyze the complex data collected from the computer-based evaluation system. The graphical method was able to capture students’ learning structure over time. Moreover, the weighted density can provide student learning trajectories. These analytic methods offer the possibility of capturing evidence for identifying meaningful learning patterns. Furthermore, Bayes nets have been useful in analytics as they allow one to infer about student learning progression.
The current study has several limitations. First, the application study was conducted in a data analytic area. Future research could be conducted in similar studies in diverse disciplines. Second, this study did not assess the effectiveness of diagnostic feedback from the evaluation system. In this study, once students completed the tasks, they were provided with feedback from the results of the testing. However, the influence of the feedback on the students’ learning was not investigated. In a future study, it would be important to verify the validity, stability, and effectiveness of the evaluation system by studying the effectiveness of the feedback.

Although this study has several limitations, it proposes a novel analytic method framework, which offers (1) inferring about student learning progression and (2) interpreting the difference between expected and observed student progress mapped to conceptually defined learning progression. Social network analysis and Bayes nets can be useful tools for these purposes.
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