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Abstract: Facing the big data wave, this study applied artificial intelligence to cite knowledge and
find a feasible process to play a crucial role in supplying innovative value in environmental education.
Intelligence agents of artificial intelligence and natural language processing (NLP) are two key areas
leading the trend in artificial intelligence; this research adopted NLP to analyze the research topics of
environmental education research journals in the Web of Science (WoS) database during 2011–2020
and interpret the categories and characteristics of abstracts for environmental education papers.
The corpus data were selected from abstracts and keywords of research journal papers, which
were analyzed with text mining, cluster analysis, latent Dirichlet allocation (LDA), and co-word
analysis methods. The decisions regarding the classification of feature words were determined and
reviewed by domain experts, and the associated TF-IDF weights were calculated for the following
cluster analysis, which involved a combination of hierarchical clustering and K-means analysis.
The hierarchical clustering and LDA decided the number of required categories as seven, and the K-
means cluster analysis classified the overall documents into seven categories. This study utilized
co-word analysis to check the suitability of the K-means classification, analyzed the terms with high
TF-IDF wights for distinct K-means groups, and examined the terms for different topics with the LDA
technique. A comparison of the results demonstrated that most categories that were recognized with
K-means and LDA methods were the same and shared similar words; however, two categories had
slight differences. The involvement of field experts assisted with the consistency and correctness of
the classified topics and documents.

Keywords: environmental education; cluster analysis; natural language processing; latent Dirich-
let allocation

1. Introduction

The booming development of Internet technology and the digital economy has pushed
today’s society into the tide of the big data era. Facing the big data wave, the usage of
applying artificial intelligence techniques to extract knowledge and wisdom and analyzing
the massive and messy data provide the key technologies for innovative business value
and business models. Combining the big data and environmental education issues, most
scholars are committed to educational learning issues, such as “e-classrooms,” “learning
models,” “smart learning environments,” and “distance cooperative learning” [1,2]. In ar-
tificial intelligence, two key areas of intelligent agents and natural language processing
(NLP) lead the way [3,4]. Intelligent agents automatically process huge amounts of data
through computer programs, assist with sorting and filtering data streams, and automati-
cally organize them into manageable high-value information. The NLP, which is another
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key technical field of artificial intelligence, is applied as a useful technique to explore
the topic classification of environmental education research.

The words or languages that are spoken and written by human beings are termed
natural language, which involves a combination of words and grammar. Nowadays,
with the rapid development of information and networks, the number of texts is growing
exponentially. It has become a crucial issue to classify and manage the vast number of texts
and topics of documents; however, we relied on domain specialists in the past. The time and
human resources that are required for domain experts to classify, deconstruct, and analyze
massive texts or documents are unable to overcome the burden of the current situation
and future research work. Therefore, the NLP must manage a large amount of network
text and digital text. With the assistance of domain knowledge in specific fields, theory
of data statistics, and the NLP program, massive text data could be analyzed to extract
the knowledge and rules of the text.

With the development of text mining technology, massive amounts of text data can
explore the existing relevant rules in the massive texts, disassemble and combine the texts,
and analyze hidden knowledge and rules in the texts [5]. The importance and relevance of
keywords in journal papers are commonly used as key clues to discover hidden knowl-
edge in text mining, and word frequency is one key indicator that is used to demonstrate
the importance of keywords. A document–term matrix (DTM) [6,7], which represents
the relationship between dominant keywords and documents, is also applied as a useful
technique for automatic document classification. The application of NLP to automatic
document classification in environmental education rarely appears in academic research.
Combining at least three professional fields, namely, information, statistics, and envi-
ronmental education fields, to quickly and objectively provide and verify representative
visual analysis results is an important issue facing the era of big data and artificial in-
telligence. This research sampled the abstracts, title, and keywords of the SSCI (Social
Science Citation Index) journals entitled with environmental education in ten years, uses
the supervised word segmentation processes of domain experts to establish the TF-IDF
(term frequency–inverse document frequency) [8–11] weights and the document–term
matrix, and performs a K-means cluster analysis [12–14] and the LDA to analyze the char-
acteristics, trends, and categories of research topics, provide interrelations among feature
words with the co-word analysis, and supplies suggestions on the automatic topic classifi-
cation of environmental education journal papers.

This study focused on environmental education and applied text mining and multivari-
ate technologies to classify topics of journal papers, compare the categorized results with
two different techniques, and perform auditing procedures with domain experts to confirm
the consistency of topic classification on environmental education papers. The exploration,
comparison, and confirmation of LDA and hierarchical K-means clustering on the topic
classification provided dominant features for mass autoclassification techniques with text
mining technology.

1.1. Text Mining

There is increasing availability of artificial intelligence models, machine learning,
and statistical and data mining techniques and procedures that can identify similarities
in data/documents and develop decision rules and predictive models that are easy to use
in the context of data/documents that are compiled from the environmental education
sector. Text mining (TM) [15,16] is a novel artificial intelligence technology in the era of
big data that has significant differences from traditional data mining (DM). Traditional
DM focuses on processing structured data, and those data can be used as input data
and provide a fixed output with the DM algorithm. However, text mining is usually
applied to extract unstructured data, such as news, online forums, and social networking
media, such as Facebook, Twitter, and Line. The word content is composed of natural
language, which means that DM calculations cannot be applied directly. The original
model must be modified to a structural form with an indirect method, and then treated
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with follow-up calculations, classifications, and analyses using DM, mechanical learning,
statistics, and computer linguistics. Sumathy and Chidambaram [17] presented the major
challenging issues in text mining as follows: (1) the complexity of natural language itself,
(2) the intermediate form, (3) multilingual text refining, (4) domain knowledge integration,
and (5) personalized autonomous mining.

Text mining can obtain valuable knowledge and wisdom from huge amounts of
unstructured text messages. Early TM technology was used for file classification, such as
the proper classification of library documents [18], which costs a lot of money and human
resources when performing item-by-item coding, reviewing, and classification. However,
various types of text messages are increasing rapidly, especially the rapid development of
online social media brought about by Web 2.0, such as Facebook, Twitter, or Line, which
are accumulating large amounts of electronic text messages [19–21].

Therefore, to dig deep into the key information of huge texts, the automation of TM
technology is urgently needed [15,22]. The TM technology has evolved from information
retrieval, information extraction, and NLP, to now combining DM, machine learning (ML),
and statistics [16,23]. The TM technique could provide personalized document recom-
mendations by analyzing customer information and characteristics, extracting personal
preferences, and recommending articles based on their data [24,25]. For the procedure
after the word segmentation, the participation of domain experts is very important for
the selection and labeling of keywords [26–28] since a high quality of segmentation could
not be achieved without utilizing domain-specific knowledge.

The TF-IDF has been the most commonly adopted term weighting technique for
text mining and document-processing tasks [29], where this statistical method evaluates
the importance of specific words to massive documents [30,31]. Zhang et al. [32] compared
three term-weighting schemes, namely, TF-IDF, LSI (latent semantic indexing), and multi-
words, for text representation. Chen et al. [8] undertook comparative studies on two
term-weighting schemes, namely, TF-IDF and TF-IGM (term frequency and inverse gravity
moment), and treated the TF-IDF weighting scheme as a practical benchmark. Kim et al. [9]
applied TF-IDF weights and affinity propagation (AP) clustering on patent documents
in Korean electric car companies and verified the proposed methodology. Qaiser and
Ali [33] applied TF-IDF to examine the relevance of keywords to documents in a corpus
and compared the strengths and weaknesses of the TD-IDF scheme.

1.2. Topic Modeling

The purpose of the value-added processing of document classification is to provide
users with the ability to search documents by subject or abstract through classified topics,
without being restricted by terms of the documents and specialists. The use of automated
document classification technology is an important issue regarding quickly and effectively
assisting manual classification to cope with the surge in demand for the field of information
services and knowledge management. In addition, it is necessary to understand the main
idea of the document before assigning it to a specific category within the task of past
document classification. Therefore, topic classification is a fairly high-level knowledge
processing task that needed the participation and contribution of specialists in the past. Few
academic studies with text mining techniques were performed in environmental education;
text mining technologies were mostly applied to studies on document classification and
topic modeling. Calvo et al. [34] demonstrated the machine learning process and automatic
document classification techniques for managing large numbers of news articles or Web
page descriptions and classifying them into predefined categories with a naïve Bayes
algorithm, lightening the load on domain experts. Hung [35] conducted text mining to
investigate the longitudinal trends of e-learning research with 689 journal articles and
proceedings, which were separated into 4 groups/15 clusters based on abstract analysis.
Zawacki-Richter and Naidu [36] analyzed the titles and abstracts of 515 full papers and
demonstrated the trends in distance education research. Zawacki-Richter and Latchem [37]
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analyzed abstracts and titles of 3674 full papers in Computers & Education in 1976–2016 with
a text-mining tool and revealed four distinct stages.

The hierarchical K-means clustering technique is one of the most commonly used
clustering techniques for document clustering and top classifications [38–40], which is
a multivariate method for classifying different target clusters while ensuring that data
objects in the same cluster have minimal similarities and other data objects across different
clusters have maximal similarities. Lakshmi and Baskar [41] applied a new initial centroid
selection for a K-means document clustering algorithm to improve the performance of text
document clustering. Christy et al. [42] proposed an unsupervised learning algorithm for
text document clustering by adopting a keyword weighting function to cluster a BBC news
collection with simple K-means and hierarchical clustering algorithms.

In topic modeling, Do et al. [43] identified research trends for freshwater exotic species
in South Korea using text-mining methods in conjunction with bibliometric analysis, where
they included 245 articles from research articles and abstracts of conference proceedings
and found the major research topic focused on rainbow trout and Nile tilapia, especially
the physiological and embryological conditions associated with these species. Bohr and
Dunlap [44] employed topic modeling to identify key themes and trends within the environ-
mental sociology field; they identified 25 central topics and examined their prevalence over
time, co-occurrence, impact, and prestige. Marín et al. [45] presented a thematic analysis
in the field of educational technology in higher education, which involved a separation
into three themes: universities, education, and technologies.

The latent Dirichlet allocation (LDA) is an extended application of the hierarchical
Bayesian model [46]. Its basic concept involves treating a document as a collection of words,
each document as a combination of multiple topics, and each topic as consisting of several
words. The LDA has the advantages of supervised learning, flexible extension, greatly
improved calculation speed, and recognized effectiveness and values [47,48]. The LDA
was successfully applied as a dimensionality reduction technique for many classification
problems, such as speech recognition [49], face recognition [50], and topic modeling [51,52].
Moro et al. [53] analyzed 219 journal papers for trends in business intelligence applications
for the banking industry in 2002–2013, the LDA modeling results categorized 19 topics
without clear categories, where the first terms of the top five categories were credit, predict,
neural network, retention, and fraud. Paek and Kim [54] examined the current impact
and predicted future impacts of artificial intelligence, and performed topic modeling with
the LDA. Zhu and Liu [55] applied the LDA to classify the themes for disaster-related social
media data during Typhoon Mangkhut and identified four topics: general response, urban
transportation, typhoon status and impact, and animals and humorous news. Hwang
et al. [56] utilized the LDA topic modeling and term co-occurrence network analysis to
analyze the awareness differences between various social groups regarding the Sustainable
Development Goal 13.3 and identified twenty topics for distinct social groups.

1.3. Co-Word Analysis

Co-word analysis is part of the content analysis method, which can construct the in-
ternal structure of the subject field and present the relevance among distinct topics using
the relevance of the feature keywords. With the relevance strength of keywords in the doc-
uments, the characteristics of a specific subject field can be obtained. Ding [57] applied
information retrieval as a research topic and discussed the trends and differences of SCI
and SSCI journal databases in different research periods. Hui and Fong [58] used co-
word analysis and conceptual clustering to construct the relevance of documents and
effectively search and retrieve related documents. Van den Besselaar and Heimeriks [59]
constructed the trend of information technology development with co-word analysis and
categorized the development of information technology into four subject areas to under-
stand the features and differences of distinct topics. An and Wu [60] used three visual
analysis methods, namely, a cluster tree, strategy diagram, and social network maps, to
demonstrate the classification of medical information with co-word analysis.



Sustainability 2021, 13, 10856 5 of 20

Dai and Zhang [61] applied the NoteExpress, Bibexcel, and Ucinet software and the an-
alytical methods of co-word analysis and multi-dimensional scaling to explore the spatial
structure of keywords in the environmental crisis management literature. Corrales-Garay
et al. [62] performed a descriptive analysis and a co-word analysis to analyze entrepreneur-
ship through open data and found that open data sources, innovation, and business
models were critical factors. Soler-Costa et al. [63] analyzed 471 documents contained
in the Web of Science with co-word analysis on technological pedagogical content knowl-
edge (TPACK) and identified two main lines: “framework–framework–TPACK” and
“technology–pedagogy–beliefs.” Corell-Almuzara et al. [64] applied the scientific mapping
of the literature and co-word analysis to analyze the influence of COVID-19 on education
with the Web of Science database, where the major themes were mental health, organic
chemistry, general public, first year undergraduate, and upper division undergraduate
in 2020, and autism spectrum disorder, adoption, internet, and intervention in 2021.

2. Materials and Methods

Most text data are in unstructured or semi-structured forms, and since these words
could not be classified or indexed manually, this study applied a data pre-processing pro-
cedure. Data pre-processing (NLTK package in Python, Figure 1) first extracts, converts,
and cleans up the text data. After parsing the content of the document, the document can
be retrieved, consolidated, and converted into a “corpus,” and then the noise is cleaned
up for spaces, punctuation marks, numbers, English letters, and so on. After the standard
operating procedure, the NLP algorithm performs word segmentation to convert the corpus
into a “structured” data style. In the program, word segmentation is regarded as the crucial
key factor affecting text mining works. This study applied the open platform Python software,
Gensim module (this module contains several topic-modeling-related techniques, such as
LDA, fastText, word2vec, and doc2vec), and other accessible statistical modules and statistical
tools (such as IBM SPSS and Matlab) as the TM tools as part of the research scope.

This study built the vocabulary lists, extracted feature keywords with domain experts,
constructed the DTM, calculated the TF-IDF (Equation (1)) weights, performed topic classi-
fication and co-word analysis, verified the TM results with domain experts, and extracted
the important information and knowledge from the unstructured documents. Figure 1
shows the text-mining process of this study. In selecting the feature word list, the process
of constructing TF-IDF weight, the auditing themes, and the method for verifying the TM
results, this study invited three experts with domain knowledge to determine and verify
the consistency and correctness of the feature keywords because of the large number of
total keywords and the massive documents.

TF indicates the occurrence frequency of a specific word in all documents, where
a specific word with a high TF value shows a high degree of importance. On the other hand,
DF represents the number of times a specific word appears in the document. Generally,
words with a high DF value are of low importance because they represent specific words
appearing in most documents. The IDF, which is the reciprocal of DF, can therefore measure
the importance of specific words in a document.

TF − IDFij = TFij × IDFi (1)

TFij : frequency that keyword tj occurs in document di;
IDFi: inverse value of the document frequency (dfi), where dfi is the document fre-

quency of keyword ti. Sometimes, the IDFi factor has many variants, such as log (N/dfi + 1)
and log(N/dfi) + 1.
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Figure 1. Flow chart of this study.

The research objects of this study were limited to documents published in two SSCI
indexed journals that mention environmental education in their title, namely, Environmental
Education Research (EER) and Journal of Environmental Education (JOEE), during 2011–2020.
The abstracts and keywords of the published journal articles were used as data sources for
the document collections. This study then used Python programming and data cleaning
procedures on the Web of Science database to extract the abovementioned documents
to form the non-structured documents, and the keywords and abstract of each research
paper were defined as the corpus. However, the keywords corpus was not involved
in the processing of word segmentation. This study used Python programming to visualize
the word clouds for the pre-processing and post-processing results.

The word segmentation stage is a crucial stage that affects the TM results. This study
used the self-defined filter, which identified special text symbols and keywords, to clean up
the word database (corpus), and then applied appropriate NPL algorithms to perform pre-
segmentation. Based on the literature’s suggestions and conventions, this study introduced
Jieba word-segmentation algorithms. In addition, the keywords in the segmentation words
must appear in at least 10% of abstracts, and the structured DTM data was then decided
using the style of the abstracts.

Based on the calculation of TF-IDF weights, the DTM analysis was achieved through
Python programming, and the processes of taxonomy generation and document clas-
sification with hierarchical clustering and LDA methods were also performed. In the
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post-analysis of the text mining results, this study performed co-word analysis and visual-
ization auditing processing. This procedure (Figure 1) introduced an alternative method
for reviewing e-articles with a big data analytical procedure to perform document clas-
sification, topic search induction, knowledge extraction of domain information, research
context analysis, and find other electronic files of related research. The upper-right corner
of Figure 1 illustrates the four related tasks used in this study—document clustering, docu-
ment categorization, association analysis, and taxonomy generation—and a comprehensive
comparison was achieved and demonstrated through the post-analysis process. The de-
termining factor for applying technical tools and principles to perform the four aspects
properly is the content of the input data entering the tasks. The aforementioned four
aspects did not possess the relationship of interdependence, but displayed a subordinate
dependency, as shown in Figure 1.

3. Results and Discussion
3.1. Analysis and Diagram for Text Frequencies

The numbers of published journal papers of EER and JOEE were 669 and 208, respectively,
from 2011 to 2020 (Table 1). The maximum yearly numbers of papers for EER were 109 in 2020
and 35 in 2020 for JOEE. The minimum yearly numbers of papers for EER were 40 in 2014
and 12 in 2015 for JOEE. The top 30 words in terms of text frequency and document frequency
from the abstracts are listed in Table 2. Based on the text frequency, the top 10 terms regarding
text frequency were student (934), environmental education (769), sustainability (608), learn
(589), change (536), teacher (499), program (486), school (484), behavior (431), and nature (420);
meanwhile, environmental education (333), student (330), learn (274), change (241), relation
(231), school (223), experience (222), social (220), sustainability (214), and understand (214)
were the top 10 terms regarding document frequency.

Table 1. The numbers of published papers during 2011–2020.

Journals/Year 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 Sum.

EER 43 42 45 40 61 52 80 100 97 109 669
JOEE 13 13 15 15 12 22 27 29 28 35 209

Sum 56 55 60 55 73 74 107 129 125 144 878
EER: Environmental Education Research, JOEE: Journal of Environmental Education.

Table 2. Text frequency and document frequency for the top 30 words from the abstracts.

Text Frequency Document Frequency

Words Counts Words Counts

1 Student 934 Environmental education 333
2 Environmental education 769 Student 330
3 Sustainability 608 Learn 274
4 Learn 589 Change 241
5 Change 536 Relation 231
6 Teacher 499 School 223
7 Program 486 Experience 222
8 School 484 Social 220
9 Behavior 431 Sustainability 214
10 Nature 420 Understand 214
11 Climate 399 Practice 211
12 Sustainable development 384 Issue 207
13 Social 369 Social 220
14 Experience 362 Program 200
15 Knowledge 354 Action 191
16 Relation 353 Knowledge 184
17 Action 351 Behavior 182
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Table 2. Cont.

Text Frequency Document Frequency

Words Counts Words Counts

18 Practice 339 Theory 181
19 Child 334 Approach 178
20 Understand 320 Teacher 177
21 Climate change 299 Nature 177
22 Issue 298 Environment 171
23 Concept 295 Concept 169
24 Education sustainable development 294 Gignificance 162
25 Environment 284 Group 140
26 Theory 270 Interview 137
27 Approach 269 Human 136
28 Attitude 245 Value 131
29 Community 240 Process 131
30 Human 239 People 128

According to the mission of the Environmental Education Research journal, this journal
attempts to provide advanced research-based and scholarly understanding of environmen-
tal and sustainability education; meanwhile, the Journal of Environmental Education aims to
provide pedagogical research in environmental and sustainability education, both formally
and informally, from early childhood to higher and vocational education. The top-ranking
words, which revealed a certain degree of priorities, in terms of high text frequency and
document frequency values were environmental education, sustainability, student, teacher,
learn, school, and understand; however, the relationships between and characteristics of
feature words could not be realized and interpreted without topic classification in such
a situation.

3.2. Topic Classification with Hierarchical K-Means Clustering

According to the flow chart (Figure 1), three domain experts cited 510 feature wordlists,
where these words included general aspects of environmental education, sustainable
education, sustainability, and sustainable development. Based on the cumulative frequency
for word count and TF-IDF weights (Figure 2), the top 1% of the words accounted for 6.7%
of the cumulative word count and 7.3% of the cumulative TF-IDF weights; the top 10% of
the words accounted for 36.9% of the cumulative word count and 37.6% of the cumulative
TF-IDF weights; the top 20% of the words accounted for 54.5% of the cumulative word
frequency and 54.7% of the cumulative TF-IDF weights; the top 30% of the words accounted
for 65.6% of the cumulative word frequency and 66.1% of the cumulative TF-IDF weights.
This result demonstrated that the TF-IDF weight was more statistically effective than
the word count.
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Figure 2. Relationship between cumulative ratios of words, TF, and TF-IDF weights.

For the hierarchical clustering, this study selected the Euclidean distance as the dis-
tance measure and Ward’s method as the between-group linkage method. The relationship
between the decreasing ratios of the total residual and the number of clusters (Figure 3)
demonstrated that when the number of clusters was 6, 7, and 8, the decreasing ratios
in the total residuals were 1.349, 1.230, and 0.996%, respectively. The average explained
ratio of each variable was 0.196% for 510 feature words. With the increase in the number
of clusters from 7 to 8, the increase in the explained ratio was less than 1.0%, and the de-
creasing slope of the explained ratio was low. This study then decided that the number
of clusters to use in the K-means approach was seven. After the results of the K-means
clustering, each category listed feature words with high TF-IDF weights, numbers of arti-
cles, and those ratios. The processes of hierarchical clustering and K-means clustering were
achieved with IBM SPSS software at this stage. The optimal number of topics could be
determined with statistical indicators (performance, perplexity, and coherence), the elbow
method (relationship between the number of clusters and the cost function), subjective
judgment, topic interpretability, and topic separation [65–68] in topic modeling, and topic
interpretability was the holistic factor.
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Figure 3. Relationship between the number of clusters and the decreasing ratios of the residuals.

Regarding the objectives of the two SSCI journals targeted by this study, their topics
involved at least environmental education, sustainable education, vocational education,
or specific environmental education for various learners (such as children, college students,
and adults). Table 3 demonstrates the numbers and ratios of classification results with
hierarchical K-means clustering. The document ratios of distinct topics were 7.97% for
cluster K1 (climate change), 10.93% for cluster K2 (sustainability), 19.82% for cluster K3
(environmental education focused on education for students, teachers, and schools), 31.89%
for cluster K4 (environmental education focused on programs, learning, and practice),
11.39% for cluster K5 (environmental ethics), 10.82% for cluster K6 (behavior), and 7.18%
for cluster K7 (sustainable development).

The top fifteen feature words with high TF-IDF weights for the first cluster (K1),
termed as “climate change,” were climate, change, climate change, student, action, science,
teacher, social, learn, understand, climate change education, issue, behavior, knowledge,
and environmental education. The purpose of these abstracts revealed related issues
and actions about climate change and environmental education about climate change to
the student.

The top fifteen feature words with high TF-IDF weights for the second cluster (K2),
termed as “sustainability,” were sustainability, sustainability education, environmental
sustainability, learn, environmental sustainability education, practice, student, teacher,
understand, approach, change, pedagogy, university, issue, and social. These abstracts
revealed learning methods, practice, issues, pedagogy of sustainability, or sustainability
education in university.
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Table 3. The numbers and ratios of distinct topic categories that were found using the K-means clustering method.

Clusters Terms with High TF-IDF Weights Number of
Documents (%) Topic

K1

Climate, change, climate change, student, action, science,
teacher, social, learn, understand, climate change education,

issue, behavior, knowledge, environmental education,
school, young, human, individual, child

70 (7.97%) Climate change

K2

Sustainability, sustainability education, environmental
sustainability, learn, environmental sustainability education,

practice, student, teacher, understand, approach, change,
pedagogy, university, issue, social, action, curriculum,

theory, concept

96 (10.93%) Sustainability

K3

Student, teacher, school, environmental education, learn,
program, knowledge, environment, course, experience,

attitude, model, science, eco, relation, understand, change,
interview, issue, behavior, action, university

174 (19.82%) Environmental education

K4
Environmental education, learn, program, practice, social,
theory, experience, place, community, relation, educator,

concept, action, issue, human, environment, eco, approach
280 (31.89%) Environmental education

K5

Nature, child, relation, human, experience, environmental
education, school, environment, learn, understand, concept,

eco, participant, program, value, connectedness, young,
student, outdoor, action, attitude

100 (11.39%) Environmental ethics

K6

Behavior, attitude, knowledge, environmental behavior,
program, conservation, pro-environmental, learn, structured
interview, intention, environmental education, significance,

pro-environmental behavior, model, change, experience,
participant, level, child, influence, action, environment

95 (10.82%) Behavior

K7

Sustainable development, teacher, school, policy,
development education, sustainable development

education, sustainability, concept, environmental education,
approach, practice, student, social, issue, implement, learn,

relation, global, discourse

63 (7.18%) Sustainable development

The top fifteen feature words with high TF-IDF weights for the third cluster (K3), termed
as “environmental education focused on education for students, teachers, and schools,” were
student, teacher, school, environmental education, learn, program, knowledge, environ-
ment, course, experience, attitude, model, science, eco, and relation. These abstracts
represented classical environmental education for students, teachers, and schools, as well
as revealed knowledge, courses, experience, and models of environmental education.

The top fifteen feature words with high TF-IDF weights for the fourth cluster (K4),
termed as “environmental education focused on program, learning, and practice,” were
environmental education, learn, program, practice, social, theory, experience, place, com-
munity, relation, educator, concept, action, issue, and human. These abstracts represented
programs, learning, practice, place-based education (PBE), and social aspects of environ-
mental education.

The top fifteen feature words with high TF-IDF weights for the fifth cluster (K5),
termed as “environmental ethics,” were nature, child, relation, human, experience, envi-
ronmental education, school, environment, learn, understand, concept, eco, participant,
program, and value. These abstracts represented several elements in environmental ethics,
such as human (child, young, student), nature, experience, outdoor, and the relationship
between human and nature.

The top fifteen feature words with high TF-IDF weights for the sixth cluster (K6),
termed as “behavior,” were behavior, attitude, knowledge, environmental behavior, pro-
gram, conservation, pro-environmental, learn, structured interview, intention, environmen-
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tal education, significance, pro-environmental behavior, model, and change. These abstracts
represented several elements in pro-environmental behavior, such as attitude, knowledge,
conservation, intention, and action, as well as some feature words related to statistical
models and questionnaires, such as influence, level, significance, and significance.

The top fifteen feature words with high TF-IDF weights for the seventh cluster (K7),
which could be classified and termed as “sustainable development,” were sustainable
development, teacher, school, policy, development education, sustainable development
education, sustainability, concept, environmental education, approach, practice, student,
social, issue, and implement. These abstracts represented several aspects in sustainable
development, such as policy, disclosure, social impact, and global issue, as well as some
feature words related to sustainable development education, such as student, teacher, learn,
and environmental education.

3.3. Topic Modeling with the LDA

In topic modeling with the LDA method, the number of topics is a crucial factor.
The coherence score of a topic is a metric that is generally used to evaluate topic models
by measuring the degree of the semantic similarity scores of the words [69,70], and the co-
herence score helps to determine the optimal numbers of topics. This study utilized
the coherence model from Gensim to calculate the coherence value [71], and a higher value
of the coherence score for a topic model represents better coherence [72]. According to
the relationship between coherence value and the number of topics (Figure 4), the coher-
ence value increased as the topic numbers increased, displaying the highest value at seven
topics (coherence value = 0.3643), which was determined the optimal number of topics.
Since the optimal number of topics with the LDA approach was the same as that found
with the hierarchical K-means method, it allowed for suitable comparison throughout
the overall study.

Figure 4. Relationship between the number of topics and the coherence value that was found using
the LDA approach.

With the assistance of hierarchical K-means clustering, each document could be classi-
fied into a unique topic, and the best LDA topic presented the highest predicted confidence
value [10]. Confirming possible overlapping over several topics with the LDA method for
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a specific document, this study adopted the confidence values for distinct topics for the top
60 articles. Figure 5 illustrates the confidence values that were calculated with the LDA
model for different topics. Regarding the first document, the confidence values were 0.161
for L1 (Li represents the ith topic found using the LDA approach), 0.068 for L2, 0.003 for
L3, 0.003 for L4, 0.370 for L5, 0.392 for L6, and 0.004 for L7. The maximum confidence
value appeared for L6, and the first document was categorized as being on the sixth topic.
Regarding the second document, the confidence values were 0.070 for L1, 0.004 for L2,
0.003 for L3, 0.405 for L4, 0.003 for L5, 0.510 for L6, and 0.004 for L7. The second document
was then categorized as being on the sixth topic. The maximum confidence values for
the third, fourth, and fifth documents were 0.977 for L4, 0.978 for L3, and 0.677 for L5,
respectively. The types of the LDA topics for these documents were then determined.
However, the difference in confidence values for the highest and the second-highest levels
was small for some documents. The confidence values was 0.370 for L5 and 0.392 for L6
for the first document, 0.510 for L3 and 0.425 for L6 for the ninth document, and 0.504
for L5 and 0.460 for L6 for the fifteenth document; these results demonstrated that a few
documents could be classified into two similar topics.

Figure 5. Confidence levels of distinct documents that were found using the LDA method.

Table 4 presents 13–16 representative keywords per topic that were found using
the LDA model, where this study accordingly assigned the names of the topic to them.
The first topic (L1), which could be termed as “behavior,” was the same topic as K6, where
the terms with high TF values were student, behavior, attitude, program, school, knowl-
edge, value, model, environment, literacy, positive, change, and measure. The purpose
of these terms was to reveal related issues about several elements in pro-environmental
behavior about the student, such as behavior, attitude, knowledge, value, model, literacy,
and measure.

The second topic (L2) could be termed as “environmental education focusing on
education for students, teachers, and schools,” was the same topic as K3, where the terms
with high TF values were teacher, knowledge, student, system, animal, conservation,
science, group, resource, participant, concept, educator, eco, and interview. The purpose
of these terms was to present related issues about classical environmental education for
students and teachers, as well as revealed knowledge, conservation, resources, and science.

The third topic (L3) could be termed as “sustainability/sustainable development,”
were the same topics as K2 and K7, where the terms with high TF values were sustainability,
sustainable development, teacher, school, curriculum, university, approach, social, student,
issue, concept, implementation, practice, and policy. These terms presented related issues
for teachers, schools, and students, as well as revealed approaches, curriculums, issues,
concepts, and the practice of sustainable education and sustainable development.

The fourth topic (L4) could be termed as “environmental education,” which was
the same topic as K4, where the terms with high TF values were environmental education,
community, practice, policy, theory, social, field, outcome, program, concept, educator,
environment, and issue. These abstracts represented community, practice, policy, theory,
field, and social aspects of environmental education.
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The fifth topic (L5) could be termed as “climate change,” which was the same topic
as K1, where the terms with high TF values were climate change, action, young, social,
climate, identity, program, individual, engagement, community, influence, science, model,
and change. These terms revealed related issues, action, social aspect, program, influence,
and engagement regarding climate change.

The sixth topic (L6) could be termed as “environmental education,” which was
the same topic as K4, where the terms with high TF values were learning, place, stu-
dent, course, project, environmental sustainability education, experience, science, theory,
process, approach, pedagogy, local, and field. These abstracts represented local and field
programs, learning, course, pedagogy, experience, theory, place-based education (PBE),
and environmental sustainability education.

The seventh topic (L7) could be termed as “environmental ethics,” which was the same
topic as K5, where the terms with high TF values were nature, human, relation, experience,
child, eco, environmental education, pedagogy, practice, environment, life, ethic, concept,
and culture. These terms included several elements in environmental ethics, such as nature,
human, relation, eco, environment, ethics, concept, and culture.

Table 4. The distinct topic categories that were found using the LDA method.

Clusters Terms with High TF Rankings Topic

L1 Student, behavior, attitude, program, school, knowledge, value, model,
environment, literacy, positive, change, measure Behavior

L2 Teacher, knowledge, student, system, animal, conservation, science, group,
resource, participant, concept, educator, eco, interview Environmental education

L3 Sustainability, sustainable development, teacher, school, curriculum, university,
approach, social, student, issue, concept, implement, practice, policy

Sustainability/sustainable
development

L4 Environmental education, community, practice, policy, theory, social, field,
outcome, concept, program, educator, environment, issue Environmental education

L5 Climate change, action, young, social, climate, identity, program, individual,
engagement, community, influence, science, model, change Climate change

L6 Learn, place, student, course, project, environmental sustainability education,
experience, science, theory, process, approach, pedagogy, local, field Environmental education

L7 Nature, human, relation, experience, child, eco, environmental education,
pedagogy, practice, environment, life, ethics, concept, culture Environmental ethics

Comparing the classification results from the two distinct approaches, namely, the hi-
erarchical K-means and the LDA techniques, this study presented some differences as
follows: (1) Most topics that were categorized with two distinct techniques were the same,
while a few topics were different. The topic entitled “sustainability/sustainable devel-
opment” was categorized as one topic in the LDA method but as two separate topics
in the hierarchical K-means. The topic entitled “environmental education focused on
program, learning, and practice” was categorized as one topic in the hierarchical K-means
(K4) method but as two separate topics (L4 and L6) in the LDA method. The L4 category
emphasized the community, practice, policy, theory, and social aspects of environmental
education, while the L6 category focused on local and field programs, courses, and experi-
ences, and place-based education. (2) The hierarchical K-means method presented more
detailed categorized results than the LDA technique. The topics entitled “sustainability”
and “sustainable development” were categorized as two topics in the hierarchical K-means
but were combined as one topic using the LDA method. (3) Based on the confidence value
of the LDA approach, most documents could be easily categorized as discussing a unique
topic, while a few documents (the probability was less than 5%) could be classified into two
or more topics. In contrast, the K-means clustering approach identified a unique topic for
each document. More document auditing processes are needed to confirm the correctness
and consistency of the topic classification for these two distinct techniques.
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3.4. Co-Word Analysis

As the previous section mentioned, this study undertook a co-word analysis of the clas-
sification result from the hierarchical K-means clustering method and represented the re-
lationships between feature words with the top fifty TF-IDF weights. Figure 6 demon-
strates the results of the co-word analysis for different topics, namely, (1) climate change;
(2) sustainability; (3) environmental education focused on education for students, teachers,
and schools; and (4) environmental education focused on program, learning, and practice.
Figure 6a presents the strong relationships between the terms climate change, climate,
and change; media relations and action, climate change, climate, and change; media re-
lations and understand, climate change, climate, and change; and media relations and
student, climate change, climate, and change. Figure 6b presents the strong relationships
between sustainability and practice; sustainability and learning; sustainability and student;
sustainability and understand; sustainability and approach; media relations and learn-
ing, student, sustainability, and practice; media relations and sustainability and teacher;
sustainability and theory; sustainability and issue; sustainability and action; sustainabil-
ity and university; sustainability and change; and sustainability and social. Figure 6c
presents strong relationships between student, teacher, and school, and between student
and learning. The media relations linked student and several terms, such as experience,
environment, program, and relation. Figure 6d presents more complicated relations than
Figure 6c and represents strong relationships between environmental education and several
terms, such as practice, program, relation, learning, experience, social, theory, and concept.
The media relations linked social and learning, learning and relationship, practice and
theory, environmental education and issue, learning and context, educator and learning,
environmental education and educator, environmental education and change, and so on.

Figure 7 visually represents the association strength degrees with a web diagram for
the different feature words, and represents the results of the co-word analysis for various
feature words, namely, (1) unspecific words, (2) environmental education, (3) sustainability,
and (4) student. Figure 7a describes several complicated relationships between sets of
feature words, presenting strong relationships between learning, student, and change;
experience, student, and environment; and understand and environment. Figure 7a also
presents medium relationships between teacher and learning, student and university, learn-
ing and action, learning and approach, university and learning, nature and environment,
relation and environment, teacher and learning, understand and environment, and so on.
Because no specific feature words were set in Figure 7a, the co-word analysis provided
many dominant relationships between the feature words, but could not supply a clear
relationship between feature words over a specific topic. Without the topic classification,
the co-word analysis could not represent obvious relationships between feature words.
Figure 7b presents strong relationships between environmental education and feature
words such as issue, experience, practice, learning, student, relation, program, nature,
and theory; while presenting medium relationships between environmental education
and feature words such as environment, field, teacher, school, social, action, and change.
Figure 7c presents strong relationships between sustainability and feature words, such as
issue, practice, relation, social, theory, understand, action, approach, and change; while pre-
senting medium relationships between sustainability and feature words such as experience,
pedagogy, program, teacher, environment, field, teacher, theory, university, and concept.
Figure 7d presents strong relationships between student and feature words such as envi-
ronmental education, learning, program, school, teacher, understand, action, and change;
while presenting medium relationships between student features such as issue, nature,
relation, social, theory, value, and attitude.
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Figure 6. Web charts of co-words for distinct K-means-grouped documents: (a) climate change; (b) sustainability; (c) envi-
ronmental education focused on education for students, teachers, and schools; (d) environmental education focused on
program, learning, and practice.

This study constructed a co-word analysis with web charts for terms with the top
fifty TF-IDF weights over specific feature nouns and categorized topics to present the rela-
tionship between feature nouns. Co-word analysis identifies the degrees of interrelated
relationships for feature words and determines dominant feature wordlists for given texts
terms in specific topics (subjective) or words; as such, co-word analysis is an important
tool to establish feature words to provide a knowledge base for text mining. Co-word
analysis uses the co-occurrence feature of vocabulary to divide the specific topic into
several subclusters.
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Figure 7. Web charts of co-words for (a) all words, (b) environmental education, (c) sustainability, and (d) student.

4. Conclusions

Based on AI methods, this study applied an ordered standard operating procedure
(SOP) for text mining techniques on two SSCI journals that consider environmental education
in 2011–2020, which mainly included confirming the corpus, drawing word clouds, extracting
feature wordlists, performing texts in the corpus (abstracts in selected journal papers), con-
structing structural DTMs with domain specialists, and undertaking topic classification with
the LDA and hierarchical K-means methods. In other words, TM revealed the relationships
of feature words with advanced NLP technology and integrated statistical tools to confirm
and obtain reasonable AI analysis results. According to the text content of the abstract corpus
in this study, 500 feature words were retrieved within the research scope after performing
NLP word segmentation. Based on the DTM in this study, the hierarchical K-means analysis
summarized the abstract corpus of all documents into seven topic categories: (1) climate
change (8.0%); (2) sustainability (10.9%); (3) environmental education focused on education
for students, teachers, and schools (19.8%); (4) environmental education focused on program,
learning, and practice (31.9%); (5) environmental ethics (11.4%); (6) behavior (10.8%); and
(7) sustainable development (7.2%). The classification of topics and the detailed degree of
classification for the hierarchical K-means method were better than the LDA approach in this
study. Most topics that were categorized with the hierarchical K-means and the LDA methods
were the same, but two topics were different.

The above classification results of journal papers could reasonably diagnose the suit-
ability of classification and determine levels of relationships between feature words with
the co-word analysis. These results demonstrated that the TM methodology should be effec-
tively applied to topic classification issues in smart article reviewing, taxonomy grouping,
automatic document classification, knowledge extraction, and so on. The analytical results
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of word segmentation, the decision of feature words, and the consideration of various top-
ics with domain experts were key factors in this study. The contribution of this research was
the provision of an alternative framework for automatic document classification in the field
of environmental education, compare the differences between different topic classification
methods, and emphasize the importance of introducing domain experts in environmental
education at the current stage. The main purpose of this study was to cause subsequent
related discussions about text mining on environmental education. The correctness and
consistency of the classification in topic modeling and documents with various AI schemes
will be an interesting topic in the near future.
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