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Abstract: The continuous urbanisation in most Low-to-Middle-Income-Country (LMIC) cities is
accompanied by rapid socio-economic changes in urban and peri-urban areas. Urban transformation
processes, such as gentrification as well as the increase in poor urban neighbourhoods (e.g., slums)
produce new urban patterns. The intersection of very rapid socio-economic and demographic dy-
namics are often insufficiently understood, and relevant data for understanding them are commonly
unavailable, dated, or too coarse (resolution). Traditional survey-based methods (e.g., census) are
carried out at low temporal granularity and do not allow for frequent updates of large urban areas.
Researchers and policymakers typically work with very dated data, which do not reflect on-the-
ground realities and data aggregation hide socio-economic disparities. Therefore, the potential of
Earth Observations (EO) needs to be unlocked. EO data have the ability to provide information at
detailed spatial and temporal scales so as to support monitoring transformations. In this paper, we
showcase how recent innovations in EO and Artificial Intelligence (AI) can provide relevant, rapid
information about socio-economic conditions, and in particular on poor urban neighbourhoods, when
large scale and/or multi-temporal data are required, e.g., to support Sustainable Development Goals
(SDG) monitoring. We provide solutions to key challenges, including the provision of multi-scale
data, the reduction in data costs, and the mapping of socio-economic conditions. These innovations
fill data gaps for the production of statistical information, addressing the problems of access to
field-based data under COVID-19.

Keywords: data cubes; deprivation; urban poverty; slums; data ecosystem; statistics

1. Introduction

The variations of urban socio-economic conditions, in particular, the proliferation and
expansion of slums, are a global concern [1]. The world’s slum population is estimated
to reach 3 billion people by 2030 [2]. However, these statistics come with many inherent
uncertainties, for instance, due to large data gaps, dated statistics, or difficulties accessing
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areas for field verification [3]. Hence, the systematic quantification of socio-economic
conditions (and slums) requires methods to capture their spatial patterns in a consistent
manner to support pro-poor policies, upgrading programmes and SDG 11 monitoring.
Therefore, an increasing number of research activities aim to develop robust tools and
techniques for collecting information on socio-economic conditions, and to fill gaps in
publicly available datasets [4].

It is important to clarify that slums and informal settlements are not synonymous. In
many settings, slums refer to urban areas without essential services and adequate living
conditions. Informal settlements are those settlements developed outside legal regulations.
Typically, slums are also informal settlements, but this may not always be the case; it is
possible to find informal settlements with wealthier conditions, and slum conditions are
observable by a field survey, while informality is corroborated by administrative records.

Although slum conditions are visible, their exact locations are often missing in official
maps; additionally, local slum definitions might differ, and thus, boundaries are often fuzzy.
In general, it is necessary to consider multiple dimensions to characterise slum conditions.
The approach that is commonly used to monitor SDG 11 relies on aggregated household
assets data from censuses and surveys [5], and produces imprecise estimates of people
living in slums, informal settlements, and other deprived urban areas. Census data are
routinely collected in many countries, nevertheless, they are costly and require huge logis-
tics to visit each and every single household in the country, making it difficult to routinely
acquire data (commonly every 10 years). The available data are aggregated to relatively
small areas to protect individual privacy. However, even if the information is available
every 10 years, the rapid socio-economic and physical changes on the ground, especially
in slums, make data often outdated at the moment they are published. Furthermore, the
degree of data aggregation can also introduce a bias, also referred to as the modifiable
areal unit problem [6]. Other limitations of this approach are that poor households do not
necessarily congregate in deprived areas, and household poverty (e.g., unimproved struc-
ture, crowding, or inadequate water and sanitation) represent different phenomena than
area-level deprivation (e.g., lack of infrastructure, pollution, social exclusion, or limited
access to basic services) [7,8].

Furthermore, the recent COVID-19 pandemic has caused additional challenges for
collecting information on the ground, urgently increasing the use of alternative data sources
to capture socio-economic characteristics. National Statistical Organizations (NSOs) are
being challenged by serious disruptions to their usual work. A survey launched in May
2020 (for details, see Appendix A) shows the heavy impact of COVID-19 on NSOs (work
carried out by the aegis of the United Nations Statistical Division (UNSD), the World Bank’s
Development Data Group and the UN Regional Commissions) [9]. The questionnaire was
sent to 218 NSOs, from which 122 responses were received. The survey revealed that 65% of
NSO offices are fully or partially closed. Face-to-face data collection has been impacted 96%
of responding offices, with 69% stopping it completely [9]. Fieldwork had to be postponed
or stopped. Meanwhile, for all censuses that were planned to be carried out during 2020,
preparatory activities were impacted in 55% of cases. For example, the Brazilian census
(planned in 2020) has not been conducted, which will dramatically impact SDG monitoring.

A key challenge in urban areas is the identification of disadvantaged population
locations to strengthen social programs and to promote social equity [10]. However, even
before COVID-19, the corresponding data were often not available or were outdated. For
instance, traditional poverty measures (e.g., based on household surveys) are available
at low frequency (at best every 5 to 10+ years). Due to their sampling scheme, they are
only representative of coarse spatial granularity. Additionally, for many areas, they are not
available; for example, between 2002 and 2011, 57 countries out of 155 (countries covered
by the World Bank poverty data), had less than two data points, which is the minimum
required for properly measuring poverty during a ten-year period [10]. Furthermore, data
are often aggregated at geographically arbitrary units that average and hide poor areas.
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Data innovations are key in support of evidence-based decision-making and to monitor
the implementation of policies [10–12].

On a global scale, the causes of data gaps about slums are summarised in Figure 1.
They relate to the difficulties to include temporary and mobile population (e.g., migrant
workers), institutional or legal exclusion of populations without formal registration, politi-
cal or operational exclusions (e.g., because of unsolved migrant status or the systematic
exclusion of women or ethnic minorities in some countries), distrust of surveyed popu-
lations towards government officials (e.g., fear of eviction), low temporal granularity of
censuses, limited access by data collectors (e.g., due to insecurity or simply not having
records of new settlements in remote peri-urban areas), complex housing conditions that
are not fully recorded (e.g., multiple occupancies or sub-renting) and general differences
between the household (HH) level slum definition and an area-based understanding of
deprivation [13]. For many of these issues data gaps, EO could be of great utility, offering
spatially detailed data with high temporal granularity.
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The EO industry is undeniably exploding because EO presents an opportunity to
build consistent time series that can fill data gaps. Furthermore, the availability of free
imagery from satellite constellations like Landsat, Sentinel, or MODIS has democratised
access to global and timely satellite imagery. Meanwhile, cloud computing providers like
Amazon Web Services (AWS) and Google Cloud store satellite data for free, which is further
accelerating the global usage of these EO data.

Diverse applications of EO data have been linked to various dimensions of global
agendas. For example, [17] listed cases related to urban development (land use, housing,
transportation, water, air quality, energy, climate change and others) that can be monitored
using EO and that are relevant to different global frameworks (Sustainable Development
Goals (SDGs), New Urban Agenda (NUA), Sendai Framework and Paris Agreement).
Users can access daily high-resolution satellite images of the entire Earth, allowing the
rapid production of land cover and land use information.

High- and very-high-resolution images allow the automated extraction of specific
objects (e.g., buildings, cars, waste piles). Such object-level information can be used to ap-
proximate socio-economic conditions of an area (e.g., absence of cars as a poverty indicator).
Additional information, for example, the presence of night-time lights (captured by night-
time images), serve as an indicator of economic activities. However, these alternative meth-
ods to produce socio-economic and demographic estimates in data-scarce environments
present several challenges related to the spatial coverage (e.g., limited access to high-cost
very-high-resolution (VHR) imagery), resolution (e.g., the coarse resolution of night-time
light imagery), comparability (e.g., combining different sensors for multi-temporal analysis)
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and rapid dynamics that require high temporal granularity in monitoring. Thus, neither is
the potential of EO to fill data gaps in official statistical databases sufficiently explored, nor
are the most suitable EO methods and data sources in terms of cost–benefit definition [18].

The recent broad availability of timely satellite images unveils yet a different challenge:
there are large amounts of data to be analysed, for which traditional techniques are not
enough. In 2012, the “deep-learning revolution” opened up an entirely novel frontier.
Modern Machine-Learning boosted techniques such as the detection and automatic count-
ing of objects, semantic segmentation, and generic image classification [19]. For example,
deep learning has proven to be incredibly versatile [20]. An essential role was played by
large benchmark datasets for image analysis, such as the ImageNet Large Scale Visual
Recognition Challenge (ILSVRC), which has served as a testbed for the development of
deep learning networks in computer vision.

However, deep-learning architectures as such are not sufficiently operational to fill
data gaps for NSOs. For example, they are typically set to small images with three VIS
“channels” (red, green, and blue), stored as image files (e.g., PNG, JPEG) [19]. Thus, these
architectures are not set to the use of satellite images, which are often large files, including a
geo-reference, with many multispectral channels [20]. Recent research efforts are aimed at
designing deep network architectures tailored to specific EO data types. For instance [21],
Bergado et al. introduced a multiresolution fully convolutional network developed for
the analysis of VHR images [18]. The network (dubbed FuseNet/ReuseNet) is able to
fuse the panchromatic and multispectral images and perform land-cover classification
considering contextual label information in one end-to-end learning framework [21]. Other
networks have been specifically designed for the analysis of Synthetic Aperture Radar (SAR)
data [22,23]. While the former CEO of Google, Eric Schmidt, stated that image recognition
is a “solved problem” [19], this is not true for the EO deep-learning community, with
many unsolved challenges for even basic workflows. For example, large archives of (multi-
temporal) ground-truth data are missing for deep-learning algorithms, which generally
are very training intensive. Unlike regular image recognition, the method to create a
ground-truth dataset (whether it is collecting field data or carried out with specialised
work of a photo-interpreter) is a decision with all sorts of consequences, such as the quality
of the results or the cost of the study itself.

During a conference on EO and Statistics organised by the National Institute of
Statistics and Geography of Mexico and the University of Twente (recoding available https:
//slummap.net/index.php/2020/08/07/webinar-earth-observations-statistics/ (accessed
on 15 January 2021)), it was showcased that EO-based proxies of socio-economic and
demographic data can provide timely and relevant information, including extensive spatial
coverage as well as multi-temporal data. The aim of this paper is to showcase new avenues
to unlock the full potential of EO in support of generating sociodemographic knowledge,
focusing in particular on the provision of data on slums. This challenge exhibits three major
dimensions where innovation is urgently required: (1) defining a suitable aggregation level
of EO data in terms of multi-scale data provision; (2) a critical analysis of data costs/benefits;
and (3) the innovation in methods to unlock the full potential of EO. Section 2 of this
paper provides an analytical framework that highlights the potential of EO data. We then
showcase in Section 3, using several cases, how these challenges can be addressed by the
use of EO. Next, we discuss the benefits and limitations of the approach also linked to data
needs during COVID-19 and finally concluded in Section 5.

2. Materials and Methods

As mentioned, an alternative to census data is the application of machine learning
and, in particular, deep learning using EO data. Using several cases, we will highlight
advancements of EO to fill existing data gaps for NSO.

The first step in any machine learning application is to construct a training dataset.
That is a set of examples of the objects we want the algorithm to make predictions about.
These objects have to be labelled, which means that we know a priori the value of the

https://slummap.net/index.php/2020/08/07/webinar-earth-observations-statistics/
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characteristic that we want the algorithm to predict. No matter the machine learning
method used, representative and vast training datasets are required to obtain accurate
results, particularly when predicting complex classes (e.g., socio-economic conditions),
which are not as evident as the presence of vegetation, for example.

The use of deep learning algorithms to predict not only the location of slums but
also the slum severity (or deprivation level) with EO data (which is an open problem)
will be highlighted by selected cases. There is relevant progress in this particular use
of EO, e.g., [24] showed that deep learning and transfer learning techniques allow for
processing VHR images, reaching an overall accuracy of 94.2; nevertheless, very few
studies analyse physical differences between slums [25,26]; most studies assume that slums
are homogenous (e.g., [27,28]). One exciting and challenging approach to improve model
results is to combine distinct types of images [29]. Additionally, the analysis of dynamics
of slums is still challenging, hindered by limited access to commercial VHR images (e.g.,
around $20 per km2) [30]. It is also worth noting that even when data and computational
challenges are addressed, it is not clear to most EO experts how data on slums can be made
available without putting the privacy and security of slum residents at risk.

2.1. Ethics for Urban Poverty Mapping

The case studies (Section 3) show how privacy can be optimally addressed. When
implementing machine learning methodologies and selecting a framework to use EO as
input for mapping slums, “Mapping Ethics” should entail an assessment of five compo-
nents: access, choice, value, power, and barriers (Figure 2). Firstly, the level of access to
EO data and technologies affects the capacity of those mapping and those being mapped
to interact with, challenge or agree on the representations made by EO technologies. This
capacity depends on whether the activity of mapping is inclusive or exclusive. However,
this capacity also depends on whether those being mapped have a choice in being mapped
or not, as well as the technical and socio-political barriers that may exist. The choice to be
mapped reflects the existence or lack of a dialogue between those in urban deprived areas,
researchers, municipal authorities and international NGOs. This dialogue should increase
awareness among those being mapped about the value and impacts of the data used to
design EO products, a dialogue that transitions those being mapped from data subjects to
potential data citizens [31]. However, this dialogue should also feature the choice of those
being mapped on how they would like to be mapped. For instance, the youth in Brazil,
“have developed an aversion to any location-disclosure behaviour, including tagging, to
protect their personal safety” [32] due to gang presence in favelas. There is, therefore, a
need to pay attention to international as well as local data disclosure and privacy protection
concerns [33,34] which influences what kinds of visualisations and platforms are used to
represent the information on those living in urban deprived areas.

More so, this dialogue on how and whether to be mapped can be impeded by technical
and socio-political barriers and the representational power of EO products. In its technical
use, representational power points to the ability of computational neural networks to assign
labels to specific instances of defined classes (in this case, boundaries of “slum”/“non-
slum”). However, the socio-political dimension of representational power, relates to the
impact of these designations on the lives of those being mapped. EO technologies and
products do not operate in a scientific vacuum; they can affect how well the commu-
nities of those being mapped are seen at various levels (e.g., by researchers, municipal
authorities and international organisations); and the decisions made at these levels can
lead to improving not only the technical representation in terms of accuracy [15,25,35–38]
but also socio-political representation such as recognition of rights [39,40]. However, the
technical, as well as socio-political dimensions of representational power, can be impeded
by a number of barriers, (i) time taken to set up EO technologies and platforms, (ii) cost of
acquiring EO data and technologies, (iii) skills to understand and manipulate EO data, (iv)
interest from State authorities in using EO data and products [41], and (v) trust between
those being mapped and those doing the mapping ([34], p. 3). These components frame
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the potential as well as challenges in setting up a “Mapping Ethics” in the context of
urban poverty mapping. In light of data privacy and Mapping Ethics, the development
of a data ecosystem needs a careful design which considers: the protection of vulnerable
communities from being further stigmatised; the dialogue with communities in terms of
awareness and access to data; and local understanding of which data should not be shared
in such a system.
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2.2. Case Study Selection

In the following section, three cases are used to show how major challenges can be
solved which would allow unlocking the potential of EO data (Figure 3). First, to solve
data aggregation, one solution is the use of regular area grids. The use of a gridded
mapping system allows data producers to provide consistent data with improved spatial
resolution and near-continuous coverage (Section 3.1). Grid-based maps show a continuous
distribution across a defined (usually rectangular) area, providing an efficient solution
to the problem caused by geographically arbitrary units such as administrative areas,
in which averages may hide poor areas. Grids can be up-scaled to larger geographic
units such as administrative boundaries. Hence, grids offer a consistent and standardised
approach to spatial data collection, analysis or visualisation. Furthermore, considering
the growing availability of machine learning for the analysis of satellite images (e.g.,
for more timely information), the discrete nature of grid-based datasets opens up new
possibilities. The urgency of providing consistent base data to support rapid yet informed
decision-making during challenging situations, such as COVID-19, has been stressed
by [42]. The development and role of gridded mapping systems are highlighted in two
cases (one national and one continental) to highlight development stages and reflect on
data aggregation and mapping ethics. Second, most studies on mapping slums work with
VHR commercial images, leading to very high data costs (Section 3.2). However, there
is an insufficient critical analysis on the cost–benefit relation between information needs
and spatial resolution (towards low-cost mapping systems). Therefore, the second case
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illustrates the role of low-cost data for the basic mapping of slums versus more detailed
slum area characterisation. The case emphasises methodological innovations required
to address the challenges in selecting appropriate EO data, as well as the development
of suitable methods to inform end-users and decision-making supporting the creation
of public policies. This case focuses on one city (Nairobi, Kenya) to show the potential
of different EO data at different scales of analysis to support local data needs. The third
case (Section 3.3) looks into the complexity of measuring the intra-urban variability of
socio-economic conditions, departing from the mapping focus on slums by understanding
urban multi-deprivation poverty as a continuous phenomenon and asking for mapping
approaches that do not point to slums as stigmatised areas. This case uses a rich dataset
that combines EO data with socio-economic data to model deprivation at the city scale
for the case of Bangalore, India. The combination of cases will provide the way forward
towards unlocking the sociodemographic knowledge with EO data and addressing major
urban data gaps.
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Therefore, the following section highlights innovations towards solving these three
challenges ((i) data aggregation (gridded mapping), (ii) development of low-cost mapping
systems, and (iii) intra-urban variability of socio-economic conditions. Furthermore, the
cases also deal with privacy and data ethics. These challenges were identified based
on a scoping literature review carried out for the period 2017–2020 (including some
preprints/versions that were published in 2021). The cases show how innovations in
EO can contribute to policy-relevant information, with the aim to provide stakeholders
(ranging from the local to national levels) with the urgently required information for
evidence-based policymaking.

3. Cases Studies: Unlocking the Sociodemographic Knowledge with EO-Methods

The selected cases show how advancements in EO can fill data gaps for NSOs and
support SDG 11 monitoring.

3.1. Gridded Systems for Collecting Sociodemographic Data and the Role of Data Cubes

To link EO data with the existing statistical data, data cubes as well as data ecosystems,
there are innovative solutions. In the context of data sciences for EO, and for lessening
the difficulty of comparing, merging and sharing data that comes from sources with
different geographies, the use of grids [43] has emerged as a good option. A grid is a
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set of continuous geo-spatial units—cells—which have the same geometry as well as a
homogeneous distribution of a thematic content (population, housing, vegetation, slope of
the terrain, etcetera) (Figure 4).
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Figure 4. Two examples of gridded data, regular squared grid (left) and hexagonal grid (right).

The purpose of Mexico’s grid is to provide accurate training data to their Data Cube
as it provides a standard unit throughout time (instead of the varied statistical units that
are traditionally used to report the data), in order to take advantage of its descriptive and
predictive capacities (Figure 5). Thus, Mexico’s grid was designed under geometric and
cartographic specifications of the Mexican Geospatial Data Cube. This allows summarising
the socio-demography, the economic and geographical data of the country at the grid
cell level. For a particular grid, it was necessary to proportionately distribute 2.3 million
city blocks to the grid cells, consisting of more than 112 million people, a little more than
28 million inhabited private households and 4.3 million economic establishments (INEGI
2010), as well as several geographic layers, to solve the urban–rural dichotomy through
several density indicators as well as service availability inside the households.
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Similarly, the Integrated Deprived Area Mapping System (IDEAMAPS) is also cur-
rently implementing a gridded mapping approach in the form of a data ecosystem that
combines data to understand urban deprivation (the first pilot of the system is available
https://ideamapsnetwork.org/ (accessed on 20 August 2021). IDEAMAPS was conceived
in 2019 to produce routine, accurate maps of urban deprivation in Low-and-Middle-Income
Countries (LMICs) by integrating the strengths of existing, silo-ed “slum” mapping ap-
proaches [11]. The IDEAMAPS Network officially launched in 2020 with funding from a
UK Research and Innovation grant [11].

The use of EO and other spatial data in machine learning models is well suited to
map area-level phenomena; however, models need to be combined with community-based
data to be validated and to be locally relevant [18]. Therefore, the IDEAMAPS approach
combines citizen-generated, EO data, census, survey, social media, web-scraped, and
other data to produce a common, dynamic, accurate map of deprived urban areas in
support of evidence-based policy-making and local planning and upgrading so that all
cities can become equitable, healthy, and prosperous. The underlying IDEAMAPS data
ecosystem facilitates fair exchanges of data among stakeholders and evolves improved
accuracy over time (Figure 6). While a plethora of open datasets exists, they are dispersed,
aggregated, inconsistent, or require GIS skills to access and preprocess (e.g., to clean data
inconsistencies), and IDEAMAPS aims to remove these barriers. Neighbourhood-specific
data are vital to community leaders for advocacy, gaining legal tenure, development, and
crisis response. In IDEAMAPS, government stakeholders validate models in exchange
for neighbourhood-level data summaries and deprivation maps classified into slum/non-
slum areas (or multiple levels of deprivation) for SDG 11 monitoring, urban planning,
budget planning, and other decision-making. When government officials participate in the
modelling process, they gain understanding and the ability to certify outputs as official
data, a current barrier to government use of open data.
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By meeting community, government, and other key stakeholder needs, IDEAMAPS
fosters a living data ecosystem of continually contributed training and covariate data
defined by local context experts, and the ability to incorporate an important parameter
into deprivation models: level of agreement among local experts about what is, and is
not, a deprived area in a given city. To protect vulnerable communities from eviction,
harassment, fines, and other negative consequences, all IDEAMAPS data visualisations are
aggregated to a 100 m×100 m grid system to obfuscate the exact boundaries of vulnerable
communities. This also serves to anonymise sensitive information and streamline data to
match existing urban datasets (e.g., GHSL, WorldPop) for data scientists who contribute
modelling innovations to the IDEAMAPS ecosystem.

Both examples highlight the possibilities of the grid as an artefact for providing
training data for taking advantage of EO via its predictive capacity in a data cube, as
well as its importance as a useful technique for viewing and sharing the results. As such,
it focuses on improving the interpretation, comparability, merging and exchanging of
geo-spatial data that comes from different sources. Gridded systems protect vulnerable
groups by not showing exact boundaries while still providing data access that is useful for
interaction and cooperation with diverse citizen groups.

3.2. The Role of Low-Cost Data for Mapping Slums

The majority of studies on mapping deprived urban areas (e.g., slums) work with
commercial VHR imagery. Analysing all studies from recent years found in Scopus
(N = 28) [15,24,25,28–30,36,41,44–63], more than 50% work with VHR optical imagery,
followed by 30% high resolution (HR) optical (e.g., Sentinel-2) or Google Earth imagery
and bit less than 20% with SAR imagery (both VHR and HR). The dominance of VHR im-
agery is also contributing to the dilemma of most studies developing and testing methods
on very small areas (usually few km2), which is insufficient to reflect on the potential of
integrating EO and statistical data, both typically available for large area coverage.

In general, within the EO community, there is an understanding that VHR imagery
is necessary to reveal complex urban patterns and socio-economic information [21]. To
understand the relation between image cost and resolution, a literature review was carried
out on slum mapping studies published (including preprints) between 2017–2020. In the
retrieved literature (N = 28), the relationship between accuracies and EO data costs was
analysed (Figure 7). The image costs were grouped into three classes (where “High” means
more than 10 EUR/km2, “Moderate” meaning 10 EUR/km2 or less, and “Free” imagery
without costs), there is no strong relation between high accuracies and high imagery cost.
The variations within the three classes (of image cost) can be explained by the use of
different machine learning algorithms and the different complexity of the cities. In general,
free imagery (mainly Sentinel and Google Earth) achieved a bit lower accuracy, but reached
an accuracy of 80% on average. Thus, they are a promising alternative to avoid image data
costs. As an example, in the SLUMAP project (https://slumap.ulb.be/, accessed on 10
June 2021), gridded maps were produced using Sentinel-1/2 (Figure 8).

Several studies (e.g., [63–65]) have confirmed that VHR resolution images (of 1 m
and below spatial resolution) are not optimal for mapping deprived areas at city scale as
they are impacted by too-high-level details, which is adding noise to the classification.
Thus, an optimal resolution for city-scale maps depends on the urban morphology and
typically vary around 2–5 m to capture deprived areas. However, this conclusion differs
when it comes to mapping objects (e.g., buildings). For this purpose, VHR imagery is
fundamental to map building objects that are required for many urban morphological
analysis purposes. A resolution definitely below 0.5 m is required to map buildings in
deprived areas. However, in very densely built-up urban areas, such as deprived areas
in Nairobi (shown in Figure 9), even 0.3 m is not sufficient to capture all roofs as separate
objects (lower row Figure 8). Roofs in such areas are forming larger blobs which, even for
visual interpreters, are difficult or even impossible to separate.

https://slumap.ulb.be/
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Figure 9. Building footprints in deprived areas in Nairobi using WorldView-3 and deep learning: WorldView-3 image
(upper row), reference building footprints using visual interpretation (centre row), extracted buildings footprints using
U-Net (lower row).

3.3. Socio-Economic Inequalities and Deep Learning

We stress the importance of adding area-level deprivation as compared to the house-
hold level concept of slums by UN-Habitat [13]. In recent years, many remote sensing
studies [29,41,44,53,55,66,67] have highlighted the potential to map the physical aspect of
deprivation, also referred to as morphological slums [68]. Such studies used mostly VHR
imagery. There is a general agreement that machine learning methods have opened the
door to include contextual information, besides spectral bands, to map deprived areas,
e.g., by including textural features [27,69]. The introduction of advanced machine learning
methods, i.e., deep learning techniques, such as convolutional neural networks (CNNs) [53]
and fully convolutional networks (FCNs) [67], allowed for automatically learning of spatial,
textural, and morphological features of deprived areas, which have been previously hand-
crafted in more classical methods (e.g., random forest or support vector machine classifiers).
However, most studies do not fully capture the complexity and variation of deprivation;
they stay typically with a binary mapping output, which is resulting in high uncertainties
along boundaries and for areas that are atypical slums [30,70], e.g., deprived areas of lower
densities more regular outlines but still being deprived in terms of living conditions.

To deal with these problems, [25] introduced a data-driven approach to summarise
multiple deprivation variables built on the asset vulnerability framework [71]. The socio-
economic conditions at the city scale are modelled through a “data-driven index of multiple
deprivations” (DIMD). A deep transfer learning approach based on a CNN is used to
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capture the socio-economic variability. The deep network, pre-trained on a slum dataset, is
tuned towards the prediction of the DIMD, addressing the associated regression problem.
This framework, which allows assessing the degree of deprivation of surveyed deprived
areas, is extended to model the variation of deprivation at the city scale (Figure 10 shows
the example of Bangalore, India). The approach is extended using open-source data, i.e.,
OpenStreetMap (OSM), VIIRS night-time lights, WorldPop data, census, and data from the
Demographic and Health Surveys (DHS). The results show that deep learning combined
with open data allows not only to map the location, extent, and physical characteristics
of deprived areas but also the variations of socio-economic conditions at the city scale.
This allows departing from the problems of defining the boundaries between deprived
and non-deprived areas and also opens a new perspective of including a more holistic
understanding of deprivation at city, urban or regional scale. Such data, being built on
remote sensing and open-source data, have the potential of being regularly updated,
allowing a temporal analysis of socio-economic dynamics at an urban scale.
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Timely and spatially detailed information on socio-economic conditions providing city-
wide information and their link to physical deprivation is an essential input for supporting
urban planning and management, allowing timely interventions and impact analysis of
policies. Furthermore, such information is essential for analysing vulnerabilities linked
to natural hazards [72], climate change [73], serves as contextual information for health
studies [13] and supports the monitoring of the progress and supporting the achievement
of several SDGs, e.g., 1 and 11 [15].

4. Discussion

In the reviewed literature (Section 1), mapping innovations that combine with big
data, satellite images and machine learning are excelling [10]. However, their potential to
complement official statistics (for NSOs) is largely unexplored. To solve the remaining chal-
lenges, the key is the promotion of collaboration and engagement between data scientists,
NSOs and different potential user groups of EO-data and derived mapping products and
hence, progress towards sustainability.

Summarising the major findings of the cases, and in general, of the EO and Statistics
conference, we find these to be some of the important next steps to foster a continuous
evolution in terms of data ecosystems and to achieve high-resolution sociodemographic
maps and to advance poverty mapping and the monitoring of SDG 11 indicators:

• Strengthening local capacities to use and sustain these methods through methods that
are easily reproducible and the promotion of training. In particular, those relevant
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in case of crisis and disasters, providing readily available data for fast responses.
For example, such data have been mostly absent for COVID-19 responses (further
discussed in Section 4.1).

• Improving data infrastructure through data standards and formats that promote
spatial interoperability, Analysis Ready Data (ARD), and scalable workflows like
cloud computing [10]. For example, in support of local and national SDG monitoring
(further discussed in Section 4.2).

• Accelerating validation of promising new approaches and assessing their cost/benefit
and suitability for purpose, as well as account for uncertainties in data (further dis-
cussed in Section 4.3).

To better understand, monitor, promote and pursue this progress towards unlocking
the sociodemographic knowledge with EO data, it is important to begin by performing a
diagnosis. Each element will have a different impact depending on the particular region or
institution considered but identifying these gaps and needs is an opportunity to create or
reinforce the ideal collaborative partnerships that promote capacity building and education
and, in this way, bridge the geo-spatial digital divide.

The main advances are focused on the innovation in data, ideas, techniques and
methodologies. It is vital that these and other important developments, at the same time,
align to those standards that allow them to spread worldwide, and yet still be able to be
calibrated to the specificity of local needs.

Activities involved in the integration of statistical and geo-spatial information can
evolve through the implementation of these and other techniques but will continue to
address the need to deliver high-quality and timely decision-ready-data to the decision-
makers; nevertheless, the better and faster they are informed, the quicker the right steps
are taken in the road towards inclusive and sustainable development, and in particular
towards achieving SDG 11.

4.1. EO Data for COVID-19 Responses in Slums

Geo-referenced socio-economic and demographic data are essential for any planning
action, especially in emergency situations when that assistance must be fast and accurate.
The availability of national data cubes or city-level data ecosystems would allow better
management of such emergencies. With the declaration of the Sars-CoV-19 pandemic in
March 2020 [74], there was an immediate and growing concern about its spread and impact
in urban slums. Initially, the virus’s arrival in LMICs through international travellers and
first spread in wealthy neighbourhoods [75]. However, large inequalities that go from
limited internet access, lack of tests and of medical care, to poor health conditions resulted
in the fast spread beyond deprived communities (in particular slums) [76]. Mortality
rates are showing to be high in deprived communities [77,78]. For example, in Salvador,
Brazil, poor neighbourhoods had a mortality rate of 98.9 per 100,000 inhabitants, while in
wealthier neighbourhoods, this rate was 86, considering the sum of cases from March to
August 2020 [79].

Many observed challenges related to COVID-19 responses could be solved by the
proposed EO-based data ecosystem. One first challenge relates to the location of risks,
that is, the geo-referencing of positive cases in the intra urban space. The laboratory or
medical records usually contain information on the patient’s address, even though they
may be incomplete, divergent or in an analogue format. For privacy reasons, the location
of the residence should not be disclosed. However, few cities [42] publish their data
in aggregation units such as streets, zip codes, grids up to 100 m or census tracts. The
dissemination of information by neighbourhood, for example, requires the exclusion of
non-residential areas from the analysis areas to avoid bias. For this, it is necessary to have
updated data on urbanised areas and land use (ground information). Another problem
is caused by the heterogeneity of large aggregation units. They generate distortions in
the process of recognising the socio-economic profile, making epidemiological analyses
difficult. Investigations end up being restricted to those who have access to the individual’s
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data, and results are not always disclosed to society. A second challenge is related to
virus exposure, which is directly associated with social distance [80]. To support local
strategies, estimates of household size (based on buildings footprints extracted from EO)
and local land use classification are important to support dimension and distribution of
awareness campaigns, testing, distribution of hygiene and protection items, disinfection,
etc. The development of community-based reactions to the disease is the third challenge
in slums. Once a person is suspected of having the disease, they need to be monitored,
tested, isolated and treated and have every contact traced [81]. However, the problem
may start at the moment of suspicion, if this person does not have and cannot pay for
individual transport to the next health unit (most slums are far from such units—example
in Figure 11. Therefore, primary health care, with a call centre or home visit, for example,
becomes essential for monitoring the symptoms of COVID-19, but also for the control of
pre-existing health conditions such as chronic diseases, e.g., diabetes, hypertension [82],
other diseases that may be related to unhealthy and humid areas and homes, such as
respiratory diseases [83] and infectious diseases (e.g., malaria or leptospirosis [84]).

Economic activities must go back to a “new normal” [42]; when the vaccines arrive,
how will they be distributed? How many are there, and where are those people who need
it most? Those are some examples where up-to-date socio-economic and demographic data
are key (e.g., [85]). However, the last census in Brazil was in 2010, showing the urgency of
an EO-based data ecosystem.
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4.2. EO Data for Local and National SDG 11 Monitoring

The first indicator of the “urban” SDG 11 acknowledges the importance of ensuring
“access for all to adequate, safe and affordable housing and basic services and upgrade
slums” (SDG 11 Target). However, data to support this target is, at the local level, mostly
absent [87]. Commonly, SDG 11 statistics are reported as country-level estimates without
the inclusion of local spatial data. Local key stakeholders (e.g., city authorities and commu-
nities) do not have easy access to ARD or summative data on their communities [11]. There
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are many relevant data available to capture the geography of deprivation and would allow
local experts to set thresholds in data models (e.g., such as the proposed data ecosystem by
IDEAMAPS). For example, such data could support defining and prioritising slums for
upgrading. However, the presently available data on most cities are patchy, inconsistent
and simply not accessible for non-EO or geo-spatial experts. A new initiative, where the
authors of this paper are actively part of, is the development of an SDG 11 toolkit [88]
that guides local users in accessing EO-based data relevant to local and national SDG 11
reporting. An important element of this toolkit is the offering of capacity building in using
such data. The inclusion of communities is also very important to account for the data
ethics in terms of empowering access to data and derived information. Furthermore, it is
essential to provide easy access for local communities to data about their location and to
support their interaction with data systems, e.g., to decide which data should be included
and which not. As such, it is also important to cover not only information on what is
missing in communities but also about their assets.

4.3. Data Dissemination, Validation and Accounting for Uncertainties

Data dissemination needs to respond to several key questions. Such key questions
relate to (i) how have data been produced? (clear documentation); (ii) how have data been
validated? and (iii) what are the underlying uncertainties in data? As such, it is essential
to quantify uncertainties in the produced maps [70]. To be of true value and gain trust,
any map or (socio-economic or demographic) variable prediction should be associated
with an uncertainty level or confidence interval. Uncertainties should be reported as an
overall summary for the entire dataset and spatial information associated with a specific
geographic location (e.g., a grid cell in the case of the gridded system). Thus, the three
elements of uncertainties need to be reported along with data (i) uncertainties in data (e.g.,
input data used as input for training the model) usually called aleatoric uncertainty; (ii)
uncertainties in the prediction of the model, usually called epistemic uncertainty and (iii)
spatial uncertainty (e.g., related to the general geography of an area). As EO experts, we
need to understand when aiming to support evidence-based policymaking and to promote
data-driven policy- and decision-making that the quality of data products needs to be
carefully assessed as well as communicated in a way that non-EO experts can understand.

In addition to uncertainty quantification, there is a growing interest in making machine
learning and deep learning models more interpretable and understandable, aiming at
neural networks that provide understandable justifications for their output, leading to
insights about the inner workings [89,90]. A clear response to the black box problem of
AI algorithms and the reduction in the technical barrier. For example, in several AI-based
outputs, systematic biases can be observed [91] but are difficult to explain, which endangers
the easy interactions with users and trust in data.

5. Conclusions

Socio-economic transformations are rapid in cities with large demographic dynamics.
Available census-based socio-economic and demographic data are rapidly outdated in such
cites. This leaves stakeholders, ranging from community groups to NSO, with insufficient
bases for informed decision-making. Furthermore, the digital divide makes deprived urban
areas less covered in most datasets used for decision-making processes. High uncertainties
about data on deprived urban areas exist; such uncertainties are reflected in population
data, local socio-economic data as well as data that flow into SDG 11 statistics. AI-based
methods combined with EO data have great potential to fill such data gaps. However, low
cost and no-cost EO data are important to allow the scalability of methods. To increase
the reach and standardization of these techniques and data sources flexible, multi-scale
and gridded mapping systems are required. Such systems allow combining relevant
dimensions of socio-economic conditions with demographic estimates in the form of data
cubes. For the provision of locally relevant and acceptable data ecosystems, the protection
of privacy needs to be well addressed. While the potential of EO (data and methods) to
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supplement official statistics has been demonstrated, solutions are required in the areas
of communication and engagement; they are key to promoting collaboration and thus
progress towards sustainability.
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Appendix A. The Global COVID-19 Survey of National Statistical Offices

Official survey operations have impacted 40% of all countries that responded. How-
ever, results show that statistical agencies are adapting their survey operations by using
alternative data collection methods: 58% of countries are relying on phone surveys; 53%, on
administrative data; and 34% on web surveys. In most cases, all three alternative sources are
used across income levels. In general, administrative data production is less affected. Here,
56% of offices reported moderate or severe impediments (mostly high-income countries).

Table A1. Results of COVID-19 survey (Source: Monitoring the state of statistical operations under
the COVID -19 Pandemic. The World Bank and United Nations Statistical Division. Available at:
https://covid-19-response.unstatshub.org/statistical-programmes/covid19-nso-survey/ (accessed
on 20 August 2021)).

Type of Census
Planned for 2020

Number of
Countries That
Were Planning

One

Saw an Impact on
Preparatory
Activities

(Percentage of Those
Who Answered)

Had to Postpone Field
Work to Later in 2020
or to 2021 or Beyond
(Percentage of Those

Who Answered)

Population and
Housing Census 61 58% 53%

Agricultural Census 44 50% 55%

Business Census 26 57% 64%

In general, two-thirds of NSOs are impacted to produce essential statistics and to meet
international reporting requirements. However, low-income countries are more impacted.
All low-income countries responding to the survey confirmed that COVID-19 affected
international reporting requirements. While 48% of high-income countries reported that
COVID-19 did not impact international reporting.

Furthermore, it is not only the production of statistical information that is being
currently challenged: geo-spatial information is also heavily impacted by the pandemic.
The National Institute of Statistics and Geography (INEGI) of Mexico did a survey on
the actions implemented by both NSOs and national geographic institutes (NGIs) due
to COVID-19; some regional or global organisms relevant to these activities were also
included in the surveys.

Regarding the NGIs, 24 countries answered the survey (Argentina, Bolivia, Brazil,
Canada, Chile, Colombia, Costa Rica, Ecuador, El Salvador, Spain, Finland, France,
Guatemala, Honduras, Indonesia, Italy, Norway, Panama, Paraguay, Peru, Dominican
Republic’s Military Cartographic Institute, United Kingdom, Uruguay and Venezuela)

http://slumap.ulb.be/
http://slumap.ulb.be/
https://covid-19-response.unstatshub.org/statistical-programmes/covid19-nso-survey/


Sustainability 2021, 13, 12640 18 of 21

along with the Pan American Institute for Geography and History (PAIGH). Other 9 did
not publish the information (Germany, Cuba, Denmark, Japan, Nicaragua, the Dominican
Republic’s National Geographic Institute José Joaquín Hungary Morell, Russia, Sweden and
USA). From the 25 institutions that answered, 12 (Bolivia, Colombia, El Salvador, Finland,
Guatemala, Honduras, Panama, Paraguay, Dominican Republic’s Military Cartographic
Institute, United Kingdom, Uruguay and Venezuela) mention having taken measures of
confinement and adopting a home office modality; 11 (Argentina, Bolivia, Brazil, Chile,
Colombia, Costa Rica, Spain, Finland, France, Italy and United Kingdom) mention having
changed the face-to-face modality to digital (through servers and internet sites) in customer
service, consultation and purchase of products and services and procedures; 5 (Argentina,
Colombia, Ecuador, Italy and Peru) mention having suspended events, training courses
and cultural activities (planetary museums); and 3 (Ecuador, Peru and PAIGH) mentioned
having suspended meetings and work trips. None of the informants reported information
on conducting surveys or fieldwork.

Regarding the statistical institutions, 32 NSOs answered the survey (Argentina, Ger-
many, Australia, Austria, Belgium, Brazil, Canada, Korea, Colombia, Costa Rica, Denmark,
Ecuador, Spain, 2 from the USA, Estonia, France, Finland, India, Ireland, Italy, Japan,
Luxembourg, Norway Netherlands, Paraguay, Peru, Poland, Dominican Republic, Sweden,
Switzerland and Uruguay), along with UNECE and UNSD. Of the 34 responding insti-
tutions, 24 reported adopting remote work modality (total or partial); 8 reported having
suspended fieldwork; 18 reported having suspended some of their surveys (those carried
out face to face); likewise, from these 18 that reported suspension of surveys, 6 (Argentina,
Australia, Korea, Denmark, Ireland and Poland) reported using administrative records to
cover for the required information. On the other hand, as an alternative to face-to-face
surveys, 18 entities reported having switched to the telephone or online survey modality;
and 10 reported having digital services for data capture and service provision. Furthermore,
Ireland and Sweden mentioned plans to modify or include some questions in their current
surveys to measure the changes or effects of the pandemic on the labour force.
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