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Abstract: Sustainable work aims at improving working conditions to allow workers to effectively
extend their working life. In this context, occupational safety and well-being are major concerns,
especially in labor-intensive fields, such as construction-related work. Internet of Things and wear-
able sensors provide for unobtrusive technology that could enhance safety using human activity
recognition techniques, and has the potential of improving work conditions and health. However, the
research community lacks commonly used standard datasets that provide for realistic and variating
activities from multiple users. In this article, our contributions are threefold. First, we present
VTT-ConIoT, a new publicly available dataset for the evaluation of HAR from inertial sensors in
professional construction settings. The dataset, which contains data from 13 users and 16 different
activities, is collected from three different wearable sensor locations.Second, we provide a benchmark
baseline for human activity recognition that shows a classification accuracy of up to 89% for a six
class setup and up to 78% for a sixteen class more granular one. Finally, we show an analysis of the
representativity and usefulness of the dataset by comparing it with data collected in a pilot study
made in a real construction environment with real workers.

Dataset License: CC-By 4.0

Keywords: IoT; human activity recognition; construction; IMU

1. Introduction

Sustainable work is defined by EUROFUND [1] as a set of practices that aims at achieving
living and working conditions that meet the needs of the workers in a durable and lasting way that
does not compromise their current or future working life. In this context, the work conditions
must be transformed to eliminate factors that prevent workers from staying in or entering
the workforce.

In the labor-intensive construction industry, work safety and well-being are major
concerns to achieve truly sustainable work. Some of the main causes are both nonfatal
and fatal accidents at the construction work site [2], and musculoskeletal disorders that
decrease the workers’ ability to work effectively [3]. Their effects are very noticeable and
result in prolonged absences, and even premature retirement.

In addition to the reduced well-being of individual employees, the negative effects
can be significant for both the employer and society. The current status has a clear impact
on the sustainability of the work at both economic and social levels. The cost of accidents
in construction work is hundreds of billions of euros annually worldwide [4]. For example,
the U.K. economic costs of workplace injuries and new cases of work-related ill health were
estimated to be about GBP 1.2 billion in 2018/2019 [5].

The United Nations has defined two relevant sustainable development goals: (1) to
ensure healthy lives and promote well-being for all at all ages, and (2) to promote sustained,
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inclusive and sustainable economic growth, full and productive employment, and decent work
for all [6]. Correspondingly, employee well-being and safety has emerged as a strategic
priority in all organizations facing ongoing demographic and technological changes [7].
Healthy, skilled, and motivated employees are seen as the most important capital of
construction company organizations in the increasingly fierce global competition and pace
of work, and with extended working life [8]. To maintain sustainable work, organizations
invest in various occupational safety programs, but such programs lack the capabilities to
support and assess employees individually and measure the impact of their guidelines and
recommendations [9].

It is suggested that most of the causes for absence are directly related to the activities
of the workers and their recommended way of performing them [10,11]. However, the
adoption of complex ergonomic solutions at construction sites requires long times and the
involvement of a wide range of different stakeholders [12]. Hence, these solutions are not
always easily deployed. Instead of periodic surveys and post-mortem reports, construction
organizations are looking for well-accepted solutions to continuously measure employee
safety and ergonomics, to minimize health risks, and to avoid adverse outcomes [13].

Novel sensor-based well-being technologies could facilitate the accurate assessment
of employees’ activities and ergonomics in real time. However, the severe effects on
occupational safety and well-being and its remaining challenges call for automatic detection
and monitoring methods. In this context, the rise of the Internet of Things (IoT) devices
and wearable technologies provides for a relatively unobtrusive technology that could
enhance safety by helping in the monitoring of the workers’ activities and their adherence
to the recommended ergonomic and risk-avoidance guidelines. In addition, the analysis of
abnormal ways of performing activities, such as walking very slowly or around objects,
could provide insight on the conditions of the construction site, allowing taking important
measures that mitigate safety risks [11].

Human activity recognition (HAR) from wearable sensor data is a field of research
with numerous applications, and their solutions can be applied in professional settings,
such as construction work. HAR is mainly concerned with identifying movements or
activities in relatively unconstrained environments, using data obtained from sensors worn
by users while performing different activities. However, HAR in professional contexts
is a challenging problem due to the lack of available datasets that are representative
enough of the problem to study. The particularities of construction sites, which are highly
regulated environments that change at a fast pace, are additional challenges for automatic
HAR deployment and data collection. Our work aims at mitigating this shortcoming by
presenting the first publicly available dataset for human activity recognition from wearable
sensors specifically designed for the evaluation of activities related to construction work.

The key contributions of our work are threefold:

• A new multi-sensor and multi-modal dataset ( the dataset is preliminarily available at
Zenodo [14] https://zenodo.org/record/4683703 (accessed on 22 December 2021) col-
lected in controlled conditions depicting realistic construction activities and designed
in consensus with building construction relevant partners. The dataset is designed,
employing a protocol directly usable to collect activity data from construction sites.
The setup is based on IoT devices integrated in real work clothing, and complies with
the needs and regulations of the construction sector.

• A baseline benchmark evaluation of HAR in the context of construction site activities,
depicting a six-class setup with general tasks and a more granular sixteen-class setup
with particular activities in both recommended and not recommended variants.

• A comparative analysis of the collected in-lab data with data collected in a pilot
study made with real construction workers in a real construction environment that
uses exactly the same setup as the provided dataset. The comparison proves the
feasibility of recognizing construction site activities, including potentially dangerous
ones from IoT inertial sensor data. The pilot study depicts the differences in the data

https://zenodo.org/record/4683703
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particularities related to the deployment of the system in real-world scenarios, as
compared with typical in-lab experiments.

The rest of the paper is organized as follows. Section 2 describes the shortcomings of
human activity recognition in construction work, depicting particularities and challenges.
Section 3 summarizes the previous work in human activity recognition using IMUs and IoT
devices, focusing on the few works related to professional activities and construction. A
detailed description of the introduced dataset, including the technical setup, study protocol,
and machine learning-based data analysis methods are detailed in Section 5. Section 6
presents baseline results on the accuracy of HAR classification on different dataset setups.
A discussion of the applicability of the dataset in real scenarios, including comparative
analysis of the activities in the feature space, is presented in Section 7. Finally, Section 8
concludes and summarizes the paper.

2. Motivation

Moving from conventional safety methods and tools to IoT-based data-driven safety
solutions has the potential to change work safety in construction. Currently, IoT-based
technologies, including sensors, predictive analytics, high capacity communication infras-
tructures, and cloud computing, are emerging widely in different industries. However,
IoT-based systems for improving work safety in labor-intensive sectors, such as construc-
tion, present a few particular challenges. These can be traced to the complex nature of
construction sites and inadequate knowledge regarding construction site-specific require-
ments for IoT-based solutions.

Improving occupational safety, in pursuit of more sustainable construction work,
requires the collection and utilization of correct information and services in a way that helps
to detect how agreed regulations and recommendations in terms of safety, security and
ergonomics are followed in practice. Therefore, providing a broad view of safety conditions
and their evolution in time as the building process progresses is of high importance. The
required collection of information can be divided into three main types: First is the collection
and real-time analysis of sensor data that are able to generate real-time personal alarms in
case of a potentially hazardous or not recommended activity. Second is the collection and
abstraction of activities for providing statistics that anonymously track compliance with agreed
security, safety and ergonomic recommendations. Third is the use of recorded sensor data
for the forensic investigation of accidents, allowing for a better understanding of the reasons.

Human activity recognition using inertial motion units (IMU) has the potential to
accurately classify these activities of the construction workers in an automatic manner,
providing continuous statistics with a granularity that currently does not exist.

However, to realistically detect and analyze the activities performed in a construction
site in an accurate and useful manner, several challenging points still remain:

The nature of the activities is not clear: In the application of construction activity
recognition, the activity classes—the types of activities—are defined in a domain-specific
manner. Hence, specific activities are not always easy to recognize since the possible
list includes large varieties, even for single classes. Simple activities, such as painting or
cleaning, are composed of numerous sub-activities that are shared with other tasks, such as
pushing objects, walking or going up and down stairways. Moreover, such activities have
imbalance qualities, such as the number of occurrences during a day, their typical duration
and starting times. Because the traditional approach normally assumes that activity classes
have similar probabilities of being performed, similar probabilities any time in a day, and
similar duration, the way in which accuracy changes when we consider such imbalances is
not known.

The application is not clear: In the application of construction activity analysis, we
can set up clear goals, such as improving activities effectively in timing and duration, or by
reducing hazardous activities. For such goals, the technical objective is not only improving
the recognition accuracy each time, derived from the traditional recognition of the current
time window or those in the vicinity (called local time windows), but also estimating the
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segment—the range where the activity is performed continuously—attached with correct
timestamps and duration. Thus, by clarifying the application aspects that are of importance,
we can choose the recognition aspects to which to assign importance. This is not the case
with the existing work.

No existing datasets with clear or specific enough goals: To overcome the afore-
mentioned challenges, we require real data to evaluate our input into a machine learning
algorithm. However, there is an extreme shortage of such open datasets obtained from
multiple subjects, and a set of activities with densely annotated labels. In the literature,
there are several datasets that provide data for activity recognition, but because they do
not aim at the particular application in a construction setup, it is not clear what accuracy
aspects to pursue. By contrast, the few small-scale datasets that have focused on construc-
tion work only look at one particular aspect of the construction, such as body postures in
particular activities.

We aim at mitigating some of these challenges with the introduction of a mid-scale
dataset that depicts construction activities that are deemed to be of particular interest
for sectorial workers for the potential to reduce occupational hazards, mimicking them
in a laboratory setup that shows that they can be translated to real scenarios through
comparative evaluation.

3. Related Work

In recent years, human activity recognition (HAR) from wearable sensor data has
become a field of research with numerous applications in both personal and professional
settings. HAR is mainly concerned with identifying movements or activities in relatively
unconstrained environments using data obtained from sensor-based wearable devices,
worn by users while performing different activities. These devices use a combination of
in-device processing and cloud services to produce information about the physical activity
of the user, providing them with different context-adaptive services.

In specific or semicontrolled settings, HAR from sensors has shown to offer relatively
accurate performance and high utility. However, developing robust classifiers for detecting
multiple activities is a challenging task that requires large amounts of labeled training data,
collected for the particular context of interest.

3.1. Activity Recognition Using Inertial Sensors

The previous work in HAR based on inertial measurement units (IMUs) has mainly
focused on the use of acceleration signals [15,16]. Accelerometers are lightweight [17], inex-
pensive [18], and widely available [19], many times integrated in consumer products [16].
Previous work in IMU-based sensors usually follows a multistep approach that consists
of the aggregation and annotation of a subset of a sensor signal, the summarization of the
information in the subset using different signal features and an instantaneous classification
of the physical activity using machine learning [20,21].

The methodologies across applications vary, but in general, they can be divided by
their learning approach (supervised and semi-supervised) and by their response time (real-
time and offline) [22]. According to the feature extraction and summarization techniques,
HAR systems can be based on handcraft features, or learned features. Handcraft features
are arbitrarily chosen and commonly include a wide range of statistical features, frequency-
based features, or specific features based on human motion models, typically denoted as
physical features [23]. On the other hand, learned features are usually based on feature
selection schemes from a large number of features [23], or on the application of deep
learning techniques [24]. Typical classifiers include support vector machines, Gaussian
mixture models, tree-based models, such as random forests, or hidden Markov models [22].
The most recent approaches integrate multiple steps in end-to-end systems [25]. In our
work, we provide baseline results based on statistical features and multiple machine
learning classifiers, focusing on the comparative analysis across different configurations,
signal modalities and sensor locations.
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3.2. Activity Recognition in Professional Contexts

Across the years, HAR has been focusing on ordinary activity recognition in outdoor
and home settings recognizing basic activities, such as walking, driving, sitting or laying
down). Particular attention has been given to sports contexts where the type of activity
coupled with accurate timing is of high interest. However, until recently, very little attention
was given to the recognition of activities in professional contexts. Special interest seems to
be rising for tracking the activities of medical practitioners, such as doctors and nurses [26]
and, in a smaller scale, activities such as cooking [27].

When discussing about activity recognition on construction work in particular, only a
few small-scale studies are available. Joshua and Varghese [28] studied masonry activities
using accelerometers in a laboratory and small-scale setting. Their study showed up to
a 80% classification accuracy in relatively unconstrained environments. Akhavian and
Behzadan [29], simulated, using only two subjects, a three-class construction activity setup
that included sawing, hammering and turning a wrench and loading and unloading activi-
ties. Their three-class model obtained accuracies close to 90%, with high variability on users
and activities. The rest of the studies related to construction focused on complementary
cases without human focus, such as tracking the activity of particular equipment [30], or
machinery [31].

To the best of our knowledge, no dataset for human activity recognition in construction
work is currently available. In this paper, we present a novel dataset for construction-
related human activity recognition. The subjects (n = 13) were instructed to perform diverse
activities, while wearing sensorized clothes in a similar manner as they would in a real
construction site. The dataset contains high resolution motion data from several IMU
sensors and complementary human pose and keypoints obtained from a fixed camera. The
data of each subject were carefully annotated following both a six-class general protocol and
a more granular sixteen class protocol. The dataset is well suited to benchmark and evaluate
methods for human activity recognition in professional contexts, and more specifically in
construction work. A first evaluation of the dataset is presented in this paper.

4. Data Collection

This section provides details on the subjects, employed sensors, sensor placement, the
study protocol, and the protocol for annotation. The study was conducted in accordance
with the Declaration of Helsinki, and the protocol was approved by the Ethics Committee of
VTT Technical Research Center of Finland and the ConIoT project. The study was approved
by the ethical board and the data security officer of our research center. Individual consent
forms regarding the data collection and its possible sharing and publication conditions
were collected and stored. All subjects gave their informed consent for inclusion before
they participated in the study.

4.1. Participants

Based on our defined protocol, we targeted different workers in our research center.
The inclusion criteria asked them to be of working age in a range from 25 to 55 years
old. Exclusion criteria, stated in the study invitation, were pregnancy, serious chronic or
cardiovascular diseases and mental disorders. We aimed at collecting data from 13 users
for 16 different activities performed for a duration of one minute each. Of them, 10 were
men and 3 were women, a gender distribution similar to what can be seen in typical
construction sites in Europe. Due to a camera malfunction, the data of one extra subject
were not complete and we decided not to include this user’s data in the final dataset. One
other subject decided to not participate in the activities related to floor work. Except for
these exceptions, the data collected are complete and have no missing parts.

4.2. Sensor Setup and Placement

This dataset consists of sessions where 13 persons performed 16 different construction
work-related activities for one minute in an "in-lab" setup that mimics the activities observed
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at a construction site. For the data collection, and as the results of surveys and interviews
made with several sectorial actors [32], we decided to create a setup where the subjects were
wearing sensorized clothes that incorporated three IMU sensors. The location of the sensors
was selected in agreement with the construction workers and managers, and selected in
a manner that would not impede any of their typical activities. The final setup consisted
of one sensor located in the hip, and two additional ones located near the shoulder of the
nondominant hand, more specifically on the upper part of the arm and on the back part
of the shoulder. A depiction of the sensorized clothes and the sensor location can be seen
in Figure 1. The clothes were specifically designed to hold this particular set of sensors,
minimizing undesired wobbling or oscillations, although some minor ones could occur
during activities with fast and sudden movement, such as jumping.

Figure 1. Depiction of the sensor locations. From left to right: planned locations, depiction of the
actual sensors and example setup in the working clothes.

The sensors provided inertial movement data at various sampling rates. More con-
cretely, we used Aistin iProxoxi sensors that integrate a 10-DOF IMU composed of a 3-axis
accelerometer, a 3-axis gyroscope, a 3-axis magnetometer and a barometer. The hard-
ware offered fixed sampling rates: the barometer sampled at 0.033 Hz, the gyroscope and
magnetometer sampled at 97 Hz, and the accelerometer samples at 103 Hz. Although
wireless transmission of the data is possible, for our setup, we decided to save the data in
the on-device flash memory and to extract them after the recording session using a USB
connection, minimizing possible problems related to interrupted connectivity.

4.3. Complementary Video Information and Pose Extraction

Each session was recorded, for reference, with a standard off-the-shelf video camera
(full-HD 720p resolution, 25 fps), standing on a tripod in the same three locations. The
locations were the same for activities 1 to 6, for activities 7 to 12, and for activities 13 to
15. Activity 16 was not recorded since it depicted the subject going up and down several
flights of stairs.

Since video data are personal and privacy sensitive, we decided to preprocess them
and incorporate in the final dataset only the human poses and body keypoints extracted
from them. In this context, the video preprocessing starts by first extracting the human
poses from each individual frame using a state-of-the-art human pose detector, in this case,
a pretrained version of Detectron2 [33]. This stage provides us with poses composed by
the coordinates of 17 keypoints that represent different articulations in the human body.
The keypoints are extracted according to the typical format as provided in the Common
Objects in Context (COCO) dataset and protocol [34]. These poses are directly offered in
the dataset, and its visualization provides a simple way of observing the performed human
activity in a visual way.

4.4. Study Protocols

The goal of the study was to reproduce as accurately as possible different construction
activities that are relevant for construction safety and that depict realistically the activities
performed at a construction site. In this context, we identified, in collaboration with
sectorial actors, 6 of the most important and typical tasks performed at a construction site.
Each one of the 6 tasks includes 2 or 3 activities for a total of 16. Among them, there is also
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the depiction of a few activities that could be relatively usual in casual or nonprofessional
settings but that are not recommended in the construction site due to poor ergonomic or
safety concerns.

Detailed descriptions of the 16 activities are as follows:
(1) Roll painting: a subject uses a paint roll on a wall; (2) Spraying paint: a subject uses

a tube that mimics a machine to perform movements depicting the spraying of paint on
a wall; (3) Leveling paint: a subject uses a tool to mimic the spreading of screed or paint
on a wall; (4) Vacuum cleaning: a subject uses a vacuum cleaner on the floor; (5) Picking
objects: a subject picks objects from the floor with their hands and throws them into a bin;
(6) Climbing stairs: a subject goes up 3 steps on a staircase, turns around and goes down
3 steps; (7) Jumping down: a subject goes up 3 steps on a staircase, turns around and jumps
down the 3 steps; (8) Laying back: a subject mimics working with their hands up while
laying back on a mid-level surface; (9) HandsUp high: a subject mimics working on tubes
with their hands up high above the head; (10) HandsUp low: a subject mimics working on
tubes with their hands up at the head or shoulder level; (11) Crouch floor: a subject works on
the floor, placing tiles while crouching; (12) Kneel floor: a subject works on the floor placing
tiles while kneeling; (13) Pushing cart: a subject walks on a corridor 20 m pushing a cart,
turns around and pushes it back; (14) Walk straight: a subject walks straight on a corridor
20 m, turns around and walks back; (15) Walk winding: a subject walks winding around
7 cones, then 20 m, turns around, and walks back; (16) Stairs up-down: a subject climbs up
stairs for 30 s, turns around and climbs them back down.

A depiction of the first 15 activities as they were recorded by the complementary
video data can be seen in Figure 2. Activities numbered 7, 9, 12 and 15 are examples of not
recommended activities at a construction site due to poor ergonomy or safety risks.

Figure 2. Example of the 16-activity setup from the VTT-ConIot dataset. Activity 16 (stairs)
not depicted.

The six different tasks that group activities according to their tasks are as follows:
Painting, that includes Roll-Painting, Spraying-Paint, and Leveling-Paint; Cleaning, that
includes Vacuum-cleaning and Picking-objects; Climbing, that includes, Climbing-stairs,
Jumping-down and Stairs-Up-Down; HandsUp, that includes Laying-back, HandsUp-high and
HandsUp-low; FloorWork that includes Crouch-floor and Kneel-floor; and WalkingDisplace-
ments that includes Walk-straight, Walk-winding and Pushing-cart. This setup corresponds
to the activity classification in 6 classes.

Finally, in order to provide for measurement that could improve work well-being and
reduce accidents, the tasks are also binary labeled based on their recommendability for
the professional and casual workers in terms of ergonomics or safety. Non-recommended
activities include Jumping down due to potential risks of falling, Laying back, HandsUp
high and Kneel floor due to ergonomics and Walk winding, which could be indicative of
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unwanted obstacles or dangerous features in the walking path. The rest of the activities
were considered recommended.

4.5. Subject Training and Annotation

When arriving to the study setup, each subject was instructed briefly on the type of
activity they must perform by showing them a few example images and videos of workers
performing the activity. We collected the data from the 16 tasks in a sequential manner for
each one of the subjects (mock workers) by following a carefully designed protocol and
scheme, as depicted in Figure 3. This protocol simplified the annotation of the activities
since we just needed a separate device recording accurate timestamps where the subject
started the activities as instructed. The complementary timestamped video data allowed
for possible corrections on the annotations made a posteriori in case of possible errors.

Figure 3. The data collection protocol, designed so the users can perform activities in a
sequential manner.

5. Methods
5.1. Preprocessing the Datasets

VTT-ConIoT raw sensor data were preprocessed to ensure the quality and coherence
among different measurements. In this context, we first applied a check of the sensor scales
and orientations of the sensor inside the pocket (4 different orientations are possible, with
2 of them being much more likely). This ensures that the data format is coincident for all
sensors and recording sessions. Based on the direction of the gravity vector for a static
person and sensor, as seen in the IMU signal and its value, all sensors readings were set so
that they reflect the same axis and dynamic ranges. This checkup is specially relevant for
the data collected in the real construction site.

Due to the nature of the hardware, the clocks of the sensors were not accurately
synchronized between the sensors located in different parts of the body, and the sampling
rates among different signal modalities were not identical. We manually adjusted the
clock offset between different sensors using timestamps and synchronization signals. We
resampled the signals using linear interpolation, aiming at synchronizing the data offered by
the magnetometer and gyroscope (97 Hz) to the accelerometer data (103 Hz), by matching
both signals to the higher sampling rate. Although this could have some small effects
during classification, especially when using frequential features, we argue that the effect
is minimal for signals with a similar sampling rate that is significantly higher than the
important frequential components of human activity recognition, considered to be well
below 6 Hz. Since the IMU signals were used directly as acceleration vectors and not
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integrated further to obtain absolute positions, the possible noise has only instantaneous
properties and is not accumulated further as error.

The files recorded with the IMU sensors were continuous recordings that included
data from all the subjects participating in the data collection. Hence, the data files needed
to be split into separate chunks per user and per activity. The activities depicted in the
VTT dataset all start with a control signal that consists of two consecutive jumps, a feature
that that could be easily seen in the IMU signals as two spikes and also very clearly in the
videos. Using these spikes, we synchronized the signals for each activity and user and
removed the signal windows containing such jumps.

Splitting per user and per activity was done using a developed GUI tool that used the
annotations made during the recording of the activities as an additional input. Using the
GUI, the annotations were then fine-tuned to match the exact start time positions of each
activity segment. Based on these fine-tuned annotations, the data were split into CSV files
depicting 1-min activities for each user (e.g., activity-2-user-10.csv).

We computed the L2 norm of the 3 axes of the accelerometer and included it in the set as
a separate signal since it showed discriminatory capabilities in HAR. All resulting 7 signals
were also low-pass filtered with a cutoff frequency of 25 Hz. This bandwidth reduction
reduces high frequency noise and was shown to not affect the HAR classification process
since human activities do not present frequencies over 20 Hz, while most discriminative
components are well below 6Hz [35,36].

5.2. Segmentation and Feature Extraction

The segmentation of each preprocessed 1-minute signal is done by sliding 2-, 5- or 10-s
windows, with a sliding shift of one second. That means that two consecutive windows
overlap in all signals except one second. Each one of these windows is used as one “activity
sample” directly for both the training and test sets, depending on the setup. The window
sizes are selected based on their broad application in acceleration- and IMU-based context
recognition. The literature usually recommends window sizes from 5 to 10 s, but shows
feasible recognition with as little as 2 s of sensor data [37,38].

5.3. Feature Extraction

To feed the classification algorithms, we compute individual features for each one of
the activity samples, i.e., for each 2-, 5- or 10-s signal segment. We select a set of seven
well-known statistical features: average (avg), median (med), variance (var), 25th percentile
(lq), 75th percentile (uq), minimum (min) and maximum (avg). We compute each feature
separately in each different axis (x, y, z for both the gyroscope and the accelerometer. In
addition, we compute the features also in the signal depicting the total acceleration (tot_acc),
defined as the L2 norm of the values of the three axes of the accelerometer) and name the
resulting 4-axis signals as (all_acc). These features are roughly based on the prior knowledge
of their usability in human activity.

We compute the features separately for each one of the three sensors. This results
in setups that range from 7 features per sample for the simpler case (total acceleration
in one sensor) to 147 features per sample in the most complex one (all 7 signals for all
three sensors).

Although we are aware that other features are possible and might be more discrim-
inative, our feature set is selected by keeping the computational limitations of wearable
devices in mind, ensuring that the classifier inference can be performed on-device and in
real time. In addition, as the first baseline results for the VTT-ConIoT dataset, these simple
features and their associated results are easy to reproduce.

5.4. Classification Algorithms

The previously described extracted features are directly used in the input of machine
learning-based classifiers. We decided to employ six different classifiers, following its stan-
dard implementation in Python scikit-learn. The classifiers were random forest (RF), extra
trees (ET), XGBoost (XGB), linear discriminant analysis (LDA), support vector machines
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(SVM) and logistic regression (LR). The selection of the classifiers was based on a mix
of examples in the literature, the variety of their nature, and performance analysis (i.e.,
running a few setups using a larger number of regressors, and checking their performance).
The selection of parameters was based on a coarse grid search and heuristics. Varying the
parameters did not significantly increase the performance of the classifiers and yielded
very similar results. Thus, we decided to use the standard configuration, for the sake of
reproducibility. XGB, RF and ET were used with 100 estimators, with a not-defined max
depth and a minimum sample split of 2. LDA was used employing the SVD solver with no
shrinkage, while SVC used a penalty value c equal to 1.0 and a RBF kernel.

5.5. Evaluation Metrics

As the main evaluation metrics, we use the mean accuracy of the classification. In
particular, accuracy represents the number of correctly classified instances out of all samples.
Since for the more complex case, 16-class classification, the number of samples per class is
approximately the same, we believe it is a simple metric that is representative of the task at
hand. We evaluate all our models using a cross-validation scheme based on LOSO, where
for N subjects, N different models are trained. Each model is trained using data from all the
subjects except one, which is then used for testing and computing the performance of the
model. Thirteen models per classifier and modality are evaluated. Although sustainable
work calls for considerations for individual workers, we show that the averaged results
demonstrate the generalization capabilities of the model to unseen “new” subjects, which
were not previously modeled. As a metric to depict the variability across different subjects,
for each classification task, we compute and show the standard deviation of the accuracy
across models tested in different subjects.

6. Results

This section provides, first, a simple protocol and experiment to provide for a simple
baseline to compare more sophisticated results. Then, detailed results on the evaluation of
the different sensor locations, signals obtained from the sensors and different classifiers
are depicted. A comparison between 6-class and 16-class classification is shown. For the
results shown in here, we only consider the signals obtained from the accelerometer and
the gyroscope since the classification using just raw magnetometer signals could be biased
due to the fixed location and orientation of the task setup. In this particular evaluation, the
barometer data are also discarded since it only collects a sample of 30 s each, so their results
might be distorted due to the placement in a pocket, and since it offers no meaningful
information for short time signal windows. We provide comparisons of different methods
and classifiers, which are depicted in this novel database for the first time.

6.1. A Simple Baseline Protocol

In order to facilitate jump-starting with the dataset, we define a simple baseline
protocol that uses a simplified approach for processing and classification and provides
insight for the difficulty of the task. For this simple baseline, we utilize the study protocol
defined by six classes. We divide each 1-minute signal by segmenting it into sliding 2-
second windows that are used as “activity samples” in both training and test sets. The
validation is made using a LOSO approach.

In this baseline, we include only the features provided by acceleration signals from
one single sensor, placed on the heap (3-axis accelerometer, x, y, z and total acceleration tot).
We compute, for each signal, the above-described 7 different statistical features, and use
them to train only one classifier, in this case, random forest in its standard configuration
as provided by Python sklearn. We provide the results in terms of mean accuracy, using
LOSO validation. We detail the results for each one of the subjects and the average of
all of them in Table 1. The results show that the classification of the activities in six
classes using only short samples is possible and yields results that are significantly better
than random guessing. More specifically, the classifier achieves a mean accuracy of 52%
compared with the 17% expected accuracies when using just random guessing. However,
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classifying this dataset with a simple approach is not a trivial task since misclassifications
in this simple setup occur in almost half of the cases. Additionally, when analyzing the
results across different subjects, we can see that the performance varies from 39% to 62%,
showing the variability among different persons and their different styles for performing the
activities. In the rest of the section, we use these results as the simple baseline for comparing
and improving.

Table 1. LOSO (per-subject) validation results of random forest classifier in a 6-class simple setup.

Subject Accuracy (tot_acc)

S1 0.495

S2 0.461

S3 0.415

S4 0.466

S5 0.493

S6 0.518

S7 0.623

S8 0.567

S9 0.392

S10 0.589

S11 0.560

S12 0.582

S13 0.621

Mean 0.521
(std) (0.075)

Random guess 0.167

6.2. Evaluation of the Sensor Locations, Modalities, and Extracted Features

Based on the construction-related tasks and activities defined in the protocols, we
distinguish two classification tasks. First, a six-class problem is defined, where the main
task groups related to construction are discerned. The results of this classification task are
presented in Table 2. Second, a 16-class classification task is defined by further separating
the six-class problem into subtasks, again according to the protocol. The results of this
classification task are presented in Table 3. For both classification tasks, 16 different sensor
and modality combinations are evaluated. The combinations are depicted as four different
signals (i.e., acceleration, total acceleration, gyroscope and all-combined) in four different sensor
location configurations (i.e., hip, back, shoulder and all-combined). Each sensor and modality
configuration is evaluated using the six machine learning classifiers specified previously.
The validation is made using a LOSO approach, and for each configuration, we report the
mean accuracy and (in brackets) the standard deviation across the 13 different subjects. We
report these detailed results for the configuration using 5 s windows, as it provides better
accuracy with a reasonable response time. In addition, we report the results of training an
RF ensemble of classifiers, using as inputs the classification results of different modalities.
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Table 2. Evaluation of the given modalities, sensor locations, and classifiers on a 6-class setup for 5 s
windows. The results show the mean accuracy and standard deviation among different subjects in a
leave-one-subject-out validation scheme. Abbreviations: RF—random forest, ET—extra trees, LDA—
linear discriminant analysis, LR—logistic regression, SVM—support vector machine, XGB—XGBoost
extreme gradient boosting.

Position Modality RF ET LDA LR SVM XGB

hip acc 0.52 ± (0.08) 0.50 ± (0.09) 0.60 ± (0.07) 0.62 ± (0.06) 0.56 ± (0.12) 0.52 ± (0.09)
hip all_acc 0.57 ± (0.08) 0.55 ± (0.08) 0.62 ± (0.07) 0.64 ± (0.05) 0.60 ± (0.07) 0.57 ± (0.08)
hip gyro 0.69 ± (0.09) 0.70 ± (0.09) 0.56 ± (0.07) 0.59 ± (0.08) 0.67 ± (0.08) 0.68 ± (0.08)
hip all 0.69 ± (0.08) 0.70 ± (0.05) 0.65 ± (0.06) 0.68 ± (0.07) 0.69 ± (0.08) 0.71 ± (0.08)

back acc 0.76 ± (0.07) 0.75 ± (0.06) 0.69 ± (0.06) 0.71 ± (0.06) 0.78 ± (0.05) 0.76 ± (0.06)
back all_acc 0.80 ± (0.07) 0.80 ± (0.06) 0.72 ± (0.07) 0.77 ± (0.05) 0.82 ± (0.04) 0.80 ± (0.06)
back gyro 0.58 ± (0.05) 0.58 ± (0.04) 0.46 ± (0.03) 0.47 ± (0.04) 0.57 ± (0.05) 0.56 ± (0.05)
back all 0.83 ± (0.06) 0.84 ± (0.06) 0.76 ± (0.05) 0.79 ± (0.05) 0.85 ± (0.05) 0.84 ± (0.05)

shoulder acc 0.69 ± (0.08) 0.68 ± (0.07) 0.68 ± (0.05) 0.70 ± (0.05) 0.71 ± (0.07) 0.70 ± (0.08)
shoulder all_acc 0.72 ± (0.07) 0.72 ± (0.07) 0.70 ± (0.06) 0.73 ± (0.05) 0.76 ± (0.07) 0.73 ± (0.07)
shoulder gyro 0.59 ± (0.05) 0.60 ± (0.05) 0.42 ± (0.05) 0.43 ± (0.05) 0.58 ± (0.06) 0.57 ± (0.06)
shoulder all 0.77 ± (0.08) 0.78 ± (0.07) 0.73 ± (0.04) 0.75 ± (0.05) 0.80 ± (0.06) 0.79 ± (0.07)

all acc 0.84 ± (0.07) 0.83 ± (0.07) 0.83 ± (0.04) 0.82 ± (0.06) 0.84 ± (0.06) 0.82 ± (0.07)
all all_acc 0.86 ± (0.06) 0.85 ± (0.06) 0.84 ± (0.04) 0.84 ± (0.07) 0.86 ± (0.05) 0.85 ± (0.06)
all gyro 0.79 ± (0.07) 0.79 ± (0.06) 0.67 ± (0.06) 0.68 ± (0.07) 0.77 ± (0.06) 0.80 ± (0.07)
all all 0.88 ± (0.06) 0.89 ± (0.06) 0.86 ± (0.05) 0.84 ± (0.08) 0.89 ± (0.06) 0.89 ± (0.04)

ensemble all 0.81 ± (0.07) 0.82 ± (0.06) 0.83 ± (0.04) 0.84 ± (0.05) 0.80 ± (0.05) 0.80 ± (0.06)
Accuracy of random guessing: 0.17.

Table 3. Evaluation of the given modalities, sensor locations, and classifiers on a 16-class setup for 5 s
windows. The results show the mean accuracy and standard deviation among different subjects in a
leave-one-subject-out validation scheme.

Position Modality RF ET LDA LR SVM XGB

hip acc 0.34 ± (0.08) 0.33 ± (0.08) 0.41 ± (0.07) 0.44 ± (0.07) 0.36 ± (0.09) 0.33 ± (0.08)
hip all_acc 0.38 ± (0.09) 0.36 ± (0.07) 0.43 ± (0.07) 0.46 ± (0.07) 0.41 ± (0.09) 0.38 ± (0.08)
hip gyro 0.51 ± (0.08) 0.51 ± (0.07) 0.38 ± (0.07) 0.41 ± (0.07) 0.48 ± (0.08) 0.50 ± (0.08)
hip all 0.55 ± (0.10) 0.53 ± (0.09) 0.50 ± (0.08) 0.53 ± (0.09) 0.53 ± (0.09) 0.53 ± (0.10)

back acc 0.53 ± (0.08) 0.51 ± (0.08) 0.50 ± (0.06) 0.52 ± (0.05) 0.58 ± (0.08) 0.54 ± (0.08)
back all_acc 0.60 ± (0.10) 0.59 ± (0.08) 0.53 ± (0.05) 0.59 ± (0.04) 0.62 ± (0.08) 0.59 ± (0.10)
back gyro 0.44 ± (0.05) 0.44 ± (0.05) 0.31 ± (0.07) 0.35 ± (0.06) 0.43 ± (0.06) 0.43 ± (0.04)
back all 0.67 ± (0.09) 0.67 ± (0.09) 0.60 ± (0.07) 0.63 ± (0.08) 0.67 ± (0.08) 0.67 ± (0.08)

shoulder acc 0.54 ± (0.07) 0.53 ± (0.07) 0.50 ± (0.08) 0.55 ± (0.07) 0.54 ± (0.08) 0.54 ± (0.06)
shoulder all_acc 0.58 ± (0.07) 0.58 ± (0.07) 0.53 ± (0.07) 0.57 ± (0.06) 0.59 ± (0.08) 0.57 ± (0.06)
shoulder gyro 0.45 ± (0.06) 0.46 ± (0.06) 0.33 ± (0.05) 0.38 ± (0.05) 0.44 ± (0.06) 0.43 ± (0.06)
shoulder all 0.65 ± (0.10) 0.65 ± (0.10) 0.61 ± (0.06) 0.63 ± (0.07) 0.67 ± (0.09) 0.66 ± (0.09)

all acc 0.68 ± (0.10) 0.68 ± (0.09) 0.65 ± (0.07) 0.64 ± (0.08) 0.68 ± (0.07) 0.68 ± (0.09)
all all_acc 0.70 ± (0.09) 0.71 ± (0.08) 0.67 ± (0.06) 0.67 ± (0.09) 0.72 ± (0.07) 0.71 ± (0.08)
all gyro 0.67 ± (0.08) 0.67 ± (0.06) 0.55 ± (0.07) 0.59 ± (0.06) 0.64 ± (0.06) 0.66 ± (0.06)
all all 0.77 ± (0.08) 0.77 ± (0.08) 0.73 ± (0.08) 0.71 ± (0.09) 0.78 ± (0.08) 0.76 ± (0.08)

ensemble all 0.67 ± (0.08) 0.68 ± (0.08) 0.70 ± (0.07) 0.71 ± (0.07) 0.67 ± (0.07) 0.66 ± (0.07)
Accuracy of random guessing: 0.06.

The data considered in this paper, belonging to periods where the users were per-
forming the activities of interest, amount to approximately 16 min per subject for a total
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of 208 min of data. In this case, we divide each 1 min signal by segmenting it into sliding
5 s windows that are used as “activity samples” in both training and test sets. Using a
sliding period of one second, this amounts to approximately 12,700 windows, uniformly
distributed along the 16 tasks/activities.

This configuration would yield a random guessing accuracy of about 6% for the 16-
class problem and about 17% for the 6 class problem. Compared to random guessing,
the best classification accuracies are 78% for the 16-class problem and 89% for the 6-class
problem, showing that an accurate classification of the activities is possible with a much
better accuracy than random chance or simple setups. The multi-signal, longer window
configuration shows also a much expected increased accuracy when compared with the
simple setup described above.

When comparing the performance of the different classifiers, it becomes apparent that
a support vector machine-based classifier shows superior performance for most of the cases,
including those that combine more information. The extra trees classifier seems to obtain
relatively better accuracies on the analysis of the gyroscope data. The logistic regression-
based classifier shows comparable performance to SVM and seems to be especially good
for the hip sensor location.

When observing sensor locations, it can be seen that overall, the sensor placed on
the back offers the best individual performance for both classification configurations
(6 and 16 classes), while the sensor on the hip shows the worst performance. This suggest
that activity recognition in a construction context is more discernible by the movement
occurring in the upper part of the body. The combination of several sensors and locations
results in increased accuracy in all cases, suggesting that different sensor locations provide
indeed complementary information.

When observing the different individual sensor modalities, we can see that the total
acceleration, defined as a nonlinear combination of the acceleration signals, shows the
best individual modality performance in a manner that is very consistent across different
sensor locations. This observation is in line with previous results in the literature that
speculated that this particular transformation reduces the impact of variant sensor posi-
tioning. The gyroscope alone shows better accuracy than the acceleration-based signals
for the hip sensor, while being significantly worse for both the back and shoulder sensors.
In any case, the combination of signals shows, as expected, increased accuracy, suggest-
ing that the information provided by each modality is indeed complementary and not
purely redundant.

It is interesting to notice that the best results in terms of sensor location, signal modali-
ties, and ML classifiers are very consistent for both 6- and 16-class configurations, while the
variability across different subjects is also relatively low and does not increase significantly
with an added number of tasks or with higher accuracies.

To provide an insight of the type of activities that are more often misclassified, we
present classification matrices for both setups. The matrices, shown in in Tables 4 and 5,
are computed for the best classifier (SVM) in the best sensor and signal configuration (all
signals and all sensors combined).

Table 4. Classification matrix for a 6-class setup using SVM classifier and all sensor locations and
signal modalities.

Tr
ue

C
la

ss

Painting Cleaning Climbing Handsup Floorwork Walking
Painting 1750 105 76 172 34 8
Cleaning 171 1172 18 2 39 28
Climbing 75 26 1761 43 0 175
Handsup 236 2 68 1828 1 10
Floorwork 25 42 20 5 1280 3
Walking 23 43 236 4 0 1774

Predicted class.
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Table 5. Classification matrix for a 16-class setup using SVM classifier and all sensor locations and
signal modalities. Class description: C1—Roll painting, C2—Spraying paint, C3—Levelling paint,
C4—Vacuum cleaning, C5—Picking objects, C6—Climbing stairs, C7—Jumping down, C8—Laying
back, C9—HandsUp high, C10—HandsUp low, C11—Crouch floor, C12—Kneel floor, C13—Pushing
cart, C14—Walk straight, C15—Walk winding, C16—Stairs up-down.

Tr
ue

cl
as

s

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16
C1 618 46 28 9 0 1 8 1 1 0 0 0 0 0 0 3
C2 44 488 13 44 2 65 4 1 0 48 0 2 2 0 2 0
C3 48 52 492 40 11 0 3 0 34 27 1 7 0 0 0 0
C4 33 17 34 597 30 0 0 0 0 0 0 3 1 0 0 0
C5 0 1 5 10 651 10 4 1 0 1 5 8 5 0 12 1
C6 3 21 1 0 10 626 21 0 0 5 0 0 15 9 2 4
C7 0 0 0 0 1 26 673 0 0 0 0 0 4 2 4 5
C8 8 11 4 1 7 14 3 559 76 22 7 0 0 0 0 2
C9 5 10 15 1 2 10 3 125 516 77 0 0 3 0 2 2
C10 33 59 56 0 0 4 4 69 120 412 0 0 5 0 0 0
C11 1 1 4 2 4 11 2 22 0 0 506 112 2 0 0 13
C12 0 1 7 7 11 0 0 2 0 0 126 563 0 0 0 0
C13 0 8 4 2 11 9 8 0 0 0 0 0 665 108 0 1
C14 0 0 0 0 13 9 4 0 0 0 0 0 85 394 100 171
C15 0 0 0 0 7 7 15 0 0 0 0 0 1 44 517 40
C16 0 2 0 0 5 44 36 0 0 0 0 0 21 43 20 479

Predicted class.

The classification matrix of the 6-class configuration shows that although most of the
classes are recognized properly in the majority of cases, a few class pairs are more prone to
confusion. Painting and cleaning are relatively often misclassified. We argue that this is due
to the similar repetitive patterns shown in both activities, with similar periodic movements.
In a similar fashion, painting and working with the hands up are also misclassified often,
and we argue that it is most likely due to the similar arm–hand positions when performing,
for example, painting with the roll and working on the mid- and high tubes. The last
pair that shows an abnormal classification pattern is walking and climbing. This was an
expected pair since both activities focus on the displacement and show similar periodic
patterns and even similar segments, where the subject was just walking normally before,
e.g., a jump down. We believe that the use of more accurate information of the altitude
variations of the subject in a given window time could mitigate these misclassifications.

For the 16-class configuration, the observations are relatively similar. The right activity
or task is recognized correctly in the majority of cases. Most of the misclassifications occur
for task pairs that belong to the same general activity. The worst cases seem to be related to
discerning what types of hands-up work the subject is performing, e.g., if the floor work is
performed kneeling or crouching, or among different types of walking, such as pushing a
cart or walking straight. This classifier behavior is expected for activities where the subjects
remain in a static position with small displacements and similar to each other, which is
especially relevant for sensors placed only on the upper part of the body. This shows that
recognizing activities with such a level of granularity might require specific classifiers
trained with these particular classes and it is an argument for, for example, hierarchical
classification models.

6.3. Evaluation of Window Size

To evaluate the effect of the window size on the classification accuracy, we train
classifiers segmenting the activities in 2, 5, and 10 s windows. A summary of the results
including the best classifier per setup and its accuracy is depicted in Table 6.
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Table 6. LOSO validation results of the best classifier for different window sizes.

Setup 2 s Window 5 s Window 10 s Window

6-class hip 0.66 (RF) 0.71 (XGB) 0.79 (SVM)

6-class back 0.80 (SVM) 0.85 (SVM) 0.93 (SVM)

6-class shoulder 0.73 (SVM) 0.80 (SVM) 0.86 (ET)

6-class all 0.86 (SVM) 0.89 (SVM) 0.94 (SVM)

16-class hip 0.46 (RF) 0.55 (RF) 0.67 (LR)

16-class back 0.61 (SVM) 0.67 (SVM) 0.77 (ET)

16-class shoulder 0.59 (SVM) 0.67 (SVM) 0.76 (RF)

16-class all 0.72 (SVM) 0.78 (SVM) 0.84 (RF)

As expected, it can be seen that longer window sizes show better accuracies, while
the results across sensor locations are consistent for all window sizes. The best performing
classifiers overall are those based on SVM, but tree-based classifiers such as random forests
or extra trees might offer some small advantages when dealing with longer window sizes.
After all, the selection of the optimum window size is a tradeoff between higher accuracy
and expected latency. While offline computations might be better by selecting longer
window sizes, real-time implementations might require setting shorter windows to be able
to respond on a reasonable time.

6.4. Real-Time Classification of Construction Activities

To test the feasibility of the real-time detection of construction activities, we deployed
one of the models in an IoT sensor platform that includes IMU and a microcontroller unit
(MCU), in this case, a RuuviTag. The platform includes a 3-axis accelerometer, Bluetooth
5 connectivity, 512 kB of memory, and an ARM Cortex M4F CPU. For demonstration
purposes, we deployed a simpler model based on linear regression, and only included one
sensor on the heap and the acceleration signals. The activity classification was run using
5 s windows with 1 s intervals entirely on the device, and only the results of the inference
were transmitted via Bluetooth for further preprocessing. The implementation was able
to compute and transmit the inference results in real time without any dropped window.
The model is a direct translation with identical weights as the model described before, so it
showed similar accuracy when classifying similar data (up to 65% in a 6-class model). The
computation times are in the range of 100–200 ms and thus well below the sliding period of
1 s, enabling real-time operation. Figure 4 depicts one of the workers performing activities
with their hands up. The obtained signal and the classification score for the particular
activity are overlaid on the picture.

Figure 4. Example images of a worker with their hands up, synchronized signals and real-
time classification.



Sustainability 2022, 14, 220 16 of 20

7. Discussion on the Application to Realistic Data

When collecting the VTT-ConIoT dataset, our aim was to obtain a dataset, an evalua-
tion protocol, and a HAR model that is indeed representative of the activities performed in
the construction site. To this extent, we collected in collaboration with sectorial actors, an
unannotated set of data belonging to real workers in a real construction site. In practice, we
deployed a set of sensorized clothes, each including two 10-DOF IMU sensors, one placed
on the hip, and the other one on the back or the shoulder depending on the particular set
of clothes. The sensors were worn by 15 workers in a construction site in some periods
during their regular working hours, deciding when on their own will. The sensors were
available to them for four days a week, for a total of 30 work days over a period of 7 weeks.
We aimed at keeping the sensors available to the workers during approximately 200 h per
subject, for a maximum of 3000 h of data. As expected [32], the adherence to wearing the
sensors was relatively low. At the end of the pilot period, we obtained over 300 h of data
that contain activities. We assessed the validity of the collected data both algorithmically
through simple signal quality analysis, ensuring that the averages, variance, and standard
deviation of the activity windows are in similar ranges as the in-lab data. We then further
ensured the validity by visual inspection in collaboration with domain experts, checking
that the data, timing and predicted results show the realistic distributions that one could
expect in that particular setting (e.g., that the hours of activity and rest corresponds to
work timetables).

To prove the usefulness of the ConIoT dataset, we aimed at comparing the similarity of
the data collected in our tailor-made in-lab protocol with the unannotated pilot data from
the real construction site. For this, we represented VTT-ConIoT data in a two-dimensional
figure by applying a transformation using uniform manifold approximation and projection
for dimension reduction (UMAP) [39]. We show the representation in Figure 5, depicting, in
different colors, the activity windows belonging to different classes in our dataset. Using the
same transformation and projection parameters obtained with the in-lab dataset, we overlay
in the figure the representations of the signal windows pertaining to the data acquired
during the real construction site pilot, and depict them in black. Although the amount of
in-the-wild data is much larger and it is represented in a very dense manner, the figure
shows that over 80% of the activity windows belonging to the pilot are projected in the
same areas as the controlled tasks belonging to the classes present in the in-lab VTT-ConIoT
dataset. Approximately 20% of the activity windows are projected, in a spread manner,
outside of the areas where VTT-ConIoT activities are. This is expected, as some fraction
of the activities in the construction site are likely to be either not related to construction
(e.g., eating, and resting) or related to construction but not related to the main tasks depicted
in the dataset. This distribution suggests that our dataset is indeed representative of the
majority of the activities performed in this particular construction site, and has the potential
to be generalized to others.

In addition to the joint projection of the activity windows, we analyzed the distribution
of the individual activities for each week of each worker. Figure 6 shows the distribution of
the activities related to displacements as the hours and days progress during the week. The
distribution is calculated by analyzing the real construction site data using models created
solely from the in-lab VTT-ConIoT dataset. Each individual square represents 15 min of
activities and has an increased brightness proportional to the ratio of activity windows that
are classified as displacements, among all the activity windows available in the period. The
figure shows how the windows classified as displacements occur, as expected, only during
the working hours. A smaller number of displacements can be also observed in a period in
the middle of the day, coinciding with the designated lunch break time. What is especially
interesting to see is that the displacements are more prevalent just before the end of the
work shift, which varies a bit from day to day. This representation shows that a realistic
distribution of the tasks during a construction worker shift can be obtained by using only
the in-lab dataset for creating the classification model.
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Figure 5. UMAP-based projection of both real pilot data (black) and lab dataset (colored). Most of the
activity windows (>80%) of the real construction site pilot data are projected on the same areas as the
controlled activities of the dataset.

Figure 6. A distribution of the displacement activities of one real construction worker during four
different days of work. Brighter squares mean a greater percentage of windows identified as the
interesting activity.

8. Conclusions

We presented VTT-ConIoT, a realistic IMU-based dataset for activity recognition of
construction workers, that aims at improving work safety, ergonomics and well-being
by depicting activities performed in both recommended and unrecommended fashion.
To the best of our knowledge this is the first sensor-based dataset that focuses on the
particular activities related to construction. In contrast with other similar datasets for
other diverse professional contexts, the usefulness of VTT-ConIoT was validated in a real
construction site, ensuring the similarity of the activities depicted both in the dataset and
in real conditions. The dataset includes data from several sensor locations and modalities.

For benchmarking, we used standard statistical features and common machine learn-
ing classifiers. On a balanced six-class setup, we achieved classification accuracies of 89%.
For the more granular setup including 16 different classes, we achieved an accuracy of
78%. These results should still be interpreted with caution due to to the limitations of
VTT-ConIoT regarding the number of subjects and their lack of professional construction
skills. However, these effects are mitigated by the analysis of the tasks, activities and
protocols that were selected by trying to ensure that they closely resemble real-world cases,
in collaboration with professional construction workers and managers. The resemblance
of the resulting signals is tested by statistically comparing the activities of the dataset
with those collected from real workers and showing that a vast majority of the activities
that pertain to a real-world setting show similar characteristics when compared to those
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depicted in the dataset. This results suggest the usefulness of a sensor-based approach to
achieve the recognition of recommended and unrecommended activities.

Our baseline results follow a LOSO evaluation scheme, and despite the relative sim-
plicity of the approach, they indicate that generalization to different individuals is possible.
We reported a detailed analysis of different sensor locations and modalities, showing that
the best locations and modalities are consistent across settings. Our results suggest that a
combination of sensors is the best choice. However, the results obtained by an individual
sensor installed in the back of the shoulder are also comparable.

Further work is required to collect annotated data in real conditions on several con-
struction site to be able to create fully personalized models. This would, in turn, allow
to evaluate the effects of such a setup in long-term safety, ergonomics and well-being.
Currently, the collection in real conditions is only possible for unannotated data, due to
the highly regulated and changing environment that is particularly challenging for data
collection [32]. It is possible that variations across sites and types of workers show very
different distributions of both seen and unseen activities.

The dataset in this paper is publicly available (the dataset is preliminarily available
at Zenodo [14] https://zenodo.org/record/4683703 accessed on 22 December 2021) and
can be downloaded from [14] in both processed and unprocessed forms. We invite the
research community to consider it for preprocessing techniques, algorithm development
and benchmarking of HAR in professional contexts in the aim to improve and achieve
sustainable work in the construction field.
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