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Abstract: This present study developed two predictive and associative Bayesian network models to
forecast the tolerable travel time of university students to campus. This study considered the built
environment experiences of university students during their early life-course as the main predictors
of this study. The Bayesian network models were hybridized with the Pearson chi-square test to
select the most relevant variables to predict the tolerable travel time. Two predictive models were
developed. The first model was applied only to the variables of the built environment, while the
second model was applied to all variables that were identified using the Pearson chi-square tests.
The results showed that most students were inclined to choose the tolerable travel time of 0–20 min.
Among the built environment predictors, the availability of residential buildings in the neighborhood
in the age periods of 14–18 was the most important. Taking all the variables into account, distance
from students’ homes to campuses was the most important. The findings of this research imply
that the built environment experiences of people during their early life-course may affect their
future travel behaviors and tolerance. Besides, the outcome of this study can help planners create
more sustainable commute behaviors among people in the future by building more compact and
mixed-use neighborhoods.

Keywords: tolerable travel time; university students; built environment; early life-course; Bayesian
network; machine learning

1. Introduction

Travel time (TT) is viewed as a necessary university-related activity and functions as
a link between home and university campus. For each student, travel to campus differs
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in distance and complexity. This complexity may be increased if certain activities which
link the travel and family are incorporated (e.g., the school operated or residential location
decisions when spouses in households pursue careers) according to Wheatley [1]. This
travel time spent can be regarded as both “productive” and a “waste of time”.

Several studies identified the associations between duration of travel and individuals’
well-being, including stress, comfort and satisfaction, and health [2–5]. In addition, several
studies assessed the relationship between the TT and all daily activities and work dura-
tion [6,7]. Many factors, including sociodemographic, household characteristics, and travel
mode, may influence TT [8]. In addition, many academic studies analyzed the reciprocity
between built environment (BE) attributes and the TT [9–14].

As regards to the university students, there are some studies which considered TT as
a function of students’ commute mode choice [15–19]. However, no available study has
ever assessed the influence of BE factors on the students’ TT, and also, no study has ever
considered the tolerable travel time (TTT) of university students considering the effects of
BE variables. While a sizeable number of literature considered the effects of BE attributes
on TT of the general population, studies on university students that exhibited different
travel behaviors from the general population are still lacking [20–22].

The concept of TTT was developed by Milakis et al. [23]. This concept was established
based on various theories related to commuting time, which include satisfaction [24,25],
consideration sets [26], the travel time budget [27,28], and ideal travel time [29]. Milakis,
Cervero, Van Wee, and Maat [23] employed semi-structured interviews to explore the
primary characteristics of acceptable travel time (ATT). The study supported the validity
of the concept of ATT through their findings and showed that the ATT may be varied for
people with different sociodemographic attributes and travel modes. According to this
concept, people presumably consider an ATT in their trips and decision-making processes
regarding destinations. This concept views ATT as a behavioral threshold that is defined
by the process of utilitarianism (i.e., intrinsic and derived utility). Intrinsic utility refers
to the travel-related advantages (or disadvantages), while the advantages concerning
activity at a journey destination are referred to as the derived utility. The concept splits
the timeline of a one-way trip into three main periods in terms of total utility changes:
(1) growth, (2) tolerance, and (3) decay. In the growth phase, both intrinsic and derived
utility witnessed total utility increase. In the tolerance phase, the total utility yet increases,
but slower than before until it touches the ATT (maximum level). Compared to the growth
period, intrinsic utility is reduced and derived utility rises, but at a slower rate. Eventually,
in the decay period, the total utility decreases because of the rapid decrease in intrinsic
utility coupled with slow growth in derived utility.

The TTT, in fact, is the duration between the ideal travel time and ATT. In simple
terms, TTT refers to the maximum amount of one-way TT that an individual tolerates [30].
If the actual TTs of a commuter reach or exceed the tolerance thresholds, the commuter is
keen to decrease his/her travel time by making some changes, including, but not limited to,
residential, job locations, or travel modes. The literature acknowledged the negative effects
of exceeding the TTT thresholds. These impacts may be increasing stress levels, demanding
excessive energy, and consuming time which may limit the time available for other daily
activities [31–37].

There has been growing acknowledgement that travel behaviors are habitual [38–40]
and these behaviors may become debilitated when disturbed by a contextual adjust-
ment [39]. These contexts may comprise the environment where behavior occurs, such as
social, physical, spatial, and time cues. Moreover, major life events (e.g., change in em-
ployment) may change the travel behaviors of individuals over time [41]. To date, several
studies have examined the impacts of changes in life events and residential locations on
the travel behavior of individuals [42–47]. However, many of these studies focused on
predicting the travel mode choice, and many other aspects of travel outcomes, such as TTT,
were overlooked. Furthermore, other phenomena that occurred to individuals in the past
have received less attention. For example, no study has considered the associations between
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adults’ travel behavior outcomes and their living environments and BE experiences during
childhood and adolescence. Several studies pointed out that previous living environments
of people may influence their future behaviors that are related to commuting, such as their
adaption and tolerance of crowding or their concern over the environment [48–50]. More
importantly, lifetime habits, such as physically active lifestyle, can be developed during the
early childhood years [51]. Thus, there may be a relationship between the BE experiences
and the early life-course of people and their future travel behaviors, such as their TTT.

The aim of this study is to identify associations between the childhood BE experiences
of university students and their current TTT to campus. This investigation extends the
literature in two main ways. To begin with, it adds to the growing body of knowledge about
tolerable travel time in developing countries. Second, this study evaluates the significance
of different built environments (during childhood and now) and sociodemographic factors
in determining students’ tolerable travel time to campus. It also shows that childhood
built environment experiences have associations with the students’ tolerable travel time to
campus, corroborating the sparse data in the literature.

2. Knowledge Gaps and Research Questions

While some non-academic reports on average commute time of employees to work are
available in Malaysia [52], no academic study has considered the average or tolerable travel
time of students living off-campus to the universities’ campus. Therefore, this present study
endeavors to identify what factors of travel time resolutely affect the TTT of university
students to their campuses.

Among university students, off-campus students typically experience various mobility
challenges, including travel between home and campus, as well as trips linked to non-study
activities [19]. For example, off-campus students may require more commute time for
campus-related trips than their on-campus peers. Alternatively, these students can use this
prolonged commute time to study and develop networks and social bonds. Moreover, these
students usually face challenges in finding suitable travel alternatives (on the condition
that their car/motorcycle is unavailable) for attending sessions programmed for the early
hours of morning, late hours of night, or days other than working days. So far, only a few
investigations have exclusively appraised the commute patterns of off-campus university
students and examined difficulties connected to the transportation they encountered [19,53].

The literature review also provided evidence that people who experience life events
are more inclined to travel behavior alterations. Past research on life events and travel
behavior alternations have mostly focused on a particular or restricted variety of life expe-
riences. Conversely, and to the best of the authors’ knowledge, no study has examined the
influence of built environment experiences at the early life-course of the general population
and specific populations (such as university students) on their future travel behaviors,
particularly TTT. Therefore, the investigation conducted in the following sections attempted
to discuss three principal research questions:

1. What is the most probable TTT of off-campus university students to the campus?
2. To what extent is off-campus university students’ TTT to the campus associated with

BE experiences during their childhood and adolescence?
3. How are sociodemographic, household, residential, and travel mode characteristics

associated with off-campus university students’ TTT to the campus?

The collection of retrospective data from two universities in Malaysia is used in this
study to address these questions using a two-step analysis structure. The details of data
collection and analysis are discussed in the subsequent sections.

3. Research Design

This study adopted a retrospective research design. According to Behrens and Mis-
tro [54], this design involves one-time surveys of people and asks participants to remember
experiences or events that previously happened to them. The respondents for this present
study are off-campus university students that were surveyed and asked to recall their
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living environments during the age periods of 1–6, 7–13, and 14–18. The retrospective
surveys are suitable for observations over long time spans. The literature suggests that the
respondents can remember main life-process experiences and can also describe any of their
essential characteristics, which enables the assessment of general alternations over more
prolonged periods.

This present study evaluated the influence of BE experiences during childhood and
adolescence. Using this design, this study thus examined the impact of BE experiences
during childhood and adolescence on university students’ TTT to campus. van de Coev-
ering et al. [55] pointed out that the principal disadvantage of the retrospective design is
that the examination of opinions and specification of everyday travel behavior are mis-
leading. The authors thus adopted a comparably short time span and urged university
students to show preferences for their tolerable travel time on a nominal measure. The
survey particularly inquired about current inclinations and regarded these trends as steady
throughout university time. The critical role of control variables on the study of BE and
travel behavior is undeniable and these variables cannot be eliminated from the modelling
procedure [55,56]. Therefore, this study has considered the effects of these variables in the
second series of models to obtain a more rigorous research design. The possible effects of
different influential factors on university students’ TTT to campus are presented in Figure 1.

Figure 1. Schematic diagram of possible factors influencing university students’ tolerable travel time
to campus and the classifications of tolerable travel time used in this study.

3.1. Variables of Built Environment during the Early Life-Course of People

The impact of the built environment on university students’ TTT to campus was
investigated through the "5Ds" model. Initially, Cervero and Kockelman [57] developed the
"3Ds" model which included density, diversity, and design to express the urban structure.
Subsequently, Ewing et al. [58] combined two more dimensions, including destination
accessibility and distance to transit, with the previous model and developed the "5Ds"
model. The magnitude of land use for residence, work, and other goals is regarded as
density. Diversity relates to the level of heterogeneity of land use. The properties of the
street network and the walking environment quality are viewed as the design. Distance to
transit refers to the accessibility to public transportation facilities. Finally, the measurement
of ease of access to trip attractions is referred to as destination accessibility.
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3.2. Survey and Data Collection

This present study used an online questionnaire survey in March and May 2020 to
collect data regarding the TTT of off-campus university students in Malaysia. In comparison
with paper-based questionnaires, the online option is more comfortable to complete by the
respondents, without any geographical restrictions. This advantage of the online survey
makes it a suitable instrument for studies which try to collect data in multiple locations
during times in which movements are restricted (e.g., lockdown and quarantine). The
respondents of this study were mainly from two public universities in two renowned
tertiary education cities. The universities are A and B (for the sake of the blind review
process, the case studies are removed from this manuscript). An email was sent to the
students’ email account in each university, which explained the aims of the study. Besides,
the research team included the internet address of the questionnaire in the email. A
reminder email was also sent to the students every two weeks to increase the response rate
and balance the sample size.

The questionnaire comprised three main sections. The initial section examined the
respondents’ sociodemographic and household characteristics. The second part involved
some questions regarding current residential location and the usual travel mode to the
campus. The third part asked students to recall their living environment during two
periods of age, namely 7–13 and 14–18. This part also assessed the attitudes of respondents
towards their living environment during the mentioned age periods in the form of Likert
scale measurement. Once the questionnaire was designed, the research team sent a full
version of the questionnaire to a panel of experts, which included urban planners and
transport planners. The panel was urged to give their feedback regarding the suitability and
communicability of the questionnaire. Likewise, the panel was deemed fit to modify, add,
or remove any item from the questionnaire. Minor changes were made to the questionnaire
as a result of the experts’ consultation. For instance, the time and distance scales for TTT
and tolerable travel distance have become finer to avoid difficulties from the extremely
large discretization of travel distance and TT.

Following the panel review, the research team conducted a pilot survey and collected
33 completed questionnaires. The research team also asked the respondents to express
any difficulties or incommunicability they found in filling the questionnaire. This pilot
survey resulted in some changes in the questionnaire. The main change was made to
the age scale. Before the pilot study, the attitudes of the students towards their living
environment were supposed to be assessed using three age periods, which are 1–6, 7–13,
and 14–18. However, the respondents’ feedback indicated that it was difficult for them to
recall their living environment during the age period of 1–6. Besides, the primary analysis
result also showed that responses related to this age range were inconsistent. Thus, the
age period of 1–6 was removed from the age scale for all survey items, except the question
which asked the respondents to indicate the type of settlement (city, village, and suburb)
in which they have lived. Age scale of this question has not been changed because it was
easy for the respondents to recall general rather than specific characteristics of the living
environment. Consequently, the final version of the questionnaire included 49 questions.
The questionnaire items that were utilized in this present research are presented in Table 1.

3.3. Analysis Approaches and Techniques

Multiple traditional statistical methods, including the multinomial logit, binary logit,
and mixed logit models were frequently employed in studies related to transport for
analyzing predictors of the university students’ travel behaviors, particularly their mode
choice [59–62]. The data related to travel behaviors are generally bulky and complicated,
which makes the use of regression models challenging for studying predictors of the travel
behaviors and patterns. These models typically assume that the associations between
the variables are linear and consider the data without outliers [63–65]. However, these
assumptions are hardly adequate for travel behavior data. Another daunting task, which
can occur in regression models, is using the cross-product terms for distinguishing the
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predictors because of interaction that happens in complicated configurations [66]. Moreover,
according to Karlaftis and Golias [67] and Yan, Richards, and Su [66], regression models
are often unable to efficiently handle differing categorical variables.

Table 1. Variables employed in this study.

Variable Description Value

Sociodemographic and household characteristics

AGE Respondent’s age (1) 19–24; (2) 25–30; (3) 31–36; (4) 37–42; (5) 43–48; (6) more
than 48

GEN Respondent’s gender (1) male; (2) female

EDU Highest education level of respondent (1) primary; (2) secondary; (3) diploma; (4) bachelor’s
degree; (5) master’s degree; (6) doctorate degree

HHCO Count of household members 1–9
CHCO Number of children in household 0–4

INC Household income

(1) less than MYR 1000; (2) between MYR 1000 and MYR
2000; (3) between MYR 2000 and MYR 3000; (4) between

MYR 3000 and MYR 6000; (5) between MYR 6000 and MYR
13,000: (6) more than MYR 13,000

RACE Respondent’s race (1) Malay; (2) Chinese; (3) Indian; (4) foreigner
PRVE Vehicle ownership (1) yes; (2) no
VECO Count of household vehicles 0–7

Residential and travel mode characteristics

NETYCH Description of the neighborhood in terms
of type and characteristic

(1) residential only; (2) residential with some commercial
buildings; (3) residential with some industrial facilities; (4) a
commercial area with some residential; (5) an industrial area
with some residential; (6) mixed residential and commercial

REHOMELOC Top first reason for choosing current
home location

(1) Cost/price of home; (2) home size and characteristics;
(3) neighborhood characteristics; (4) home or lot size; (5)

school district/system; (6) convenient for work; (7)
convenient for school; (8) convenient for retail (shopping,

entertainment, restaurants); (9) close to friends and family;
(10) close to public transportation; (11) close to scenic
locations (beach, lake, golf courses); (12) less traffic to

school; (13) no other choices apply

UTMS Usual travel mode to campus
(1) Private car; (2) private motorcycle; (3) public

transportation; (4) walking/cycling; (5) metered taxi; (6)
ride-sourcing

DISSC Distance from home to campus (1) 0–10 km; (2) 11–20 km; (3) 21–30 km; (4) 31–40 km;
(5) 41–50 km; (6) 51–60 km; (7) more than 60 km

ADISSC Acceptable distance from home to
campus

(1) 0–10 km; (2) 11–20 km; (3) 21–30 km; (4) 31–40 km;
(5) 41–50 km; (6) 51–60 km; (7) more than 60 km

Living environment during childhood and adolescence

KSETTLE Settlement type during the age periods of
1–6, 7–13, and 14–18 (1) city; (2) village; (3) suburb

PCIVILRS Perception towards the size of settlement
during the age periods of 7–13 and 14–18 (1) very small; (2) small; (3) medium; (4) large; (5) very large

TPHOUSE Type of house during the age periods of
7–13 and 14–18

(1) bungalow; (2) detached/semi-detached; (3) shop houses;
(4) flat (non-gated); (5) apartment (gated); (6) condominium

(high rises)

Living environment during childhood and adolescence—density

1DENSITY
The neighborhood I lived in had many
shop lots in the age ranges of 7–13 and

14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

2DENSITY The neighborhood I lived in had many
offices in the age ranges of 7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree
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Table 1. Cont.

Variable Description Value

3DENSITY
The neighborhood I lived in had many

residential buildings in the age ranges of
7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

4DENSITY
The neighborhood I lived in had many

entertainment facilities in the age ranges
of 7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

5DENSITY
The neighborhood I lived in had many
industrial facilities in the age ranges of

7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

6DENSITY
The neighborhood I lived in had some
schools in the age ranges of 7–13 and

14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

Living environment during childhood and adolescence—diversity

1DIVERSITY My house was close to the shops in the
age ranges of 7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

2DIVERSITY My house was close to public offices in
the age ranges of 7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

3DIVERSITY
My house was close to entertainment
facilities in the age ranges of 7–13 and

14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

4DIVERSITY
My house was close to other residential
buildings in the age ranges of 7–13 and

14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

5DIVERSITY
The school I attended was within

walking distance of my house in the age
ranges of 7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

Living environment during childhood and adolescence—design

1DESIGN
The neighborhood I lived in had large

block sizes in the age ranges of 7–13 and
14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

2DESIGN
The neighborhood I lived in had many
intersections in the age ranges of 7–13

and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

3DESIGN
The neighborhood I lived in had a full

sidewalk coverage along the street in the
age ranges of 7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

4DESIGN

The neighborhood I lived in had many
buildings that were set back from the

sidewalks with an appropriate distance
(there was a good distance between

buildings and the sidewalks) in the age
ranges of 7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

5DESIGN
The neighborhood I lived in had wide

sidewalks in the age ranges of 7–13 and
14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

6DESIGN
The neighborhood I lived in had several
pedestrian crossings in the age ranges of

7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

7DESIGN
The neighborhood I lived in had many

trees and landscapes in the age ranges of
7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

8DESIGN

The neighborhood I lived in had many
pedestrian-related facilities (e.g., water

fountains and benches) in the age ranges
of 7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree
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Table 1. Cont.

Variable Description Value

Living environment during childhood and adolescence—destination accessibility

1ACCESSIBILITY
In the neighborhood I lived in, it was

easy for me to access local stores in the
age ranges of 7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

2ACCESSIBILITY
In the neighborhood I lived in, it was

easy for me to access business districts in
the age ranges of 7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

3ACCESSIBILITY

In the neighborhood I lived in, it was
easy for me to access the

primary/secondary school in the age
ranges of 7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

4ACCESSIBILITY
In the neighborhood I lived in, it was easy
for me to access the recreation facilities in

the age ranges of 7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

Living environment during childhood and adolescence—distance to transit

1DISTANCETOTRAN
In the neighborhood I lived in, my house

was close to the bus stops in the age
ranges of 7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

2DISTANCETOTRAN
In the neighborhood I lived in, my house

was close to the taxi stops in the age
ranges of 7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

3DISTANCETOTRAN My school was close to the taxi/bus stops
in the age ranges of 7–13 and 14–18

(1) strongly disagree; (2) disagree; (3) neutral; (4) agree;
(5) strongly agree

Target variable

TTTTOSC Tolerable travel time to campus (1) 0–10 min; (2) 11–20 min; (3) 21–30 min; (4) 31–40 min;
(5) 41–50 min; (6) 51–60 min; (7) more than 60 min

To remedy the above shortcomings of regression models, this study employed non-
parametric and machine learning (ML) techniques. These techniques refer to a procedure
that makes use of preprocessing, input selection, and extraction and classification processes.
The body of literature suggested that ML techniques such as Bayesian network (BN) are free
of assumptions of variable distributions; thus, possessing prior probabilistic knowledge
on university students’ travel behavior and their TTT is not needed. The ML techniques
are also effective in dealing with outliers and many categorical variables. Finally, these
techniques efficiently extract knowledge from massive data [68–73]. Pearson chi-square
test and BN have been successfully applied in a limited number of studies related to
transport [74]. However, to the best of the authors’ knowledge, no study has employed
both Pearson chi-square test and BN in the study of the university students’ travel behaviors
and their TTT.

This present study used a two-step approach to analyze the data collected. The first
step was to examine the association between the input variables and the target variable
through Pearson chi-square tests. The variables with a value greater than 0.75 were selected
as the most associated variables with the target variable and were selected to be used as the
inputs of prediction models. Next, two BN models were developed to predict the university
students’ TTT to campus. While the first model was applied to those BE variables (during
childhood and adolescence) that were selected in the input selection step, the second model
was applied to all selected variables. Figure 2 shows the study process and framework.
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Figure 2. The framework of this study.

3.4. Bayesian Network Model

BN is a probabilistic network model that employs the probability theory and the
graph system concurrently. The theory behind the BN analysis is the Bayesian probability.
The analysis employs joint distributions and preceding distributions of each variable
to measure a subsequent distribution for each variable of concern. Two principal parts
of BN are probabilistic and graphical structures. A graph K = (H, L) is defined by a
collection of nodes H = {H1, . . . , Hp} and a collection of edges L ⊆ H × H. In a BN, the
nodes H denote the variables, and the edges L signify the directed arrows, showing the
conditional dependencies amongst these variables. Equation (1) manifests the probabilistic
relationships between the nodes defined by a function of joint probability density F(H).

F(H1, . . . , Hk) =
k

∏
i=1

F(Vi|Parent(Hi)). (1)

The conditional probability tables reflect the aforementioned joint likelihood density
function, developing the probabilistic BN composition. The BN graphical arrangement
necessity possesses an acyclic character. In particular, a BN follows a directed acyclic graph
formation. To be precise, there must not be any edge redirecting, including Hi → . . .→ Hi
for any Hi and H. The edges reveal the mathematical dependencies among the nodes;
however, the edge direction may not inevitably indicate a causality association. Between a
pair of nodes linked together by an edge, the preceding and following nodes are named
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parent and child, subsequently. To build the Bayesian networks, this study utilized the
Markov blanket, which finds all the variables in the network that are essential to forecast
the target variable. A simple structure of BN based on directed acyclic graph formation is
shown in Figure 3.

Figure 3. Simple BN network.

Generally, travel behavior datasets contain various parameters, and each parameter
may have diverse classes. Besides, when new knowledge is accessible or needed, these
datasets may remain constantly updated. Moreover, it is very common that travel behavior
datasets are incomplete or possess missing values. Several studies acknowledged that
the BN technique can deal with variables with various classes and undersampling data
efficiently. Additionally, this technique can handle data that are deficient, fallacious, or
dubious [75–77]. According to Tareeq and Inamura [78], the BN technique was considered
proper to learn changeable behaviors (including the TTT under review) because it can
effectively improve its network following the data specified or inserted into it.

The BN works excellently with a limited number of candidate variables [79]; thus, the
Pearson chi-square tests were employed to reduce data dimensionality and select only the
most relevant inputs. Pearson chi-square test is a non-parametric statistical test which is
applied to sets of categorical data to assess how probable it was that any observed variation
between the sets occurred by chance. This test is suitable for feature selection when the
target variables of some inputs are categorical. Equation (2) shows the mathematical
formulation of the Pearson chi-square test.

χ2 = ∑
(Ar − Ae)

2

Ae
(2)

where the Ar and Ae are the real and expected frequencies of categories.

4. Results

This present study created a dataset that included 758 university students’ travel
data from two public universities in Malaysia. The dataset contains only the off-campus
participants. As previously mentioned, this study aims to predict the tolerable travel time of
the university students to the campus considering their past built environment experiences.
On the TTT frequencies, 68.35% of students were tolerant, 3.69% were moderately tolerant,
18.99% were highly tolerant, and 8.97% were extensively tolerant. The age range of the
majority of students was 19–24 (73.88%). This overrepresentation was believed to have
stemmed from the fact that younger students were more capable of and interested in
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participating in an online survey. Moreover, the older students might be involved in some
family matters or might have had less free time, and thus, had much less time for filling in
the online questionnaire. The study trends can be extrapolated to other university students
because of the size and variety of this study. The sociodemographic characteristics and
respondents’ profiles are presented in Appendix A.

4.1. Input Selection

The associations of 74 input variables with the target variable (TTT to campus) were
tested through the Pearson chi-square tests. This present study selected those variables
with the value of 0.75 and above as the most associated and important inputs for predicting
the students’ TTT to campus. Thus, 38 input variables were selected (Table 2). Furthermore,
these variables will be used to develop two predictive BN models. Among the total
variables, distance from home to campus (DISSC) was the most important variable, while
for variables of BE during the childhood and adolescence of students, the ease of access
to the primary/secondary school in the age range of 7–13 (3ACCESSIBILITY713) was the
most important variable and was followed by the ease of access to local stores in the same
age period (1ACCESSIBILITY713).

Table 2. Input variables selected by the Pearson chi-square tests.

Rank Variable Value Rank Variable Value

1 DISSC 1.00 20 2DISTANCETOTRAN713 0.91
2 3ACCESSIBILITY713 1.00 21 HHCO 0.90
3 1ACCESSIBILITY713 0.99 22 1DIVERSITY713 0.89
4 4DIVERSITY713 0.99 23 PRVE 0.87
5 RACE 0.98 24 5DESIGN1418 0.87
6 7DESIGN713 0.98 25 4DIVERSITY1418 0.86
7 UTMWS 0.98 26 7DESIGN1418 0.85
8 3ACCESSIBILITY1418 0.98 27 4DENSITY713 0.85
9 3DENSITY1418 0.98 28 2DIVERSITY1418 0.85

10 3DENSITY713 0.98 29 KSETTLE16 0.85
11 1DIVERSITY1418 0.97 30 5DESIGN713 0.84
12 AGE 0.96 31 4ACCESSIBILITY713 0.81
13 6DESIGN713 0.94 32 UTMTOSC1418 0.81
14 GEN 0.94 33 UTMTOSC713 0.80
15 2DISTANCETOTRAN1418 0.93 34 1ACCESSIBILITY1418 0.80
16 4ACCESSIBILITY1418 0.93 35 REHOMLOC 0.79
17 6DENSITY713 0.93 36 KSETTLE1418 0.79
18 TPHOUSE713 0.92 37 2DIVERSITY713 0.78
19 6DENSITY1418 0.91 38 EDU 0.77

4.2. BN#1 Model Focusing on BE Attributes

The first BN model was developed using 27 BE variables that were chosen in the
previous step. This model selected the 10 most important variables to predict the TTT of
university students to campus. The training accuracy of this model was 97.47%. The BN#1
structure is presented in Figure 4. This diagram includes 11 variables, 10 predictors, and
1 target variable. The importance of each predictor is shown in Figure 5. As evidently
shown, the availability of residential buildings in the neighborhood that respondents lived
in, within the age period of 14–18, was the most critical predictor. This predictor was
followed by the proximity of the house to shops in the age range of 14–18. The least
essential predictor was the type of settlement in the age period of 14–18. As analytically
revealed, settlement type in the age range of 1–6 was more critical than 14–18. From the age
group perspective, settlement type was the only factor that was assessed by this study for
the age range of 1–6. This predictor was selected as an essential predictor by the BN. For
the age range of 7–13, four predictors were the most important, which are: (1) availability
of residential buildings in the neighborhood, (2) availability of schools in the neighborhood,
(3) availability of entertainment facilities in the neighborhood, and (4) proximity of the
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house to shops. For the age range of 14–18, four predictors were the most important, which
are: (1) availability of residential buildings in the neighborhood, (2) availability of schools
in the neighborhood, (3) proximity of the house to shops, and (4) settlement type.

Figure 4. BN diagram to predict the TTT of university students to campus considering only the
effects of BE variables.

Figure 5. Importance of 14 variables to predict the TTT of students to campus considering only the
BE features.

The BN#1 identified 76 conditional probabilities for each category of TTT, except TTT
of 21–30 min. No TTT of 21–30 min was predicted by BN#1. To simplify the interpretation
of the probabilities, only high probable TTTs (probability ≥ 0.75) were reported for each
category. The most frequent and influential value of each predictor that predicted each TTT
is presented in Table 3.
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Table 3. Conditional probabilities of high probable TTTs to campus derived from BN#1.

Variable/Value
Frequency (%)

0–10 11–20 31–40 41–50 51–60 More than 60

TPHOUSE713

1 10.3 40.7 0 16.7 40.0 40
2 75.9 33.3 50 50.0 60.0 60
3 0 0 0 0 0
4 3.4 14.8 0 33.3 0 0
5 10.3 11.1 50 0 0 0

3DENSITY713

1 10.3 7.4 0 0 40.0 20.0
2 10.3 7.4 0 16.7 40.0 20.0
3 37.9 14.8 0 33.3 0 0
4 31.0 37.0 100 50.0 20.0 0
5 10.3 33.3 0 0 0 60.0

3DENSITY1418

1 10.3 7.4 0 0 20 20
2 6.9 11.1 0 0 60 0
3 27.6 11.1 0 33.3 0 0
4 41.4 44.4 100 66.7 0 20
5 13.8 25.9 0 0 20.0 60

4DENSITY713

1 13.8 18.5 0 16.7 0 0
2 44.8 25.9 0 83.3 40.0 60.0
3 31.0 25.9 50 0 20.0 40.0
4 10.3 29.6 50 0 40.0 0
5 0 0 0 0 0 0

6DENSITY713

1 0 0 0 16.7 0
2 6.9 3.7 50 16.7 20.0 20.0
3 20.7 22.2 50 0 0 0
4 62.1 40.7 0 66.7 40.0 40.0
5 10.3 33.3 0 0 40.0 40.0

6DENSITY1418

1 0 0 50 16.7 0 0
2 6.9 3.7 0 16.7 20.0 20.0
3 17.2 18.5 50 0 0 0
4 62.1 51.9 0 50 40.0 40.0
5 13.8 25.9 0 16.7 40.0 40.0

1DIVERSITY713

1 0 3.7 0 0 0 40.0
2 13.8 14.8 0 33.3 0 0
3 17.2 14.8 50 33.3 20.0 0
4 55.2 48.1 50 33.3 40.0 40.0
5 13.8 18.5 0 0 40.0 20.0

1DIVERSITY1418

1 0 1 0 0 0 40.0
2 17.2 11.1 0 16.7 0 0
3 13.8 11.1 0 16.7 20.0 0
4 55.2 63.0 100 50.0 60.0 40.0
5 13.8 14.8 0 16.7 20.0 20.0
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Figure 6 summarizes the TTTs according to important variables identified by BN#1.
This study also calculated the p-value to identify those BE variables that may cause a
significant difference in TTTs. Based on the calculations, the significant difference in TTTs
was found only in 1DIVERSITY1418 (p-value = 0.011). This means that attitudes of students
regarding the availability of shops near their houses during the ages of 14–18 resulted in a
significant difference in TTT to campus. Figure 6 shows that students who had shops near
their house tended to choose shorter TTTs.
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4.3. BN#2 Model Considering the Control Variables and BE Variables

The second BN model was developed using 38 variables. These variables included per-
sonal characteristics of the respondents, their household characteristics, variables related to
the residential location, and travel mode choice. Eventually, the BN#2 selected 10 predictors
as the most important and built the diagram based on these predictors (Figures 7 and 8).
The training accuracy of this model was 81.01%. Apparently, among the BE variables,
settlement type during the age periods of 1–6 and 14–18, as well as residential/house type
during the age period of 7–13 were selected as the most important. Among the controlled
variables, age, education level, race, usual travel mode to campus, and distance to campus
were chosen as the most important.

Figure 7. BN#2 diagram to predict the TTT of university students to campus considering the effects
of control variables and the BE variables.

The BN#2 identified 53 conditional probabilities for each category of TTT, except TTT
of 21–30 min. No TTT of 21–30 min was predicted by BN#2. To simplify the interpretation
of the probabilities, only high probable TTTs (probability ≥ 0.75) were reported for each
category. The most frequent and influential value of each predictor for predicting each TTT
is presented in Table 4.

A summary of TTTs by important control variables is presented in Figure 9. This
study assessed whether any significant difference among TTTs exists regarding race, gen-
der, education level, usual travel mode to campus, and distance to campus. Calculations
obtained showed that differences in age and distance to campus significantly resulted
in different TTTs (p-value = 0.008 and 0.000, respectively). The results indicated that the
majority of younger students prefer to choose shorter TTTs. On the other hand, older
students were inclined to select longer TTTs, such as 41–50 min. While the majority of stu-
dents who lived closer to their school chose shorter TTTs, the students who lived far from
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the school (more than 51 km) selected longer TTTs (more than 60 min). Figure 10 shows
principal reasons for selecting the current houses by university students which provide a
deeper insight into the factors that influenced university students’ residential choices.

Figure 8. Importance of variables to predict the TTT of students to campus considering the effects of
control variables and BE variables.

Table 4. Conditional probabilities of high probable TTTs to campus derived from BN#2.

Variable/Value
Frequency (%)

0–10 11–20 31–40 41–50 51–60 More than 60

AGE

1 78.3 53.3 100 100 50.0 100
2 8.7 20.0 0 0 50.0 0
3 13.0 26.7 0 0 0 0
4 0 0 0 0 0 0
5 0 0 0 0 0 0
6 0 0 0 0 0 0

EDU

1 0 0 0 0 0 0
2 8.7 6.7 33.3 0 0 0
3 8.7 0 33.3 0 0 0
4 69.6 66.7 33.3 100.0 100.0 100.0
5 0 0 0 0 0 0
6 13 26.7 0 0 0 0

RACE

1 52.2 53.3 66.7 0 0 75.0
2 30.4 26.7 33.3 33.3 0 25.0
3 4.3 0 0 33.3 100.0 0
4 13.0 20.0 0 33.3 0 0
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Table 4. Cont.

Variable/Value
Frequency (%)

0–10 11–20 31–40 41–50 51–60 More than 60

UTMS

1 52.2 53.3 66.7 100.0 100.0 50.0
2 26.1 0 0 0 0 0
3 13.0 20.0 33.3 0 0 50.0
4 8.7 26.7 0 0 0 0
5 0 0 0 0 0 0
6 0 0 0 0 0 0

DISSC

1 87.0 33.3 0 0 0 0
2 13.0 46.7 33.3 66.7 50.0 50.0
3 0 0 0 0 0 0
4 0 0 66.7 33.3 50.0 0
5 0 0 0 0 0 0
6 0 0 0 0 0 0
7 0 20.0 0 0 0 50.0

KSETTLE16

1 39.1 66.7 100.0 0 50.0 25.0
2 39.1 13.3 0 66.7 0 25.0
3 21.7 20.0 0 33.3 50.0 50.0

KSETTLE1418

1 56.5 60.0 100.0 0 100.0 25.0
2 34.8 13.3 0 33.3 0 50.0
3 8.7 26.7 0 66.7 0 25.0

TPHOUSE713

1 8.7 40.0 0 0 0 25.0
2 78.3 26.7 66.7 33.3 100.0 75.0
3 0 0 0 0 0 0
4 4.3 13.3 0 66.7 0 0
5 8.7 20.0 33.3 0 0 0
6 0 0 0 0 0 0
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Figure 9. Histograms of TTT to campus by important control predictors of BN#2.

Figure 10. Top reasons to choose the residential location by the university students.



Sustainability 2022, 14, 325 19 of 26

5. Discussion

Cumulatively, 68.33% of university students possessed TTT below 20 min to campus.
This finding is in line with those of previous studies that revealed that ideal travel times
below 20 min to different destinations were desirable for most of their respondents [80–82].
On the other hand, TTT found in this study differ from those described in He, Zhao, and
He [30], Milakis and Van Wee [83], and Ye et al. [84], which showed that their participants’
ideal commute time was mostly above 20 min. The possible reason for this contradiction
could be the differences between the travel behavior and pattern of university students and
other people [20,21].

The BE variables selected by the BN#1 model as the most important indicated that
all variables related to the size, type, and composition of BEs may influence the TTT of
university students to campus. These variables included those related to the settlement type,
neighborhood density and diversity, and residential type. Till date, literature has confirmed
the importance of current neighborhood attributes related to density and diversity in
establishing the current travel behavior of commuters [85–88]. However, the results of this
study are an immense and creative contribution to the body of literature that confirms that
the past living environment experience of students in a diverse BE can affect their future
travel behavior, particularly their TTT.

The first and second BN models showed that three BE attributes, including settlement
type during the age period of 1–6, settlement type during the age period of 14–18, and
apartment/house type during the age period of 7–13, are among the most influential
factors of university students’ TTT to campus. By retaining these large-scale BE variables
in the BN#2, it can be indicatively explained that size and type attributes of BE may have
more impact on the TTT of university students compared to the composition attributes.
Moreover, the Pearson correlation tests did not find significant relationships between house
type during the age period of 14–18 and the settlement type through the age period of 7–13
and TTT. However, this does not mean that the settlement and house type within these age
periods do not influence the TTT of university students. Again, these variables may have
less impact compared to peers of other age periods. These findings are unique in the sense
that they provide insights into the importance of the role of built environment experiences
during childhood and adolescence for analyzing university students’ travel behavior. In
addition, to the authors of this study’s best knowledge, this is the first time that the impact
of these kinds of experiences on university students’ TTT to campus has been examined.

The BN#2 model did not adopt the BE variables related to diversity and density (which
were selected as important variables by BN#1 model), to predict the TTT of university
students to campus in the presence of control variables. This implies that a combination of
sociodemographic attributes, trip characteristics, and non-composition BE attributes are
more efficient variable sets for TTT forecasting of university students to campus. A possible
explanation for this may emerge from the ability of people to recall larger characteristics of
their living environment during their childhood and adolescence. Indeed, it is quite easy
for people to remember the type of house and settlement in which they once lived.

The importance of BE variables for predicting the TTTs varied by age period. For
example, for settlement type, the age periods of 1–6 and 14–18 were important while the
age period of 7–13 was not. However, it is necessary to remark that this conclusion does
not suggest that settlement type in the age period of 7–13 was not important at all but
that it was less significant than other age periods for predicting the TTT of university
students to campus. For those variables that were important in both the age periods of
7–13 and 14–18 (1DIVERSITY, 6DENSITY, and 3DENSITY), it could be argued that these
variables would play a significant role in developing the future students’ travel behavior
and constantly affected the development of their travel habits and preferences. Arguably,
availability of shops near the respondents’ past houses and availability of residential
buildings, entertainment facilities, and schools in the respondents’ past neighborhoods
may influence other future travel behaviors of people.
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With regards to the controlled variables, race, age, and education level of students
were selected as the critical sociodemographic variables to predict the TTT of university
students to campus. Additionally, this present study identified the usual travel mode and
distance of the school from home as important predictors of TTT of university students.
However, no previous studies have assessed the impacts of such variables on TTT of
university students. He, Zhao, and He [30] found the significant impacts of age, education
level, and travel mode on tolerance threshold of commuting time of the general population
to be important variables. Besides, the contribution of sociodemographic factors and travel
mode to the TTT of the general population was confirmed in Páez and Whalen [89] and
Redmond and Mokhtarian [90].

It was evidently shown that younger students tend to select shorter TTTs to campus.
One important reason for this issue is that most survey participants (73.88%) belonged
to the age cluster of 19–24 years. This is also in line with the fact that most UM and
UTM students are in this age spectrum. Generally, younger students possess a weaker
socioeconomic status compared to their older peers. They cannot buy a car and mostly
use other active travel modes [91,92]. However, in this study, a majority of the students
(73.62%) used private vehicles (car and motorcycle) to travel to campus. This result may be
rooted in the high rate of vehicle ownership in Malaysia [93]. At the same time, 7.65% of the
students adopted walking and cycling to campus, and their TTTs were 0–10 and 11–20 min.
This finding was different from that of Milakis, Cervero, Van Wee, and Maat [23], Milakis
and Van Wee [83], and Le et al. [94], that declared that people who walk or cycle had longer
ATT than car users. On the other hand, the findings of this study regarding the lower TTTs
of car users were in line with the same findings in the literature [23,83,94].

The analytical findings showed that most students who lived closer to the university
experienced a shorter TTT. As explained earlier, most respondents were in the age range
of 19–24. In Malaysia, many young students study at universities that are far from their
hometowns. Besides, the majority of young students in public universities come from
families with low socioeconomic status. Thus, these young students cannot afford to buy a
house due to its high price, and they consider travel costs and choose to rent homes close
to their campuses.

Certain implications for transport researchers and policy makers may be made from
this present study. Findings presented in this study showed that the majority of university
students had tendencies to experience shorter TTT to campus. Shorter TTTs may lead
students to live in residential areas that are close to their campuses. This proximity of
housing to the university may be a good opportunity for decision makers to implement
sustainable transport solutions and provide sufficient facilities which could encourage
students to use the active transport to campuses, such as sidewalks, bike paths, and bus
stops. On the other hand, longer TTTs may lead students to live in housing in suburbs.
Consequently, the students have to possess cars or motorcycles for travelling between the
campus and residential areas if sufficient public transports are not available. Thus, the uni-
versity decision makers should consider provision of a sufficient number of cheap housing
units near the university campuses to decrease the need for using the private vehicles.

The findings of this present study also indicate that there is substantial homogeneity
in the intrinsic preference for different TTTs and past BE experiences may create reference
points for future travel behaviors and TTT of individuals. The findings also confirmed the
undeniable intervention of BE in people’s travel behaviors. Although using these factors
for predicting future travel behaviors is still in its early stages, thus, urban and transport
planners should include retrospective questions in their surveys to produce more accurate
forecasts. Besides, researchers and policymakers should use longitudinal BE data and track
the changes of BE over time and examine possible effects of these changes on individuals’
future travel behaviors.
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Limitations

In this present study, reference should be made to several limitations. First, university
students may not represent the travel behavior of the general population in Malaysia. Thus,
future studies can apply the same approach to different population groups to identify the
impacts of the BE experiences during childhood or adolescence on their current travel
behaviors. Second, this paper did not capture the TTTs of university students for leisure
and shopping trips. Third, the study oversampled participants that have accessed the
internet during the lockdown of COVID-19. The fourth constraining point of this study is
that our study utilized self-report data. Trip observations may complement the self-report
data in future investigations. This study obtained acceptable precision for BN models.
However, larger datasets can be employed by further investigations to achieve greater
accuracy. Fifthly, the participants of this survey were university students in Malaysia.
However, in this country, the rate of vehicle ownership is very high. In addition, the
overall condition of infrastructure supporting active transportation is poor. Therefore, the
results of this study should be applied with caution to developed countries. Sixthly, this
study considered a wide range of BE and sociodemographic factors; however, variables
related to perceptions and habits were not included in this study. Thus, future studies can
design surveys that include more variables to predict the TTT. Finally, the authors did not
assess the BE experiences during the ages of 1-6 because it was challenging for students to
remember the BE experiences. Thus, future studies can also include parents in their survey
and ask them about the BE conditions when their child was 1–6 years old.

6. Conclusions

This present study used the Pearson chi-square technique and Bayesian network
analysis to: (1) determine the most probable TTT of the off-campus university students
to the campus; (2) investigate the association between off-campus university students’
TTT to the campus and BE experiences during their childhood and teenage years; and
(3) investigate the association between sociodemographic, household, residential, and
travel mode characteristics of the off-campus university students’ TTT to the campus.

A retrospective approach was adopted, which considered BE variables in the childhood
and adolescent age periods to accompany sociodemographic, household characteristics,
and current travel mode choice and residential location. The Pearson chi-square analysis
identified 34 variables out of 74 candidate inputs. These variables were involved as
predictors of the target (i.e., university students’ TTT to campus) in BN analysis. Two BN
models, including BN#1 and BN#2, were developed. The BN#1 applied only on BE variables.
By developing this model, the availability of residential buildings in the neighborhoods
that respondents lived in, during the age period of 14–18, was shown to be the most critical
predictor of TTT of university students to campus. BN#2 was applied on all 34 variables.
By running this second model, distance to campus was chosen as the most important. BE
variables, including settlement type during the age period of 1–6 and 14–18 and house type
in the age period of 7–13, were also identified as the most significant factors.

It is a challenging task to obtain information regarding the past living environment
of university students and predict their future travel behavior based on these experiences.
However, the results of this study can be instructive for urban and transport planners in
the sense that built environment attributes can play an essential role during the whole
life-course and the development of travel behaviors and patterns of individuals. To achieve
more sustainable commute behavior in the future, planners and designers should consider
more compact and mixed-use neighborhoods. In Malaysia, the rate of vehicle ownership is
high. While several other factors, such as weather, low price of cars, and cheap parking are
associated with this high vehicle ownership rate, advocating more sustainable behaviors
may help the youths to minimize the usage of cars. Compact and dense living environments
during the early life-course of people may be a desirable setting to shape their future habits.
The authors of this study believe that the tendency of people to have shorter TTT could
emerge from their experiences of previous living environments, especially during childhood
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and adolescence. Additionally, experiencing shorter trip distances before adulthood might
mean habituation to the higher usage of alternative modes such as public transport, walking,
and cycling. During adulthood, the habits of using these modes may result in less flexibility
and prevent people from dwelling in suburbs, as well as prevention from sprawling.
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Appendix A

Table A1. Sociodemographic and household characteristics of respondents by their TTT.

Tolerability of Travel Time

Tolerate Moderate Tolerate Highly Tolerate Extensively Tolerate

N % N % N % N %

Age
19–24 392 75.7 28 100 85 59.0 55 80.9
25–30 35 6.8 14 9.7
31–36 72 13.9
37–42 19 3.7 13 19.1
43–48 25 17.4

More than 48 20 13.9
Gender

Male 295 56.9 28 100 56 38.9 41 60.3
Female 223 43.1 88 61.1 27 39.7

Education level
Primary

Secondary 44 8.5 14 50
Diploma 22 4.2

Bachelor’s degree 348 67.2 14 50 99 68.8 55 80.9
Master’s degree 13 2.5 25 17.4 13 19.1
Doctorate degree 91 17.6 20 13.9

Income
Less than MYR 1000 97 18.7 5 17.9 35 24.3 14 20.6

Between MYR 1000 and MYR 2000 58 11.2 4 14.3 20 13.9 6 8.8
Between MYR 2000 and MYR 3000 74 14.3 6 21.4 18 12.5 9 13.2
Between MYR 3000 and MYR 6000 89 17.2 4 14.3 18 12.5 11 16.2

Between MYR 6000 and MYR 13,000 145 28.0 5 17.9 41 28.5 22 32.4
More than MYR 13,000 55 10.6 4 14.3 12 8.3 6 8.8

Race
Malay 269 51.9 28 100 48 33.3 54 79.4
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Table A1. Cont.

Tolerability of Travel Time

Tolerate Moderate Tolerate Highly Tolerate Extensively Tolerate

N % N % N % N %

Chinese 173 33.4 31 21.5 14 20.6
Indian 14 2.7 45 31.3

Foreigner 62 12.0 20 13.9
Vehicle ownership

Yes 54 79.4 14 50.0 80 55.6
No 14 20.6 14 50.0 64 44.4 68 100

Vehicle count
0 9 1.7 1 3.6 2 1.4 3 4.4
1 129 24.9 6 21.4 31 21.5 14 20.6
2 145 28.0 10 35.7 44 30.6 21 30.9

>3 235 47.1 11 39.3 67 46.6 30 44.1
Number of children

0 351 67.8 17 60.7 90 62.5 47 69.1
1 71 13.7 7 25.0 28 19.4 10 14.7
2 59 11.4 3 10.7 13 9.0 6 8.8

>3 37 7.2 1 3.6 13 9.0 5 7.4
Number of people in household

1 4 0.8 1 3.6 1 0.7 2 2.9
2 42 8.1 2 7.1 12 8.3 4 5.9
3 72 13.9 4 14.3 27 18.8 10 14.7

>4 400 77.2 21 75.1 104 72.3 52 76.4
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