Article

Travel-Related Influencer Content on Instagram: How Social Media Fuels Wanderlust and How to Mitigate the Effect

Björn Asdecker

Department of Business Administration, University of Bamberg, 96045 Bamberg, Germany; bjoern.asdecker@uni-bamberg.de; Tel.: +49-951-8632521

Abstract: Tremendous efforts will be required in the coming decades to limit the harmful effects of climate change. This includes travel behavior, which not only has a significant impact on climate but also affects the perceived justice and trust necessary to manage the transition to net zero successfully. Technologies such as social media can promote behavioral change; unfortunately, also for the negative. Drawing on social comparison theory, social identity theory, and the theory of planned behavior, this study uses a PLS-SEM model to investigate if and under which circumstances exposure to travel-related content posted by professional influencers affects their followers' travel intentions. It extends previous studies by explicitly focusing on influencers that use Instagram to make a living and considers the effect of pro-environmental attitudes. On the one hand, it shows that influencers are not only responsible for their travel behavior. Their content stimulates their audiences' wanderlust through benign envy. On the other hand, the study suggests that reinforcing pro-environmental attitudes can help mitigate the negative climate effects of imitating influencer travel behavior.
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1. Introduction

The Paris Agreement was set up to limit global warming to under two degrees Celsius to keep the resulting negative effects tolerable. To achieve this goal, greenhouse gas emissions must be significantly reduced. At the heart of these considerations is the concept of the “remaining carbon budget”. Currently, global annual emissions are estimated to be 42 gigatons (Gt) of CO$_2$-equivalents (CO$_2$e). Rogelj et al. [1] argued that for a 50% chance of limiting global warming to 1.5 degrees Celsius by 2050, only 480 Gt of CO$_2$e remain. Assuming an average population of 8.2 billion between 2020 and 2050, this results in an annual budget of 1.95 tons of CO$_2$e per capita. In 2019, however, the global average annual per capita emission was 4.93 tons of CO$_2$e. With the world’s highest per capita emissions amounting to 15.5 tons of CO$_2$e, the United States is well above average, followed by Russia (12.5 tons of CO$_2$e) and China (8.1 tons of CO$_2$e) [2].

The current values exceed the justifiable level, which inevitably raises the question of how to achieve the needed reductions. One option that involves a comparatively minor intrusion into basic human needs is to critically reflect on tourism, which is estimated to contribute between 5–8% of total emissions [3–5]. In turn, since 92–95% are not due to tourism, the question is whether it is worth worrying about. While the mere contribution appears somewhat limited, there are strong arguments in favor. First, before the COVID-19 pandemic, the emissions from travel and tourism were dramatically increasing. Lenzen et al. [4] found that tourism’s global carbon footprint has increased by 15% (from 3.9 to 4.5 Gt CO$_2$e) between 2009 and 2013, four times more than previously estimated. Once COVID-19 related travel restrictions are removed, the previous growth path is expected to be quickly regained. Consequently, the problem will not get smaller in the future, but bigger.
Second, and even more importantly, it is a question of social justice. Several studies show a strong correlation between income and emissions. According to the UNEP [6], the top 1% earners emit more than twice the combined share of the poorest 50%. At the same time, lower-income populations are more vulnerable because they lack the means to protect themselves from the consequences of climate change, such as floods and droughts. This means that climate change primarily affects those who have contributed the least. In that regard, travel, particularly long-distance travel, which has the most significant carbon footprint, manifests high-income lifestyles. Gössling and Humpe [7] showed that only 11% of the world population traveled by air in 2018 and argued that 1% of the most frequent flyers account for more than half of total air travel emissions. Against this background, failure to address travel and tourism-related emissions would increase feelings of injustice, damage trust, and thus affect the necessary transition to climate neutrality.

To prevent this, tourism and travel must not be spared. The temporary disruption of the travel industry due to COVID-19 provided an idea of how lifestyle changes contribute to achieving necessary reductions. According to Le Quéré et al. [8], the restrictions on public life decreased daily global emissions by 17%. Moreover, handling the pandemic has shown a need for leadership that provides clear guidance and social norms to address the problem successfully. In that regard, politicians and celebrities come to mind. For the younger generation, so-called influencers play an increasingly important role [9]. Influencers follow a business model that, at its core, builds a supposedly close and trustworthy relationship amongst a virtual audience on social media platforms with whom they communicate and interact to spread paid advertising messages [10,11].

One of the most popular platforms with more than one billion users since 2018 is Instagram, which this study refers to [12]. To be successful, influencers must be authentic while sticking out of the masses [13], attracting attention through unique and creative content. One way to achieve this is exclusive travel, on which this article focuses. A look at the advertising budgets shows how effective professional influencers are at triggering and reinforcing needs and thus affecting consumer decisions. While advertisers spent only USD 1.78 billion on influencer marketing in 2016, this figure rose to USD 9.78 billion in 2020. By 2021, the market size will jump to USD 13.8 billion [14]. Alongside fashion and beauty, food and fitness, travel is one of the most important campaigning categories. However, traveling and showing off to their audience entails direct and indirect responsibilities.

Direct effects refer to influencers’ behavior. Gössling [15] showed that well-known personalities have a high individual carbon footprint due to frequent air travel. For example, Bill Gates’ flight activities caused more than 1600 tons of CO\textsubscript{2}e [15]. In contrast, indirect effects address the influence of someone’s behavior on others. Previous research has shown that content on social media platforms, such as Instagram, can effectively change the behavioral intentions of followers [16,17]. There is evidence that user-generated content affects booking decisions [18]. The works most closely related to this investigation are Liu et al. [19] and Latif et al. [20]. Liu et al. [19] drew on the social comparison theory (SCT) and investigated how electronic word-of-mouth by a social media friend about a positive travel experience influences Millennial consumers’ intention to visit that destination. The study used a sample of 303 Millennial Amazon Mechanical Turk workers and conducted an experiment in which they distinguished three stimuli: the travel experience (luxury vs. non-luxury travel), someone’s self-esteem (low vs. high), and the similarity of the experience sharer (similar other vs. dissimilar other). They found a significant three-way interaction effect, i.e., the intention to visit the shared destination was higher among Millennial consumers with low self-esteem when the experience was shared by a similar other and represented luxury travel. If shared by a dissimilar other, such as an influencer, the intention to visit was significantly higher if a displayed destination was perceived as luxurious, while the level of self-esteem had no effect. Besides, they found that the increase in the intention to visit a tourist destination could be explained by benign envy. However, the mediation was only significant if someone had low self-esteem, the experience was shared by a similar other, and the destination was perceived as luxurious.
Latif et al. [20] examined whether benign envy mediates the positive relationship between the exposure to travel pictures posted by social media friends and the intention to visit a tourist destination. In addition, they referred to social identity theory (SIT) and investigated a potential moderating role of online social identity. Data from 295 Facebook users from Pakistan were collected to test their research model. They found evidence for both, i.e., (1) benign envy partially mediated the relationship between the exposure to travel content and the intention to visit a tourist destination and (2) the relationship between content exposure and travel intention was stronger with higher online social identities.

This work complements these two studies by drawing on their general research model (the exposure to travel content on social media positively influences someone’s travel intention, mediated by benign envy). However, this study is the first to investigate this effect for Instagram (vs. unspecified social media [19] or Facebook [20]), influencers (vs. personal friends [19,20]), and for German (vs. American [19] or Pakistani [20]) consumers. Moreover, it is the first study to replicate the reported moderating role of online social identity. Research in social sciences is often driven by novelty and originality. Nevertheless, replication should not be neglected to ensure a robust, generalizable evidence base and allow for meta-analyses [21]. However, the purpose of this study is not only to replicate previous findings but also to provide an extension. In that regard, this research is the first to incorporate the followers’ pro-environmental attitudes. Given the positioning of the study, the overarching research questions are: Does the travel-related influencer content of Instagram influencers affect their followers’ intention to travel by themselves? If so, how can this effect on someone’s travel intention be explained?

The following section establishes the theoretical background while introducing the relevant literature and deriving the hypotheses.

2. Theoretical Background and Derivation of Hypotheses

The most important theoretical lens used in this research is the SCT described by Festinger [22]. Accordingly, people tend to reflect and compare themselves with others to reduce uncertainty through better self-evaluations. Such comparisons are widespread when there is a lack of objectively measurable criteria, when there is uncertainty about one’s abilities and opinions, and when others have similar characteristics [23]. Depending on the status of the person or group with whom someone is comparing, downward or upward social comparisons may occur. The former uses people worse off or as bad off as oneself, which, in turn, raises self-esteem and subjective well-being [24]. The latter is a comparison with someone better-off and perceived as superior [25].

SCT is complemented with SIT, put forward by Tajfel and Turner [26], which posits that people derive part of their identity from the groups they belong to. The strength of the social identity is determined by the identification with the respective group and manifests through the group’s common features, habits, and norms. Social identity can affect not only someone’s feelings but also their behavior [27].

While the SCT and the SIT form the theoretical basis for the replicative part of the research model, the extension regarding pro-environmental attitude is based on the theory of planned behavior (TPB) established by Ajzen [28]. He defined attitude as “( . . . ) the degree to which a person has a favorable or unfavorable evaluation or appraisal of the behavior in question” [28] (p. 188). According to the theory, attitudes, such as pro-environmental attitudes, affect behavioral intention and, thus, behavior.

The nature and circumstances of social comparisons, the idea of social identity on the Internet, and the influence of attitudes are used to establish a research model in the following paragraphs.

2.1. Exposure to Travel-Related Content and the Intention to Visit a Tourist Destination

Traditionally, social comparisons were mainly limited to personally-known, close people such as colleagues, friends, or family. However, the Internet and social media have multiplied the sources of comparisons [29,30]. For instance, Kerr et al. [31] and
Liu et al. [19] found upward social comparison on social networking sites, which are predominantly used to share exceptional experiences, status, professional success, and happiness. Recommendation algorithms reinforce this effect, suggesting similar content based on users’ previous behavior and preferences [32]. Verduyn et al. [30] noted that the emergence of social comparisons on social media depends on who uses the platform and how it is used, with passive users that only observe the lives of others particularly affected.

Upward social comparisons triggered by content on social media also pose enormous risks for someone’s subjective well-being. For example, a whistleblower recently reported that internal research shows that exposure to Instagram content contributes to anxiety, eating disorders, depression, and suicidal thoughts, particularly among teenage girls. Accordingly, Instagram makes “... body image issues worse for one in three teenage girls” [33]. The internal reports also noted that “social comparison is worse on Instagram” than other social media, such as Facebook or Twitter, because it focuses heavily on body and lifestyle [33]. Based on these results, it can be assumed that exposure to content triggers behavioral responses and not the other way around.

Regarding travel-related content, Latif et al. [20] showed that exposure to travel-related content posted by friends on Facebook initiates upward social comparison to influence one’s self-evaluation positively. As a result, this increases the intention to visit the destination themselves. Since influencers successfully pretend a close, authentic, and trusting relationship with their followers, it is assumed that this effect can also be observed in the studied context of Instagram. In addition, the design of Instagram promotes passive usage, which should further strengthen the effect [34,35]. That is, users are permanently induced to scroll through their Instagram feed, which provides them with a never-ending stream of new pictures, videos, and profiles relevant to their interests. Therefore, employing SCT leads to the first hypothesis:

Hypothesis H1: Exposure to travel-related content posted by influencers on Instagram increases their followers’ intention to visit a tourist destination themselves.

2.2. The Mediating Role of Benign Envy

In general, people need social connections and social media platforms satisfy those needs in a virtual environment [30]. Therefore, one might expect that the use of such platforms positively impacts someone’s subjective well-being. However, meta-analyses instead suggest an overall negative effect [36,37]. Negative consequences can be lower self-esteem, which often leads to envy. There are two types of envy: malicious envy and benign envy [38].

Malicious envy is a harmful emotion that involves the desire to deprive others of coveted possessions [39]. It refers to toxic, self-consuming, and destructive emotional impulses with the goal of deteriorating the situation of the superior other [40]. In contrast, benign envy involves no hostility. Instead, it is based on self-reflection processes on the reasons for feeling envious. As a result, the mainly negative emotion can unfold something positive by motivating and inspiring self-improvement [41]. The desire to level up can be fulfilled, for example, through consumption [39]. These positive consequences, which are the exception rather than the rule in social comparisons [30], reportedly may improve subjective well-being [42,43].

Whether someone experiences malicious or benign envy depends on perceived deservingness and controllability [40]. If the other’s superiority is perceived as undeserved, the probability of experiencing malicious envy is higher. In contrast, benign envy is experienced when the other’s superiority is perceived as deserved and the desire to level up can be controlled, i.e., the resources for improving one’s situation are available. This investigation focuses on influencers who are admired by their audience. Followers want to assimilate to the influencer and act similarly. Otherwise, they would, on the one hand, have no such audience and, on the other hand, not be considered by advertisers. Therefore, in this particular study context, benign envy is the relevant outcome of the underlying social
comparison processes that needs to be examined. In that regard, benign envy serves as an
explanatory mechanism. Travel-related content posted by influencers on Instagram inspires
followers to self-improve and helps achieve a similar lifestyle, reinforcing the followers’
wanderlust [38]. Therefore, based on the principles of SCT, it is assumed that benign envy
acts as a mediator in a way that:

**Hypothesis H2:** Benign envy positively mediates the relationship between the exposure to travel-
related content posted by influencers on Instagram and the intention to visit a tourist destination.

2.3. The Moderating Role of Online Social Identity

Making comparisons is highly dependent on the social context, i.e., the sense of
belonging to a particular group. One concept that describes social affiliation on the Internet
is online social identity, which adapts the SIT [26,44] to the context of online communities.
It can be defined as the part of one’s identity that “( . . . ) is derived from knowledge of
his or her membership in an online social group (or groups) together with the value and
emotional significance attached to that membership” [45] (p. 1763). In this study, online
social identity refers to the Instagram membership with which one can identify, similar to
belonging to a group of supporters of a sports club. Being an Instagram member reflects
a particular lifestyle and norms, such as the constant search for the next photo motif,
extraordinary poses, filters, and the permanent drive for self-affirmation. Pegg et al. [46]
showed that exposure to alcohol-related content positively influences alcohol consumption
among adolescents, but only for those with a high online social identity. Latif et al. [20]
found that online social identity moderates the positive relationship between the exposure
to travel-related content posted by family and friends on Facebook and the intention to visit
a tourist destination. The relationship was stronger when someone’s online social identity
was higher. In this study, online social identity reflects the sense of belonging to Instagram.
The more one feels connected to the social media platform and the more important and
highly valued the membership, the greater the online social identity. Based on SIT and the
results of the available research, it is therefore postulated:

**Hypothesis H3:** The user’s online social identity moderates the positive relationship between the
exposure to travel-related content posted by influencers on Instagram and the intention to visit a
tourist destination. It is stronger with a higher online social identity.

2.4. The Moderating Mediation Role of Pro-Environmental Attitude

The question of why people travel has received constant interest within tourism
research. In general, motivational processes are grounded in both internal motives (e.g.,
values and emotions) and external motives (e.g., recognition and rewards). In one of the
first studies in the travel context, Dann [47] identified anomie and ego-enhancement as two
basic motivational factors. The former suggests that living in an anomie society fosters a
desire for social interaction. This need must be satisfied while traveling since it is practically
nonexistent at home due to normlessness and the lack of belonging. Crompton [48]
conducted 39 qualitative interviews to identify seven psychological needs (escape from a
perceived mundane environment, exploration and evaluation of self, relaxation, prestige,
regression, enhancement of kinship relationships, facilitation of social interaction) and
two cultural needs (novelty, education) that motivate travel. In a similar attempt, Iso-
Ahola [49] highlighted the relevance of two fundamental motivational forces that are
desired psychological outcomes: (1) escaping and (2) seeking, with both having a personal
and an interpersonal dimension. Later on, in an attempt to measure tourist motivation,
Fodness [50] used factor analysis to present five factors that influence travel motivation,
namely, (1) the search for knowledge in the world, (2) punishment minimization, (3) reward
maximization, (4) self-esteem, and (5) ego-enhancement. While these motives have been
successfully used to explain travel behavior for decades, it seems necessary to also consider
envy triggered by shared travel experiences on the Internet in the age of social media.
that regard, Liu et al. [19] and Latif et al. [20] provided strong evidence that the intention to travel is motivated by benign envy.

We expand on this position by arguing that traveling must be perceived as a desirable outcome for the effect to unfold. While this used to be relatively uncontroversial, in recent years, a societal debate has been established about how travel can be justified in times of climate change. One manifest of this development is ‘flygskam’, the Swedish word for flight shame, coined by a Swedish musician in 2017 to describe the motivation to travel less by air due to its environmental impact [51]. According to the TPB, changes in attitudes may affect actual behavior [28]. Previous TPB-based research strongly suggests that people who are more concerned about the environment are more likely to engage in environmentally friendly activities [52–54]. Drawing on the TPB in combination with the SCT, this work, therefore, argues that someone’s pro-environmental attitude regulates the underlying social comparison and thereby reduces the influence of benign envy as a motivating factor for travel.

At the same time, pro-environmental attitude is not assumed to have a general influence on the intention to travel. As the preceding remarks show, travel motives vary widely and are—at best—only partially influenced by pro-environmental attitudes. For example, suppose someone has a strong inherent interest in expanding their knowledge of the world. In that case, it seems plausible that even a pro-environmental attitude will not prevent them from traveling. This is further supported by looking at the younger generations that protest climate change but continue to travel extensively despite their awareness of the environmental consequences. Carty [55] noted that the travel activities of generation Z could even surpass those of millennials. According to the WYSE Travel Confederation [56], young people have undertaken significantly more long-haul trips in recent years. They estimate that youth travel accounted for 23% of all international arrivals in 2017, equivalent to 304 million trips. The work of Alcock et al. [57] highlighted that pro-environmental attitudes translate into eco-friendly household routines but do not affect someone’s flying behavior. Furthermore, Hares et al. [58] showed that tourists disregard environmental protection when planning their holidays. In conclusion, this research expects the moderating mediation effect described below:

**Hypothesis H4:** The strength of the mediation between the exposure to travel content posted by influencers on Instagram and the intention to visit a tourist destination through benign envy depends on someone’s pro-environmental attitude in a way that it is weaker if the pro-environmental attitude is higher.

Figure 1 summarizes the derived research model.
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**Figure 1.** Research model.

### 3. Methodology

Data must be collected to test the derived research model. This section provides an overview of the measurement scales used and the data collection process.
3.1. Measurement Scales

The scales for the exposure to travel-related content (EXP), benign envy (BE), the intention to visit a tourist destination (INT), online social identity (OSI), and pro-environmental attitude (PEA) were taken from other studies. If necessary, they adapted to the context of Instagram (see Table 1).

Table 1. Used measurement scales.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Item(s)</th>
<th>Source(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Travel-related content exposure (EXP)</td>
<td>In the last six months, how often have Instagram influencer accounts that you follow posted travel pictures?</td>
<td>[20,46]</td>
</tr>
<tr>
<td>Benign envy (BE)</td>
<td>When I see travel posts on Instagram, I am motivated to work hard to get similar travel opportunities in the future.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>I compliment travel posts on Instagram (via like or comment).</td>
<td>[19]</td>
</tr>
<tr>
<td></td>
<td>I wish it were me taking these trips.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>I want to follow travel posts on Instagram to experience these destinations one day.</td>
<td></td>
</tr>
<tr>
<td>Intention to visit a destination (INT)</td>
<td>If I get the chance to travel, I intend to visit the destinations mentioned and featured in travel photos on Instagram.</td>
<td>[59]</td>
</tr>
<tr>
<td></td>
<td>When I go on a trip, the probability that I visit the destinations shown in travel photos on Instagram is high.</td>
<td></td>
</tr>
<tr>
<td>Online social identity (OSI)</td>
<td>Being a member of my online social group (on Instagram) is an important reflection of who I am.</td>
<td>[46]</td>
</tr>
<tr>
<td></td>
<td>In general, my Instagram membership is an important part of my self-image.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Generally, I feel good when I think about myself as a member of Instagram.</td>
<td></td>
</tr>
<tr>
<td>Pro-environmental attitude (PEA)</td>
<td>There is too much concern with the environment.</td>
<td>[57,60]</td>
</tr>
<tr>
<td></td>
<td>It’s only worth doing environmentally-friendly things if they save you money.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>I don’t have time to worry about my impact on the environment.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>I find it hard to change my habits to be more environmentally friendly.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>It takes too much time and effort to do environmentally friendly things.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Scientists will find a solution to global warming without people having to make big changes to their lifestyles.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>The environment is a low priority compared with a lot of other things.</td>
<td></td>
</tr>
</tbody>
</table>

EXP, INT, BE, and OSI were measured using a seven-point Likert scale as in the respective original studies. While EXP refers to the number of travel-related pictures someone has been exposed to on Instagram (1 = “none” to 7 = “30 or more times”), INT, BE, and OSI refer to the agreement with the respective statements (1 = “strongly disagree” to 7 = “strongly agree”). The construct PEA also referred to the level of agreement, but following the original scale as a five-point measure (1 = “definitely disagree” to 5 = “definitely agree”).
agree"). The seven- and five-point Likert scales for INT, BE, OSI, and PEA allowed the respondents to express neutral or indifferent views.

Since this research was conducted among German-speaking Instagram users, all items were translated into German. As part of this step, a forward-backward-forward technique ensured conceptual and literal consistency. The original items were first translated into German and checked for comprehensibility. The German items were then translated back into English using a professional translation service. If there were no deviations from the original item, the translation was retained. In case of discrepancies, the translation was put up for discussion again until a consensus was reached.

The presented measurement scales were queried in the first part of the questionnaire after an initial question about whether the respondents had an Instagram account. The second part referred to descriptive data such as demographic information (age, gender) or the average daily time spent on Instagram. Before the actual field phase, six Instagram users pre-tested the survey. They pointed out some typos and unclear, overly convoluted wording, which was corrected afterward. Besides, the provided comments reinforced the decision to place the questions for the dependent variable INT between the questions for the mediating variable BE and moderating variable OSI. This way, the underlying research model should become less noticeable, thus achieving measurement separation to reduce the risk of common method bias, as suggested by Craighead et al. [61].

The following paragraph documents the development of the questionnaire, describes how the sample was obtained, and addresses the measures taken to ensure sufficient data quality.

3.2. Data Collection

To collect the data, this research used an online questionnaire. A major advantage of online surveys is that they can be accessed via mobile devices regardless of time and place. Therefore, they can reach many people in a short period and are very convenient for respondents [62]. Besides, since this research investigates the behavior of Instagram users, it appears only logical to survey on the Internet. Only participants who did not follow dedicated Instagram travel accounts were invited. This measure addressed the risk of endogeneity due to reverse causality as it can be argued that some users enjoy traveling and therefore follow influencers that constantly post such content. In such cases, it could be the case that travel intention is increasing the number of exposures, not vice versa.

The survey was in the field for two months, from mid-August to mid-October 2020 and then again from mid-January to mid-February 2021. The main reason for the two-part data collection phase is that more students from different university courses could participate during these periods. Students appear to be suitable participants because Instagram use is exceptionally high among college students and graduates [63]. In addition, the survey invitation was shared via Facebook and Instagram. Finally, the authors of this study used SurveyCircle. The basic principle of this platform is that you can acquire participants for your research by supporting other studies.

During the field phase, a total of 869 clicks on the survey link were recorded. Of these, 421 started the survey and 330 completed it. This corresponds to a completion rate of 78.4%. However, 44 indicated that they did not have an Instagram account and were excluded from further analysis.

Since the invitation to participate was not sent to a closed group but was openly advertised via Instagram, Facebook, and SurveyCircle, measures are required to identify careless responses and ensure a high quality of the collected data [64]. In particular, this applies to respondents recruited via SurveyCircle as they receive points for participation. Against this background, both response speed and behavior were analyzed. Unrealistically fast response times (e.g., answering the questionnaire in less than 180 s) and conspicuous response behavior (e.g., consistently selecting the same response option) led to the exclusion of 21 and 18 participants, respectively, resulting in a final sample of n = 247.
4. Data Analysis and Results

This section first describes the characteristics of the sample obtained. The second part justifies the selection of the data analysis method and provides insights into the assessment of the measurement model. After that, the findings are presented and discussed.

4.1. Sample Characteristics

The study participants were on average 24.2 years old and thus represented the typical young audience on Instagram [63]. The young age is also reflected by the participant’s comparatively low monthly disposable income. Instagram’s global user statistics show that the gender mix on Instagram is almost even (51% female, 49% male), albeit with vast regional differences [65]. In India, for example, the second-largest market with over 120 million users, 72.5% identify as male and only 27.5% as female [65].

In Germany, Instagram reported that 52% of its advertisement audience is female. However, advertisement data must be treated with caution, as such audience figures may not represent unique individuals or match the active user base, making assumptions about the underlying population challenging [66]. Despite these difficulties, men are most certainly underrepresented in the sample. Table 2 summarizes the demographic sample characteristics.

<table>
<thead>
<tr>
<th>Age</th>
<th>n (%)</th>
<th>Monthly Income (Euro)</th>
<th>n (%)</th>
<th>Gender</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;18</td>
<td>14 (5.7%)</td>
<td>&lt;800</td>
<td>139 (56.3%)</td>
<td>Male</td>
<td>70 (28.3%)</td>
</tr>
<tr>
<td>18–22</td>
<td>58 (23.5%)</td>
<td>800–1199</td>
<td>44 (17.8%)</td>
<td>Female</td>
<td>177 (71.7%)</td>
</tr>
<tr>
<td>23–27</td>
<td>140 (56.7%)</td>
<td>1200–1599</td>
<td>21 (8.5%)</td>
<td>Diverse</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>28–32</td>
<td>26 (10.5%)</td>
<td>1600–1999</td>
<td>13 (5.3%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;32</td>
<td>9 (3.6%)</td>
<td>&gt;2000</td>
<td>30 (12.1%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Furthermore, participants were asked about user behavior on Instagram (see Table 3). The data show that the participants are active users of Instagram. On average, the participants have 497 followers and follow 290 other accounts themselves. It should be noted that the mean values are distorted by three participants who act as influencers themselves, each with over 9000 followers. The median is 250 accounts each. Most of the sample spends up to 2 h per day on the platform.

<table>
<thead>
<tr>
<th>Number of Followers</th>
<th>n (%)</th>
<th>Number of Accounts Followed</th>
<th>n (%)</th>
<th>Daily Time on Instagram</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤50</td>
<td>14 (5.7%)</td>
<td>≤50</td>
<td>139 (56.3%)</td>
<td>&lt;2 h</td>
<td>158 (64.0%)</td>
</tr>
<tr>
<td>51–150</td>
<td>58 (23.5%)</td>
<td>51–150</td>
<td>44 (17.8%)</td>
<td>2–4 h</td>
<td>78 (31.6%)</td>
</tr>
<tr>
<td>151–250</td>
<td>140 (56.7%)</td>
<td>151–250</td>
<td>21 (8.5%)</td>
<td>4–6 h</td>
<td>8 (3.2%)</td>
</tr>
<tr>
<td>251–350</td>
<td>26 (10.5%)</td>
<td>251–350</td>
<td>13 (5.3%)</td>
<td>&gt;6 h</td>
<td>3 (1.2%)</td>
</tr>
<tr>
<td>&gt;351</td>
<td>9 (3.6%)</td>
<td>&gt;351</td>
<td>30 (12.1%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2. Assessment of the Measurement Model

This study uses partial least squares structural equation modeling (PLS-SEM) for data analysis. Compared to covariance-based SEM, PLS-SEM offers numerous advantages. Most importantly, PLS-SEM is not subject to any strict distribution assumptions [67], achieves high levels of statistical power even with smaller sample sizes, and provides significantly better convergence behavior. Besides, the PLS method is more robust against improperly operationalized constructs [68]. Finally, it is considered particularly useful for exploratory
research that provides extensions to existing work because it examines the hypothesized direct effects and the model’s indirect effects [69].

The PLS-SEM consists of two submodels: (1) the measurement model and (2) the structural model. The method applies an iterative algorithm in which the SEM is solved by estimating the latent variables using the measurement model and the structural model in alternating steps. This process is repeated until convergence is achieved and the maximum amount of variance is explained.

To ensure the quality of the SEM, we tested for (1) common method bias, (2) construct reliability, and (3) construct validity. Common method bias refers to systematic measurement errors that create a covariation between variables due to the same measurement method and sources. It can inflate or deflate the observed relationships between constructs, thus generating type I and type II errors [70]. This is of particular concern if dependent and independent variables are collected from the same source, which is the case in this study. To make such bias less likely, a Harman one-factor test was performed. It showed that the total variance extracted by one factor is 36.755%, which is below the threshold of 50%, indicating that there is no common method bias in the data [71]. The inner variance inflation factor (VIF) values at the factor level were examined to validate this result. If all VIFs are equal to or lower than 3.3, it can be assumed that a common method bias should be no concern [72], which is the case in this research (see Table 4). The low levels are also a strong indicator that multicollinearity is not present [67].

<table>
<thead>
<tr>
<th>Table 4. Variance inflation factors.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Construct</td>
</tr>
<tr>
<td>EXP</td>
</tr>
<tr>
<td>BE</td>
</tr>
<tr>
<td>OSI</td>
</tr>
<tr>
<td>OSI*EXP</td>
</tr>
<tr>
<td>PEA</td>
</tr>
<tr>
<td>PEA*EXP</td>
</tr>
<tr>
<td>INT</td>
</tr>
</tbody>
</table>

Construct reliability refers to the accuracy of measurements. For that purpose, we examined Cronbach’s alpha (CA) and Rho_A, which should both exceed the threshold of 0.7 [73]. Because CA tends to underestimate reliability in PLS-SEM, Hair et al. [67] recommended additionally considering composite reliability (CR), which should be greater than 0.7. Table 5 shows that CA, Rho_A, and CR indicate sufficient construct reliability.

<table>
<thead>
<tr>
<th>Table 5. Measurement model analysis and inter-construct correlations (Note: Diagonal (bold) represents the square root of the AVE. Other entries represent the inter-construct correlations).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Construct</td>
</tr>
<tr>
<td>EXP</td>
</tr>
<tr>
<td>BE</td>
</tr>
<tr>
<td>OSI</td>
</tr>
<tr>
<td>OSI*EXP</td>
</tr>
<tr>
<td>PEA</td>
</tr>
<tr>
<td>PEA*EXP</td>
</tr>
<tr>
<td>INT</td>
</tr>
</tbody>
</table>

Construct validity can be defined as the extent to which the conceptualized latent variable measures what it claims to measure. Construct validity comprises (1) convergent validity and (2) discriminant validity. Convergent validity refers to the extent to which measures that are supposed to be related are indeed related. As a first step, this study conducted a confirmatory factor analysis. Table 6 shows that all standardized factor loadings
except PEA4, OSI2*EXP, and PEA5*EXP are greater than 0.6. This can be considered the first indicator for convergent validity [67].

Table 6. Cross loadings.

<table>
<thead>
<tr>
<th>Construct</th>
<th>EXP</th>
<th>BE</th>
<th>OSI</th>
<th>OSI*EXP</th>
<th>PEA</th>
<th>PEA*EXP</th>
<th>INT</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXP1</td>
<td>1.000</td>
<td>0.374</td>
<td>0.172</td>
<td>−0.071</td>
<td>−0.156</td>
<td>−0.078</td>
<td>0.256</td>
</tr>
<tr>
<td>BE1</td>
<td>0.290</td>
<td>0.823</td>
<td>0.381</td>
<td>0.081</td>
<td>−0.243</td>
<td>−0.275</td>
<td>0.546</td>
</tr>
<tr>
<td>BE2</td>
<td>0.324</td>
<td>0.811</td>
<td>0.402</td>
<td>0.029</td>
<td>−0.246</td>
<td>−0.243</td>
<td>0.572</td>
</tr>
<tr>
<td>BE3</td>
<td>0.320</td>
<td>0.820</td>
<td>0.270</td>
<td>0.087</td>
<td>−0.182</td>
<td>−0.253</td>
<td>0.493</td>
</tr>
<tr>
<td>BE3</td>
<td>0.313</td>
<td>0.875</td>
<td>0.433</td>
<td>0.165</td>
<td>−0.229</td>
<td>−0.314</td>
<td>0.671</td>
</tr>
<tr>
<td>OSI1</td>
<td>0.184</td>
<td>0.436</td>
<td>0.922</td>
<td>0.113</td>
<td>−0.350</td>
<td>−0.292</td>
<td>0.514</td>
</tr>
<tr>
<td>OSI2</td>
<td>0.135</td>
<td>0.401</td>
<td>0.927</td>
<td>0.108</td>
<td>−0.360</td>
<td>−0.299</td>
<td>0.465</td>
</tr>
<tr>
<td>OSI3</td>
<td>0.105</td>
<td>0.288</td>
<td>0.662</td>
<td>0.153</td>
<td>−0.246</td>
<td>−0.224</td>
<td>0.268</td>
</tr>
<tr>
<td>OSI1*EXP1</td>
<td>−0.039</td>
<td>0.124</td>
<td>0.094</td>
<td>0.732</td>
<td>−0.291</td>
<td>−0.404</td>
<td>0.033</td>
</tr>
<tr>
<td>OSI2*EXP1</td>
<td>−0.118</td>
<td>0.053</td>
<td>0.078</td>
<td>0.598</td>
<td>−0.310</td>
<td>−0.388</td>
<td>−0.017</td>
</tr>
<tr>
<td>OSI3*EXP1</td>
<td>−0.105</td>
<td>0.063</td>
<td>0.129</td>
<td>0.913</td>
<td>−0.212</td>
<td>−0.249</td>
<td>0.041</td>
</tr>
<tr>
<td>PEA1</td>
<td>−0.040</td>
<td>−0.162</td>
<td>−0.280</td>
<td>−0.207</td>
<td>0.753</td>
<td>0.261</td>
<td>−0.174</td>
</tr>
<tr>
<td>PEA2</td>
<td>−0.043</td>
<td>−0.209</td>
<td>−0.333</td>
<td>−0.161</td>
<td>0.757</td>
<td>0.274</td>
<td>−0.233</td>
</tr>
<tr>
<td>PEA3</td>
<td>−0.150</td>
<td>−0.207</td>
<td>−0.336</td>
<td>−0.239</td>
<td>0.854</td>
<td>0.339</td>
<td>−0.211</td>
</tr>
<tr>
<td>PEA4</td>
<td>−0.148</td>
<td>−0.167</td>
<td>−0.139</td>
<td>−0.244</td>
<td>0.599</td>
<td>0.298</td>
<td>−0.124</td>
</tr>
<tr>
<td>PEA5</td>
<td>−0.109</td>
<td>−0.156</td>
<td>−0.327</td>
<td>−0.200</td>
<td>0.694</td>
<td>0.319</td>
<td>−0.179</td>
</tr>
<tr>
<td>PEA6</td>
<td>−0.133</td>
<td>−0.280</td>
<td>−0.308</td>
<td>−0.159</td>
<td>0.787</td>
<td>0.398</td>
<td>−0.218</td>
</tr>
<tr>
<td>PEA7</td>
<td>−0.188</td>
<td>−0.174</td>
<td>−0.232</td>
<td>−0.143</td>
<td>0.716</td>
<td>0.314</td>
<td>−0.140</td>
</tr>
<tr>
<td>PEA1*EXP1</td>
<td>−0.053</td>
<td>−0.177</td>
<td>−0.217</td>
<td>−0.210</td>
<td>0.338</td>
<td>0.733</td>
<td>−0.213</td>
</tr>
<tr>
<td>PEA2*EXP1</td>
<td>−0.089</td>
<td>−0.281</td>
<td>−0.234</td>
<td>−0.219</td>
<td>0.263</td>
<td>0.777</td>
<td>−0.197</td>
</tr>
<tr>
<td>PEA3*EXP1</td>
<td>−0.050</td>
<td>−0.269</td>
<td>−0.197</td>
<td>−0.260</td>
<td>0.292</td>
<td>0.758</td>
<td>−0.227</td>
</tr>
<tr>
<td>PEA4*EXP1</td>
<td>−0.061</td>
<td>−0.303</td>
<td>−0.315</td>
<td>−0.289</td>
<td>0.367</td>
<td>0.879</td>
<td>−0.244</td>
</tr>
<tr>
<td>PEA5*EXP1</td>
<td>−0.006</td>
<td>−0.157</td>
<td>−0.227</td>
<td>−0.116</td>
<td>0.322</td>
<td>0.580</td>
<td>−0.136</td>
</tr>
<tr>
<td>PEA6*EXP1</td>
<td>−0.078</td>
<td>−0.283</td>
<td>−0.249</td>
<td>−0.304</td>
<td>0.345</td>
<td>0.735</td>
<td>−0.212</td>
</tr>
<tr>
<td>PEA7*EXP1</td>
<td>−0.037</td>
<td>−0.138</td>
<td>−0.242</td>
<td>−0.310</td>
<td>0.384</td>
<td>0.706</td>
<td>−0.160</td>
</tr>
<tr>
<td>INT1</td>
<td>0.233</td>
<td>0.700</td>
<td>0.515</td>
<td>0.076</td>
<td>−0.264</td>
<td>−0.284</td>
<td>0.965</td>
</tr>
<tr>
<td>INT2</td>
<td>0.262</td>
<td>0.623</td>
<td>0.463</td>
<td>0.033</td>
<td>−0.217</td>
<td>−0.237</td>
<td>0.957</td>
</tr>
</tbody>
</table>

In addition, the average variance explained (AVE) of each construct is greater than 0.5 (see Table 5), which implies that no other factor explains a higher proportion of the variance of the underlying items than the one used in the model. This result provides a further indicator that convergent validity is met.

By contrast, discriminant validity tests whether measures that are supposed to be unrelated are actually unrelated. To test for discriminant validity, the Fornell–Larcker criterion is commonly used. Accordingly, discriminant validity can be assumed if a construct’s AVE is greater than the squared correlation with other constructs [74]. This is the case in this study; however, the criterion has proven less reliable in variance-based SEM [75]. For this reason, it is recommended to additionally refer to the heterotrait-monotrait criterion (HTMT) [76].

Henseler et al. [75] assume discriminant validity if the maximum HTMT ratio is less than 0.9. In this study, the maximum HTMT value is 0.772 (see Table 7). Consequently, the requirements for discriminant validity are met. Overall, the quality of the measurement model can be considered satisfactory.
4.3. Testing the Structural Equation Model

After ensuring construct reliability and validity, the model’s significance, relevance, and hypothesized relationships are analyzed. Before carrying out statistical tests, the level of significance must be specified. The most popular conventional cutoff is $\alpha = 0.05$, which this study also applies. As recommended, we used bootstrapping with 5000 resamples to test the derived hypotheses [67,77]. Figure 2 shows the structural model.

![Figure 2. Results of the structural model analysis.](image)

The corresponding Table 8 contains the test statistics for the individual relationships. It shows that the direct effect of EXP on INT is insignificant in the model ($\beta = -0.008$, $t = 0.167$, $p = 0.867$). Nevertheless, the indirect effect between the two variables is significant ($\beta = 0.197$, $t = 4.958$, $p = 0.000$). It becomes evident that exposure to travel-related content on Instagram increases the followers’ wanderlust. However, this relationship is fully mediated by benign envy. Consequently, H1 and H2 are supported.
Table 8. Direct effects (path coefficients) of the structural model analysis.

<table>
<thead>
<tr>
<th>Path</th>
<th>Stand. β</th>
<th>Standard Deviation</th>
<th>t-Value</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXP → INT</td>
<td>-0.008</td>
<td>0.050</td>
<td>0.167</td>
<td>0.867</td>
</tr>
<tr>
<td>EXP → BE</td>
<td>0.337</td>
<td>0.057</td>
<td>5.956</td>
<td>&lt;0.000 *</td>
</tr>
<tr>
<td>BE → INT</td>
<td>0.584</td>
<td>0.052</td>
<td>11.205</td>
<td>&lt;0.000 *</td>
</tr>
<tr>
<td>OSI → INT</td>
<td>0.254</td>
<td>0.053</td>
<td>4.821</td>
<td>&lt;0.000 *</td>
</tr>
<tr>
<td>EXP*OSI → INT</td>
<td>-0.041</td>
<td>0.064</td>
<td>0.635</td>
<td>0.525</td>
</tr>
<tr>
<td>PEA → BE</td>
<td>-0.108</td>
<td>0.059</td>
<td>1.852</td>
<td>0.064</td>
</tr>
<tr>
<td>EXP*PEA → BE</td>
<td>-0.250</td>
<td>0.052</td>
<td>4.802</td>
<td>&lt;0.000 *</td>
</tr>
</tbody>
</table>

Legend: * significant at 0.05-level.

Furthermore, the moderating roles of online social identity and pro-environmental attitude were investigated. In SEM, a moderation analysis can be performed either by group comparisons or the product term method. The product term approach is recommended when the surveyed variables are continuous, which can be assumed for the Likert scales used in this research [78]. The product term can be created in multiple ways. This work uses the product indicator approach, which multiplies each indicator of the exogenous variable by each indicator of the moderator variable. It is considered appropriate for reflective models, as in this study [79]. Besides, it is also the standard procedure for forming the interaction term in regression-based analyses (see also [19,20]) and therefore provides a higher degree of comparability.

The test statistics show that the interaction term EXP*OSI is not significant (β = −0.041, t = 0.635, p = 0.525). Only the direct influence of OSI on INT is significant (β = 0.254, t = 4.821, p < 0.000), which was not expected. Consequently, the postulated moderation effect is not present. H3 must be rejected. In contrast, the interaction term EXP*PEA is significant (β = −0.250, t = 4.802, p = 0.000). That is, an Instagram user’s pro-environmental attitude moderates the strength of the observed mediation between content exposure and travel intention through benign envy. The mediation effect is lower the higher someone’s pro-environmental attitude is. The direct effect between PEA and BE (β = −0.108, t = 1.852, p = 0.064) is not significant, as is the indirect effect between PEA and INT (β = −0.063, t = 1.835, p = 0.067). The structural model was adapted to explore the possibility that PEA moderates the relationship between EXP and INT, contrary to the derived hypotheses. The complementing analysis showed that the direct relationship between PEA and INT (β = −0.009, t = 0.178, p = 0.858) and the moderating effect were insignificant in the adapted model (β = −0.022, t = 0.446, p = 0.656). To conclude, these findings confirm H4.

A suitable criterion for assessing the quality of the structural model is the coefficient of determination (R²). Following a rule of thumb, R² values of 0.25, 0.5, and 0.75 are considered weak, moderate, and substantial [79]. The R² value for BE implies a weak level of predictive power. Accordingly, the exogenous variables EXP and PEA explain 23.9% of the variance in BE. Furthermore, EXP, BE, and OSI explain 52.2% of the variance in INT, which is a moderate amount and implies a satisfactory model quality. While R² is the most commonly used measure of model quality, it should not be the only one in PLS-SEM [80]. Another important indicator is Stone–Geisser’s Q², which determines how well the path model can predict the original values. Q² values larger than zero for an endogenous latent variable indicate relevance for the respective dependent construct. To determine Q², a blindfolding process is used for a specified omission distance D, recommended to be between 5 and 10 [67]. We set D = 7 and obtained a Q² = 0.160 for BE and a Q² = 0.477 for INT, thus indicating an out-of-sample predictive power.

Finally, to examine the relevance of the significant effects, the effect size f² is used [69]. For direct effects, values of 0.02, 0.15, and 0.35 are considered weak, medium and strong effects [81]. In this study, the effect of EXP on BE is between weak and medium (f² = 0.145), the effect of OSI on INT is weak (f² = 0.108), and the effect of BE on INT is strong (f² = 0.506). Consequently, the reported mediation effect through benign envy is significant and of sub-
stantial relevance for the model. Since the average effect size of moderation is significantly smaller than direct effects, Hair et al. [79] suggested the lower, more realistic thresholds of 0.005, 0.01, and 0.025, which constitute small, medium, and strong moderation effect sizes. Thus, the effect of the moderator EXP*PEA can be characterized as strong ($f^2 = 0.069$).

4.4. Discussion

The results of the data analysis show that on Instagram, exposition to travel-related content increases benign envy, which in turn strengthens someone’s intention to travel. The effect appears to be even stronger than in Liu et al. [19] and Latif et al. [20], as they only demonstrated partial mediation, whereas this study reports full mediation. From an SCT perspective, viewers of such Instagram content are encouraged to travel to maintain or improve their self-evaluation. In other words, Instagram posts that show tourist destinations, such as deserted beaches, stunning panoramas, or must-see sights, trigger upward comparisons in viewers, which, in turn, lead to behavioral intentions. Previous research argued that exposure to travel-related content contributes to malicious envy [59], which may fuel harmful, destructive emotions [82] that eventually contribute to social media discontinuance [83]. However, in line with Liu et al. [19] and Latif et al. [20], the present study shows that these concerns are unfounded for travel-related content posted by influencers on Instagram. Since benign envy generates positive emotions, the opposite seems true, provided the influencer’s travel activity is perceived as deserved and one feels able to travel as well [40].

One key finding of Latif et al. [20] was the moderating role of online social identity. In their study, online social identity increased the impact of exposure to travel-related content on the intention to visit a tourist destination. According to the authors, this highlighted the “(. . .) pivotal role (. . .)” (p. 1) of online social identity in the social comparison process. The findings of our study question such a role, at least in part, because the moderating effect is not significant, contrary to the derived hypothesis. Accordingly, Instagram users with strong online social identities, i.e., they had a compelling sense of belonging to the platform, were not particularly inclined to travel after exposure to travel-related content.

One plausible reason is platform-specific differences that limit the ability to develop online social identity and thus affect the role in the social comparison process. Facebook, which was the context of the Latif et al. [20] study, is a virtual representation of someone’s circle of acquaintances in the real world that offers in-depth bios with detailed personal information, allows various media, and enables exchange among friends and in groups. In contrast, Instagram is less about actively socializing on a personal level and more about passively consuming moments in someone’s life. Only photos and short videos are used. The platform is much more anonymous than others since detailed personal profiles are not provided, the use of clear names is rare, and the ways to interact with others are mostly limited to reactions to new content in the form of likes and comments. Thematic groups, which promote exchange on specific fields of interest, do not exist.

Given that only the moderation effect is insignificant while the direct positive influence on the intention to visit a tourist destination is significant, we suggest an alternative interpretation of the role of online social identity. According to the underlying social identity theory, social identification requires categorization [44]. This psychological mechanism is based on perceived commonalities [26]. The less commonality is perceived in someone’s vita and personal relationships, the more influential the published content becomes. Thus, content exposure and the perception of content would promote social categorization that allows and strengthens social identification. Such a perspective suggests a mediating effect for online social identity instead of a moderating role. Therefore, the research model has been adjusted accordingly. It showed that the path coefficients between EXP and OSI and between OSI and INT were significantly positive ($p < 0.01$ in each case), which further substantiates this argumentation and shows two things. First, the role of online social identity depends on the respective platform. After all, this supports the view that Instagram is indeed different from other social media [33]. Second, it also shows that content exposure
increases the sense of belonging. This contributes to why social media users tend to use it more frequently over time and some even develop signs of addiction [84].

Finally, this study is the first to investigate the role of pro-environmental attitude in a social comparison context on social media. Previous research has shown that pro-environmental attitude positively affects household routines (e.g., switching off lights in rooms that are not used, buying recycled paper products). However, Alcock et al. [57] found that this does not extend to leisure travel. Accordingly, a pro-environmental attitude does not directly affect someone’s propensity to take flights or travel distances. This somewhat disillusioning result from an environmental point of view is also supported by this study since the direct effect of pro-environmental attitude on the intention to travel is not significant.

However, the study also shows that pro-environmental attitude moderates the mediation effect between content exposure and travel intention through benign envy. Referring to the TPB and the SCT, this implies that in traveling pro-environmental attitude regulates the underlying social comparison process and thereby reduces the influence of benign envy as a motivating factor for travel in a social media context. This may be interpreted as a way to limit someone's perceived self-discrepancies that usually foster upward social comparisons [85]. In other words, pro-environmental attitude acts as a reaction inhibitor, which may indirectly reduce the intention to travel and thus limits the indirect environmental effects of social media platforms and their usage. Therefore, while a pro-environmental attitude directly prevents environmentally harmful behavior in other areas of life, at least an indirect effect limits the desire to travel after exposure to travel-related content. This may also add a novel perspective to the TPB, which posits that attitudes alongside subjective norms and perceived behavioral control directly influence behavioral intention [28]. However, there may also be an indirect effect in a social comparison context, i.e., pro-environmental attitude takes on a moderating role.

5. Conclusions, Limitations and Outlook

Motivated by climate change and the urgent question of how to reduce global CO₂ emissions, this study examines the role of social media influencers that post travel-related content. On the one hand, influencers cause direct emissions with their travels. On the other hand, there can be indirect effects because influencer content on social media platforms may trigger their followers’ wanderlust. This study turns to the indirect effects and contributes to the literature by investigating if and how exposure to travel-related content on Instagram is linked to travel intentions. The presented results lead to several theoretical implications at the intersection of sustainability, social media, influencer marketing, and tourism research.

Previous studies showed that user-generated content on social media affects booking decisions [18]. There was also evidence that electronic word-of-mouth and travel-related content posted by Facebook friends influences someone’s travel intention [19,20]. The study at hand confirms this finding for professional influencers on Instagram. Moreover, this study contributes to the question of why the relationship between content exposure and the intention to travel exists. Previous research assumed that the effect is due to malicious envy triggered by upward social comparison [82]. This kind of envy has the potential to disturb someone’s well-being and can lead to depression in the long run [86,87]. A counter position is provided by the works of Liu et al. [19] and Latif et al. [20], who instead suggest the positively connoted benign envy as the underlying cause. The results of this study strengthen such a position.

Furthermore, the effect appears to be very robust, since it (1) not only exists among personal friends [19,20] but also with influencers, (2) is not only apparent on Facebook [20] but also on Instagram, (3) not only affects Millennials [19] but also the surveyed Generation Y, and (4) is not only present in the United States [19] or Pakistan [20] but also in Germany. Therefore, it can generally be assumed that such content has the potential to inspire people rather than be a burden. However, the good news for the social media platforms comes at a cost to the environment. The underlying SCT is mainly used to explain the effect of social
comparisons on someone’s subjective well-being. Yet, this study shows that the effects go far beyond the individual level and extend to actual behavior. This is especially relevant for social networks since they provide a fertile ground for an inspiration spiral. Imagine that a popular influencer posts a stunning holiday picture. As a reaction to experiencing benign envy, some followers may be inclined to travel themselves and post a picture on Instagram to better cope with their feeling of inferiority. This newly created content may, in turn, develop feelings of envy in others, which multiplies the original effect [30,82].

In addition, two implications arise regarding the antecedents under which the general effect is present. First, the results should stimulate discussions on the role of online social identity in the social comparison process. The study results indicate that online social identity may not be a moderator variable as previously assumed [20] but a mediator. Accordingly, online social identity does not change the strength of the effect between content exposure and travel intention. Instead, the content someone is exposed to fosters a sense of belonging and identification with the platform, increasing the intention to imitate the behavior displayed. Those unexpected, counter-intuitive findings underscore the value of replication studies that are sometimes considered unworthy for publication due to the lack of novelty. However, the opposite is the case. A critical perspective on existing findings is imperative to ensure continuous progress [88]. Therefore, replication studies are essential to increase credibility, limit the growing theory-practice gap, stimulate the academic discussion, and reduce uncertainty in the empirical knowledge base [21]. Against this background, the findings obtained call for further research to clarify the role that social identity has in social media. Second, the study filled an existing research gap by integrating and addressing pro-environmental attitudes. The presented results indicate that individuals with a higher pro-environmental attitude develop less travel intention in response to travel-related content because it limits the development of benign envy because of social comparisons. Thus, it appears that in social media, pro-environmental attitudes can limit perceived self-discrepancies [85] when the content exhibits environmentally questionable behavior such as travel.

Managerially, this study has implications for social media platforms and online travel advertisers. Concerning social media platforms, their business model is to create a virtual place of exchange that is mainly monetized via advertising revenues [89]. With this in mind, platforms are looking at ways to increase the time users spend on the platform, which includes considering what content to show. This study demonstrates that travel-related content generates benign envy, which is not associated with negative feelings. Consequently, there is no reason to make such content less visible or accessible. On the contrary, it provides an almost ideal advertising environment for travel services. In that regard, benign envy serves the internal desire to level up and thus creates the grounds for a subsequent consumption decision. Besides, online travel advertisers are interested in understanding the factors influencing the intention to travel. Since travel-related content fosters benign envy, a successful strategy in the social media environment may be to invite influencers on complimentary trips and, in return, require them to post pictures of it.

Societally, this research shows that influencers bear a responsibility beyond the emissions they cause themselves, which are already well above average [15]. As described in the introduction, climate change is the greatest challenge known to humankind to date. Because nature and the laws of physics know no compromise, everyone’s behavior needs to change. Therefore, influencers must ask themselves whether they want to be part of the problem or the solution. While one may view travel as a necessary evil to create fascinating content and succeed in the profession, influencers still have a choice. They can either refrain from flaunting their travels or even motivate others to do the same by conveying their awareness. Moreover, even if they cannot or will not stop creating such content, this work shows that there are indeed possibilities to limit the negative effects. If influencers are interested in doing so, they should pursue strategies that strengthen the pro-environmental attitude of their followers. This may include posts that motivate others to engage in environmentally friendly behaviors and a transparent approach to the climate
impact of the trips taken. To increase the awareness and live up to their responsibility, influencers should also consider offsetting reporting their emissions in their posts.

This argument extends to the platforms that provide the technology and economically benefit from the monetization of the created content. For instance, the platform referred to in this research, Instagram, reportedly generated USD 20 billion in ad revenue in 2019 [90]. Against this background, it is necessary that social media platforms finally embrace their responsibilities more broadly. In the past, they used to downplay their impact, i.e., regarding teenagers’ mental health, and even withheld clear internal reports from the public [33]. This study shows that Instagram content not only affects the well-being of adolescents but also extends to other areas, such as the desire to travel. Clearly, such platforms encourage questionable behaviors that impact the environment and society. Therefore, they should no longer look the other way when it comes to the ugly side of their business model. Instead, they must be held responsible for making more efforts to minimize the negative effects. For instance, they could display additional information to travel-related content that reinforces pro-environmental attitudes, similar to the provision of big tobacco to highlight the direct and indirect consequences of smoking on their packages.

One limitation of this study is that the research model only considered the exposure to travel-related content on Instagram, benign envy, online social identity, and pro-environmental attitude as explanatory constructs. There might be other relevant variables that were not investigated. Therefore, other researchers should be encouraged to conduct qualitative research, for instance, by using focus groups or a Delphi technique to gain a deeper, more detailed understanding of which other factors might impact the investigated relationships. In addition, this study only measured the intention to visit, which may not correspond to the actual behavior. For instance, the TPB suggests that behavior is influenced by intention and perceived behavioral control. Therefore, even if the intention is low, individuals may still perform the behavior. Future studies should therefore address such influences and investigate actual travel behavior. Another notable limitation is that only German Instagram users were surveyed. While the confirmation of some previously reported effects provides a strong indication that the generated sample is appropriate for this research, additional work is needed to further investigate the role of online social identity and pro-environmental attitude to increase the results’ generalizability. This may also include possible cross-cultural research and the consideration of multiple content-centric platforms such as TikTok or YouTube. Finally, it should be noted that not all traveling is equally bad. Over the past years, new forms of tourism such as nature-based ecotourism (e.g., local fishing, hiking) that have a notably lower ecological footprint became more popular [91]. The underlying problem and the need to mitigate someone’s wanderlust are less relevant for this type of travel. Nevertheless, nature-based travel is still a niche market and even in these forms, the general problem that traveling contributes to climate change remains.
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