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Abstract: With the smart grid development, the modern electricity market is reformatted, where
residential consumers can actively participate in the demand response (DR) program to balance
demand with generation. However, lack of user knowledge is a challenging issue in responding to
DR incentive signals. Thus, an Energy Management Controller (EMC) emerged that automatically
respond to DR signal and solve energy management problem. On this note, in this work, a hybrid
algorithm of Enhanced Differential Evolution (EDE) and Genetic Algorithm (GA) is developed,
namely EDGE. The EMC is programmed based with EDGE algorithm to automatically respond to
DR signals to solve energy management problems via scheduling three types of household load:
interruptible, non-interruptible, and hybrid. The EDGE algorithm has critical features of both
algorithms (GA and EDE), enabling the EMC to generate an optimal schedule of household load
to reduce energy expense, carbon emission, Peak to Average Ratio (PAR), and user discomfort.
To validate the proposed EDGE algorithm, simulations are conducted compared to the existing
algorithms like Binary Particle Swarm Optimization (BPSO), GA, Wind Driven Optimization (WDO),
and EDE. Results illustrate that the proposed EDGE algorithm outperforms benchmark algorithms in
energy expense minimization, carbon emission minimization, PAR alleviation, and user discomfort
maximization.

Keywords: scheduling; batteries; electric vehicles; demand response; renewable energy sources;
smart grid

1. Introduction

Residential sector electricity consumption is raised due to: technological development,
population growth, and heavy use of loads. Also, this rise in energy consumption is due to
the careless behaviour of users in the residential sector. The residential sector uses about
45% world energy, and millions of dollars are wasted due to careless and mismanagement
behaviour. This huge amount of money can be saved if the smart grid concept is introduced.
The smart grid visual sketch is depicted in Figure 1. In a smart grid, there is an intense need
for an intelligent management framework that preform efficient leading peaks reduction in
energy demand [1]. On this note, Demand Side Management (DSM) strategies emerged to
greatly reduce peak demand and greenhouse gas emission by scheduling load and utilizing
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renewable energy, respectively. The goal of DSM is to optimally utilize available generation
via scheduling power usage pattern of appliances under Demand Response (DR) pricing
signal [2].

Thus, in literature, different techniques: like mathematical, game-theoretic, and heuris-
tic, are developed for scheduling residential load that reduce Peak to Average Ratio (PAR)
to smooth load curve. The developed techniques shifting load from on to off-peak timeslots
results in PAR and energy cost minimization. For example, mathematical optimization tech-
niques such as linear programming [3], nonlinear programming, Mixed-Integer Nonlinear
Programming (MINLP) and convex lens programming are introduced to solve energy man-
agement problems [4,5]. A novel Mixed Integer Linear Programming (MILP) based energy
management system is introduced for urban multi-energy system [6,7]. The developed
model results in potential cost savings. However, computational complexity is increased
while achieving desired objectives. Besides, mathematical models are not effective to tackle
above mentioned multiple objectives simultaneously while solving scheduling problems.
Also, these techniques are inefficient when taking a large number of controlling appliances
for scheduling because considering a large number of appliances results in increased com-
putational time, and technique slowly converges to global optimal solution. Thus, modern
game-theoretic techniques are developed to solve problems accompanied by mathematical
methods. For instance, in [8], a game-theoretic technique is introduced to solve scheduling
problems for reducing PAR and energy losses. Likewise, the Nash game-theoretic technique
is introduced for appliances operation scheduling under distributed generation, and util-
ity [9]. In [10], the Stackelberg game-theoretic technique is introduced to trade electricity
between utility companies to meet the electricity demand of consumers and smooth out
the load curve. Thus, modern heuristic algorithms like Ant Colony Optimization (ACO),
Particle Swarm Optimization (PSO), and Genetic Algorithm (GA) emerged to solve prob-
lems accompanied with game-theoretic techniques and cater complex multiple objectives
problems [11,12]. The PSO algorithm based scheduling framework is developed in [13].
The purpose is to minimize PAR and energy costs. However, the resultant system has high
complexity. Likewise, Grey Wolf Accretive Satisfaction Algorithm (GWASA) is developed
in [14,15] for residential load scheduling of smart homes. Results cost reduction results of
the proposed algorithm is compared with other algorithms for validation. However, these
algorithms still lack in terms of accuracy and computational time. Similarly, an advanced
Differential Evolution (DE) population-based algorithm is developed in [16] that improve
convergence with the use of crossover and mutation. This advanced evolutionary technique
has silent features than legacy evolutionary algorithms like ease in the implementation,
fewer control parameters, simplicity, and fast convergence rate. However, it has high
computational complexity and a slow convergence rate. To tackle the problem with DE,
Enhanced DE (EDE) is formulated in which several trial vector generation strategies are
improved. This modification increases its accuracy, as well as convergence rate [17].

The discussed papers are valuable assets of related work that solve scheduling prob-
lems up to some extent. All methods have some sound features and limitations. For in-
stance, mathematical techniques are incapable in handling stochastic and nonlinear effects,
scheduling loads in unfeasible hours, and the risk of high dimensionality. In addition,
mathematical techniques are complex in nature and exhaust too much time while returning
optimal solutions. Game-theoretic techniques suffer from problems like solving games
involving mixed comprehensive pay-off matrix strategies, complexity, and lack of handling
of competitive issues. Likewise, heuristic algorithms suffer from premature convergence
results in losing population diversity, parameters adjustment and termination criteria.
Besides, the above discussed related works either catered energy cost or PAR or user
discomfort reduction, and none of them catered for the above-discussed objectives simulta-
neously. Thus, a model is needed to solve the problems accompanied by existing methods
and simultaneously cater to all objectives. With this motivation, in this work, a novel
enhanced differential genetic evolution (EDGE) algorithm based model is developed for
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solving energy management problems via scheduling residential load. The novelty of this
work is highlighted as follows:

• A real-time framework is developed to solve energy management problems via resi-
dential load scheduling.

• The Energy Management Controller (EMC) of the developed framework is pro-
grammed using our proposed EDGE algorithm to schedule residential load.

• Real-Time Pricing (RTP) DR program is mathematically modelled and implemented
to encourage consumers to solve energy management problems via scheduling resi-
dential load.

• To show the efficacy of the proposed EDGE algorithm, simulations are conducted in
comparison with GA, BPSO, WDO, DE and EDE algorithms in aspects of objectives
like energy cost, carbon emission, and PAR.

• Results validate that EDGE algorithm outperforms GA, BPSO, WDO, DE and EDE
algorithms in aspects of power usage pattern, energy cost, PAR and carbon emission
subjected to ensure user comfort.

This work is organized as follows. Section 2 presents related works. Modeling and
methodology of the developed framework are given in Section 3. Proposed and existing
schemes implementation is given in Section 4. Results and discussion are briefly discussed
in Section 5. At last, this work is concluded along with the future research direction in
Section 6. The acronyms and abbreviations are defined in Abbreviations.

Figure 1. Smart grid abstract view sketch.

2. Related Work

In smart grids, a lot of research work has been conducted on energy management
via power usage scheduling. Relevant works is discussed in this section. For example,
Plug-in Hybrid Electric Vehicles (PHEVs) is introduced in [18]. The enormous energy
requirement of PHEVs increased load on the conventional power grid, which disturbed
the balance between demand and supply, causing severe challenges on generating side,
i.e., blackout, overloading and frequency drop. This demand-supply gap is filled by either
searching for alternative energy sources or efficiently managing demand as available en-
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ergy generation. The first solution increases overall electricity cost. In contrast, the second
approach, managing demand as per available energy generation, is cost-effective. In this
regard, the research and development sector is working on the second approach, energy
management via power usage scheduling to achieve desired objectives. For instance, Di-
rect Load Control (DLC) is introduced in [19], which is a traditional Energy Management
System (EMS). The utility through DLC controls a load of consumers by giving incentives
to maintain a balance between demand and supply. Authors investigate power usage
scheduling problems through MINLP in [20] under RTP scheme. Electrical and thermal
appliances are scheduled to minimize the trade-off between energy cost and user comfort.
The MINLP model outperforms existing models in energy cost and user comfort minimiza-
tion. However, results are obtained at high computational complexity. In [21], authors solve
the problem of peaks creation in demand via smart charging and clustering concept for
the purpose to minimize energy cost and user discomfort. Aggregator optimally schedules
appliances and charging/discharging of batteries within a cluster to achieve the desired
objectives. The results demonstrated by deploying this model under RTP signal users can
obtain maximum savings in utility bills.

Similarly, in [22], authors developed an analytical model with a recursive formula for
minimizing peaks in energy consumption via power usage scheduling. The developed
analytical model with recursive formula is analyzed with four different social welfare
scenarios for energy cost and PAR minimization. Authors in [23] conducted a review of
the BPSO technique covering basic concepts, variants, structure, as well as its application
in energy optimization problems. The authors in [24] proposed an Improved PSO (IPSO)
technique for scheduling home appliances. They consider Critical Peak Pricing (CPP) and
Time of Use (TOU) DR signal to minimize energy consumption cost and peak demand.
They also analyzed the effect of energy management on distribution systems. The result
shows that the proposed scheduling algorithm will reduce the need for a large distribution
transformer. Moreover, results also prove that the proposed algorithm is an efficient solution
to minimize PAR and energy bill. In [25], GA is implemented to schedule appliances to
manage the energy consumption of the residential sector with Supervisory Control And
Data Acquisition (SCADA). The EMS maintains a balance between demand and supply
by keeping energy consumption within maximum power limits. The scheduler checks
price signal and user preference to optimally schedule appliances in a particular timeslot.
Moreover, a case study is carried out by using Intelligent Energy System Laboratory (LASIE).
It consists of three energy generation sources, i.e., solar energy, wind turbine, and fuel cell.
Finally, the results of the proposed technique are also compared with MINLP. In [26], a new
approach for DSM along with hardware solution is proposed. The paper majorly focuses
on overcoming the load shedding problem due to its major drawback, i.e., it disconnects
some feeders. This results to switch off all the appliances attached to that feeder. Load is
classified into three classes based on power usage patterns to overcome this problem. Only
low priority appliances are switched off in emergencies, while high priority appliances
are kept in contact. The WDO and PSO comparative study are conducted, and a novel
Knapsack-WDO (K-WDO) is introduced to solve the DSM problem in [27]. Residential
loads are scheduled to minimize energy bill and user discomfort. The result shows that
the performance of WDO is better than PSO. Results illustrate that the convergence rate of
K-WDO outperforms existing techniques.

Integration of hybrid energy sources in a smart home is studied in [28]. In this work,
a structure of small scale hybrid energy sources is considered for a case study located
on a test site at Nazarbayev University. The energy management problem is solved by
using GA. The result shows that GA based controller showed efficient control over a wide
range of appliances equipped with renewable energy. The authors in [29] conducted a
comparative study of GA and PSO to solve premature convergence problems and improve
computational efficacy. Results illustrate that the PSO algorithm is computationally efficient
than GA and obtain globally optimal solutions without stucking in local optima. However,
GA has computational cost than PSO and suffers from premature convergence problems.
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The authors in [30] developed GA based EMS to schedule the operation of smart appliances
using RTP signal for energy cost and PAR minimization. A customer reward scheme is
introduced in [31] for controlling DR in the residential distribution system. In this scheme,
peak load is shaved by a reward mechanism that improves voltage regulation in the feeder.
A case study on 11 KV/415 V, 500 KVA transformer has four feeders. Results show that
peak voltages are reduced and protect the network from overloading and voltage violations.
In [32], authors developed a DE algorithm to solve scheduling problem. Likewise, authors
in [33] discussed the performance of the population-based DE algorithm with a focus on
Crossover Rate (CR) and Mutation Factor (MF) optimally tuning. In addition, the authors
developed DE with Nonlinear Simplex (NSDE) method for generating the initial population.
We generate a candidate having maximum fitness at the beginning within certain bounds.
These bounds limit the search within feasible region. Likewise, several works [34–39]
developed rule-based DR control algorithms for thermal comfort and cost optimization
using electricity price and weather data with different heating systems in Finland.

The above discussed related works either catered energy cost or carbon emission, PAR
or user discomfort reduction. However, none of them simultaneously catered energy cost,
carbon emission, PAR, and user discomfort minimization. Thus, a novel EDGE algorithm is
introduced, combining key aspects of EDE and GA. The developed EDGE algorithm solve
energy management problem via power usage scheduling in the smart grid.

3. Methodology

The proposed energy management framework based on EDGE algorithm is imple-
mented in MATLAB R2018b on a system having specifications: Intel(R) Corei5-CPU
@3.30GHz, and 8GB RAM with Microsoft Windows 10 for two case studies: with power
grid only and with Renewable Energy Sources (RESs) and Energy Storage Systems (ESSs)
using mathematical modelling at Section 3.1. The proposed energy management framework
is implemented using a flowchart available in Section 4. The existing frameworks based
on BPSO, WDO, GA and EDE are implemented for comparison using implementation
flowcharts Section 4. The detailed description is as follows.

3.1. Proposed Energy Management Framework

This subsection presents a developed framework for energy management in detail.
The proposed energy management framework has supply-side and demand-side utilizing
Advanced Metering Infrastructure (AMI) of the smart grid to actively participate in the
electricity market to solve scheduling problems of energy management. The developed
framework is composed of EMC, smart appliances, smart meter, home gateway, In-home
Display (IHD), remote control, and wireless home area network as shown in Figure 2.

Utility company

Power plant

Transmission system

Substation system 

Distribution system 

Smart Home

Utility company

EMC

Appliances

IA Non-IA H-A

SM +AMI

Neighbor 

area 

network

Home area 

network

IHD&MCU

ESS

PV units

Figure 2. Developed energy management framework.

The AMI is a key feature of the smart grid that plays the role of the central nervous
system in the framework that establish two-way communication between grid and con-
sumers. It collects and delivers energy consumption readings from smart meters to utility
and delivers DR signals to EMC via smart meters in real-time. The home gateway of the
proposed framework establishes an interface between a wired network and a Home Area
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Network (HAN). The home gateway may be within the smart meter or a separate entity.
The smart meter measures energy consumption reading and is located between EMC and
AMI. The proposed framework has smart appliances of three categories like interruptible,
non-interruptible, and hybrid loads. Water heater, AC, batteries, Electric Vehicles (EVs)
and dishwasher can be placed in any category according to user lifestyle. The working
cycle of the first class of appliances can be modified. On the other hand, non-interruptible
appliances are those whose operation cannot be postponed. The programmed EMC based
on the EDGE algorithm solves the problem dearth of users’ knowledge and facilitates
the DR program’s implementation. The EDGE algorithm based EMC respond to pricing
signal and take parameters like available power grid energy, length of time operation, ap-
pliances power rating, and users priority into consideration creates a power usage schedule
subjected to objective function and constraints. The EDGE algorithm-based EMC commu-
nicates and shares created schedules with smart appliances via ZigBee. The power usage
scheduling whole process will be monitored by IHD or through mobile tools like laptops
and phones. The whole process is shown in Figure 2. The general form of optimization is
modeled as follows:

minF = objective f unction (1)

∑
i∈A

pisi(t) = Plimit(t) ∀t ∈ τ, i ∈ A (2)

The above constraint ensures that the total power consumption of residential appli-
ances during each timeslot does not exceed from specific power limit. The customers who
participate in the peak power reduction program given by the utility get huge savings
in their electricity bills. The Equation (2) is also beneficial for utility because it avoids
peak formation.

3.1.1. Framework Inputs

Proposed framework inputs DR programs, energy from the power grid, appliances
power rating, and power usage pattern. The description is as follows.

• Smart appliances: Residential homes have three categories of load like interruptible,
non-interruptible, and hybrid loads. Water heater, AC, batteries, EVs and dishwasher
can be placed in any category according to user lifestyle. The working cycle of the first
class of appliances can be modified. On the other hand, non-interruptible appliances
are those whose operation cannot be postponed. Mathematical modelling of major
residential appliances and operational constraints are presented here. The operation
time of all appliances is specified by:

Oi(t) =
{

1 i f t ∈ τi, ∀, i ∈ A,
0 otherwise

(3)

Devices such as AC and water heater try to maintain a temperature within desired
range. Therefore, the following constraints are necessary to model these appliances
properly.

Tmin ≤ Treq ≤ Tmax, ∀t ∈ τi, i ∈ {AC, wh} (4)

Oi(1) =
{

1, i f Ti(0) > Ti(1), i ∈ {ac, wh}
0, i f Ti(0) < Ti(1), i ∈ {ac, wh} (5)

Here Equation (4) ensures that thermal appliances temperature lies within user-
preferred ranges, and Equation (5) guarantee that if the temperature of a device
before the model initialization is more than the upper limit, then the appliance is
ON in first-time interval; otherwise, it will remain in OFF state. In addition to the
constraints mentioned above, each appliance has a particular mathematical equation
to model its operation, which is discussed as follows.

1. AC: The model aims to maintain AC temperature within a specific range while
considering all the major aspects that can affect its cooling, such as activity level,
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the difference in indoor, outdoor temperatures, and the number of occupants.
Operational constraints of AC are presented by the equation as follows:

Tf inal(t) = Tini(t− 1) + µ(Tout(t)− Tint(t)) + µ(β(t) + ζ) + µOi(t) ∀t = τ, i = ac (6)

The dynamics of the indoor temperature of AC is presented by Equation (6).
The equation shows that the indoor temperature at a specific interval depends on
the initial temperature, the household’s activity level, the difference between in-
door and outdoor temperatures, and the ON/OFF state of the appliance. The cool-
ing effect of AC due to ON state is represented by β. µ represent the effect of
temperature difference, occupants’ number, and activity level on given tempera-
ture, respectively. The model also considers the temperature threshold, i.e., upper
and lower levels in which temperature variation can be acceptable for consumers.

2. Water heater: The magnitude of hourly usage of hot water in different houses
varies. It is also observed that usage pattern changes significantly in normal and
weak days. Thus, this issue is considered while developing the water heater
model. The operational constraints of the water heater are shown below:

Twh(t) = Twh(t− 1) + υwh(Tcold − Thot) + [φOi(k)−Vcoldωwh] (7)

The temperature of the water heater at a specific interval t is a function of water
temperature in the previous hour, its usage pattern and the effect of the ON/OFF
state in its internal temperature.

3. Battery and EVs: Nowadays, the residential sector is equipped with storing
devices such as batteries and EVs. They store energy to reduce peak demand
during specific hours when there is a shortage of grid energy. To develop a model
of each appliance, we assume that energy charge and discharge in each interval
is known. The general model for energy storing devices is given by:

Estor = Estor(t− 1) + T[Cch(t)− Cdis(t)] ∀t ∈ τ (8)

Emin ≤ Estor ≤ Emax ∀t ∈ τi (9)

∑
t=τi

Oi(t) = (OPi)
max, ∀t ∈ τi (10)

Equation (9) ensures the charging of energy storage appliances within certain
thresholds. The Equation (10) shows the energy storage level of both appliances
majorly depends on its initial charging level and energy charge, discharge at that
interval.

4. Dishwasher, Washing machine, Cloth dryer: The operational constraints of the
dishwasher, washing machine and cloth dryer is as follows:

∑
t=τi

Oi(t) = OPm
i ax, ∀t ∈ τi (11)

In addition to the total timeslots over which the devices required to operate
according to end-user choice during a day is given in Equation (11), additional
constraints are considered in modelling such as maximum successive operation
time, coordination of washing machine and cloth dryer in such a way that both
appliances will not start simultaneously. The dryer will start its operation when
the washing machine completes its working hours. The Equation (12) given
below validates the consecutive operation of appliance to handle the second
category of appliances known as uninterruptible appliances:

∑
xa

ei(t).ei,t+1.ei,t+2.et + (τ − 1) ≥ 1 (12)
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Sdryer + Swasher ≤ 1 ∀t ∈ τ (13)

Fi1 ≥ Fi2 + τi (14)

The Equation (13) avoid the cloth dryer and washing machine to operate simul-
taneously. The last constraint guarantees the start of operation of appliance i2
after the end of total working hours of appliance i1.

• RTP signal: The EMC based on the EDGE algorithm of the proposed framework uses
the RTP signal as an input to schedule the power usage pattern of home appliances.
The utility company broadcasts this RTP signal to EMC for power usage scheduling of
users. This RTP signal used in this work is taken from the federal energy regulating
commission [40].

3.1.2. Renewable Power Generation Sources

Naturally available RESs are wind, Photovoltaic (PV), tidal, fuel cell, biogas, etc.,
which highly contribute to power generation. Among these RESs, abundant and freely
available renewable energy sources are PV, which is at the users’ access. On this note, this
work utilizes PV as a renewable power generating source. The aim is to harvest green
energy from PV systems to reduce energy cost, carbon emission, and PAR. The PV system
output power is computed as (15) [41].

Epv(t) = ∂
pv× Apv×Irr(t)× (1− 0.005(Temp(t)− 25)) (15)

where Epv represents output energy harvested from PV system in an hour, ∂pv denotes
PV system energy efficiency, and Apv indicates PV system area. The solar irradiation and
outdoor temperature are Temp(t) and Irr(t), respectively. The 0.005 is constant number
represents temperature correction factor. The Weibull probability density function is
adopted for solar irradiation modelling, depicted in Equation (16).

F(Irr(t)) = ω

(
ψ1
λ1

)(
Irr(t)

λ1

)(ψ1−1)e−(
Irr
λ1 )

ψ1

+ (1−ω)

(
ψ2
λ2

)(
Irr(t)

λ2

)(ψ2−1)e−(
Irr
λ2 )

ψ2

(16)

Complete discussion of Equation (16) can be found in [41]. The EDGE algorithm utilizes so-
lar energy for load scheduling and storage purpose batteries during on- and off-peak hours.

3.1.3. Batteries as Energy Storage System

The batteries are known as a “Holy Grail” and contribute to alleviating pollution
emission due to widespread applications like EVs, PHEVs, as backup during power grid
collapse etc. Batteries in this work are used with PV systems to store renewable energy
during sunny daytime and send stored energy back to utility on cloudy days and night.
The main purpose of batteries with a PV system is to smoothen out the intermitnacy of solar
energy. The batteries remarkably reduced pollution emissions and potentially alleviated the
energy cost of prosumers. The batteries exchange energy with utility during peak demand
time horizon or unit energy price is high [42]. Batteries charging/discharging behaviour is
mathematically modelled in Equation (17).

PS(t) = PS(t− 1) + η · µESS · EECh(t)− η · EEDch(t)
µESS ∀t (17)

where PS denotes energy that is stored and measured in (kWh) at time t, µESS represents
ESSs efficiency, η represents time duration in our hours, EECh indicates the power supplied
from the solar system to batteries, and EEDch shows power delivered from batteries to
load. Constraints adjusted to make the charging/discharging within limits and avoid deep
discharge/overcharge, set as follows.

EECh(t) ≤ EECh
UB (18)
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EE(t)Dch ≤ EEDch
LB (19)

PS(t) ≤ PSCh
UB (20)

The EMC based on EDGE algorithm receives RTP signal, PV power signal, utility,
and consumer’s priorities of appliances for optimal energy usage scheduling.

3.1.4. Framework Outputs

The EMC, based on the EDGE algorithm, takes the inputs and returns the output,
which is a scheduled power usage pattern of appliances that reduces energy cost, alleviates
PAR, and maximises user comfort. The four major objectives, like total energy costs, PAR,
carbon emission, user comfort, and optimal power usage schedule, are outputs of the
developed framework, which are presented as follows.

• Energy cost is a monetary bill to be paid by consumers to utility companies for
consuming energy for a unit time horizon. The energy cost is computed using RTP
signal broadcasted by utility company. In 2010 FERC recorded a note that consumers
who utilized RTP signal of DR program for scheduling (shifting load from on- to
off-peak timeslots) obtained 70% monetary savings in bill. The bill deposited by
consumers to utility company for energy consumption with RTP signal is computed
as follows:

F1 =
24

∑
t=1

(
N

∑
a=1

Ea
c (t)× St × ∂(t)

)
(21)

where F1 in Equation (21) shows objective 1 which is energy cost that is to deposited
by consumers to utility company. One of the major objectives is energy cost reduction.
This objective is achieved via optimal energy consumption scheduling, which is
achieved by the proposed EDGE algorithm.

• Energy consumption is electricity that has used by consumers via operating appliances
like interruptible, non-interruptible, hybrid appliances for specific activity and timeslot
within a home.
First interruptible appliances are also known as time adjustable appliances, and their
per timeslot energy consumption is computed as follows.

EI
c(t) = PI

r × St (22)

where EI
c(t) is per timeslot energy consumption, PI

r shows power rating, and St
is status indicator for interruptible load. Net energy consumption of interruptible
appliances is computed as follows.

EI
T =

24

∑
t=1

N

∑
a=1

EI
c(t) ∀ I ∈ A (23)

Energy consumption of non-interruptible appliances per timeslot is computed as
follows:

ENI
c (t) = PNI

r × St (24)

where ENI
c (t) represents energy consumption per timeslot t, PNI

r denotes power rating,
and St is status indicator of non interruptible appliances. The total energy consumption
per timeslot for all appliances is computed as follows:

ENI
T =

24

∑
t=1

N

∑
a=1

ENI
c (t) ∀ N ∈ A (25)
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Thus, the net daily energy consumption of appliances within a home is formulated as
follows:

Eta
T = EI

T + ENI
T (26)

where EI
T and ENI

T denote per day energy consumption of interruptible appliances
and non-interruptible appliances, respectively, the Eta

T represents the net energy con-
sumption of appliances.

• PAR is a ratio of peak energy consumption to average energy consumption during a
specific time horizon. Utility companies stimulate consumers to schedule load (shift
energy consumption from on- to off-peak timeslots) to mitigate PAR, i.e., peak load
to avoid peak power plants operation. PAR minimization is beneficial for a utility
company and consumers for two reasons: smoothen out the load curve, alleviate
peaks in the demand load curve, and minimize consumers energy cost. The PAR is
computed as follows.

F2 = 24×

max
(

EI
c(t), ENI

c (t), Ep
c (t), Ec

c(t)
)

ET

, (27)

where F2 shows PAR, and ET represents net energy consumption.
The PAR reduction is the third objective ultimate objective that enhances the stability
of the power grid.

• User comfort can be measured in terms of delay time rate, energy usage, illumination,
temperature, humidity, air quality, sound, and residents demographic profile [43,44].
User comfort in this work is measured in aspects of delay or waiting time a consumer
confront for an activity when their loads are shifted from on- to off-peak timeslots.
The users face frustration/discomfort when their loads are shifted from on- to off-peak
timeslots. Trade-off exists between energy cost and waiting time, when energy cost
reduces waiting time, will be increasing and vice versa. The user comfort in aspects of
waiting time is computed as:

wa =

T
∑

t=1

n
∑

a=1

∣∣∣(To,unsch
a,t − To,sch

a,t

)∣∣∣
Tlo

a
(28)

where wa is waiting time/delay that an appliance a face due to scheduling, To,unsch
a,t

is before scheduling status of an appliance, To,sch
a,t is after scheduling status of an

appliance, and Tlo
a is net operation time. The EMC based on the EDGE algorithm shifts

the load from on- to off-peak timeslots in reply to RTP tariff and consumer’s priority.
A maximum waiting time/delay time rate that consumers can endure is computed as
follows.

wd
a = Tt

a − Tlo
a (29)

where wd
a denotes maximum delay users face in shifting load from on- to off-peak

timeslots, and Tt
a is net time interval. The user discomfort is maximum when wa = wd

a ;
usually, this case does not happen (worst case). The user discomfort in % is computed
below.

D =
wa

wd
a
× 100 (30)

Waiting time and energy cost are two conflicting objectives. Some customers are
interested in energy costs, and some want to use the appliance as soon as possible.
Customers have to pay more to complete his task sooner and vice versa.
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• Multiple objective optimization: The above mentioned individual objective function,
some of these are used simultaneously in HEMS. The general representation of a
multi-objective function is as follows.

F = F1 ϕ1 + F2 ϕ2 + F3 ϕ3 + F4 ϕ4 (31)

where F1, F2, F3, and F4 represent objective functions of energy cost, energy consump-
tion, PAR and user comfort, respectively. The ϕ1, ϕ2, ϕ3 and ϕ4 denote weighting
factors associated with objective functions. Weights decide which objective is to
choose, thus giving a sense of interest and motivation. The multi-objective function
aims to simultaneously solve multiple objective optimization problems considering
user priorities and preferences.

4. Proposed and Existing Algorithms

Existing mathematical optimization techniques do not efficiently handle the schedul-
ing of appliances because they have high computational complexity, and their efficiency
degrades as the number of appliances increases. On this note, the EDGE algorithm is
developed for optimal scheduling of appliances power usage patterns. The performance of
EDGE algorithm is evaluated comparatively with BPSO, WDO, GA, and EDE in terms of
objectives. These algorithms are chosen due to the same population-based search mecha-
nism. The proposed and existing algorithms in the following subsections are discussed in
detail.

4.1. GA

GA is a bio-inspired heuristic algorithm, where new genes are created which carry
parents characteristics. In GA, a random population of a chromosome is created in which
each chromosome shows the solution to a problem. In our GA based EMC, appliances are
scheduled to minimize energy cost and PAR by facilitating both user and utility. Initial
parameters of GA based EMC are defined in Table 1.

Table 1. Parameter of GA.

Parameters Values Parameters Values

Nitra 300 Pc 0.9
Popsize 10 Pm 0.1
n 7 insite 2

The GA overall implementation is illustrated in flowchart depicted in Figure 3.

4.2. EDE

EDE is an enhanced version of DE introduced in recent years and considered a robust
and powerful optimization tool. The accuracy and convergence of the DE are enhanced
using parameters like CR, MF and NP. All the steps and parameters of EDE are similar to
DE. However, enhancement in this algorithm is in aspects of trial vectors generation. Five
trial vectors like the first three trial vectors are obtained in every iteration by taking three
distinct CR values, i.e., 0.3, 0.6 and 0.9. The fourth trial vector generates a convergence rate.
In contrast, the fifth trial vector increases population diversity. Five groups of trial vectors
are computed as in [17] given below.

Uj =

{
vj, i f (rand(1) ≤ 0.3,
xj, i f (rand(1) > 0.3

(32)

Uj =

{
vj, i f (rand(1) ≤ 0.6,
xj, i f (rand(1) > 0.6

(33)
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Uj =

{
vj, i f (rand(1) ≤ 0.9,
xj, i f (rand(1) > 0.9

(34)

Uj = rand(1).xj. (35)

Uj = rand(1).vj + (1− rand(1)).xj (36)

The EDE algorithm overall implementation flowchart is given in Figure 4 and parame-
ters of EDE are listed in Table 2.

Start

Parameter initialization 

Generate initial 
population 

Generation < maximum 

generation

Assign pbest

Evaluate fitness 

function

Assign gbest

Select two individuals 

From current 

population

Crossover

Mutation

Update population 

End

Fitness function 
evaluation

Assign gbest

No

Yes

Figure 3. The flowchart of GA.

Table 2. Parameters of EDE.

Parameter Values Parameter Values

Nitra 100 xl 50
Popsize 30 xu 100
n 7
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Start

Specify the EDE 

parameter

Initialize random 

population of vectors 

within certain bounds

Normalize each value 

between 0 and 1

Select target vector

Randomly select three 

vectors

Generate mutant vector 

i.e muation

Generate five group of trial 

vectors i.e. crossover

Evaluate fitness function 

of each trial vectors

Final trial vector is 

selected having minimum 
fitness

Compare trial vector and 
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End

No

Yes

Figure 4. The flowchart of EDE algorithm.

4.3. Proposed EDGE Algorithm

EDGE is our developed algorithm which is a hybrid of EDE and GA. The performance
of EDE is improved by incorporating crossover and mutation process of GA algorithm.
This modification in the EDE algorithm enables the EDE algorithm to obtain globally
optimal solutions because the proposed algorithm has good exploration and exploitation
properties. Also, the proposed algorithm effectively achieves energy cost, carbon emission,
PAR, and user discomfort minimization simultaneously. The methodology of the proposed
algorithm is explained in two phases. In the first phase, similar steps of the EDE algorithm
as discussed above are followed. In the second phase, crossover and mutation operators of
GA are applied to the best solution returned from EDE. The population obtained before
and after crossover and mutation steps is compared. A new population is generated based
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on the best solution achieved in either of two populations. Finally, the value with minimum
fitness in the resultant population is considered the global best solution. The methodology
flowchart of the proposed algorithm is shown in Figure 5.

Start

Specify the EDE parameter 

nitra, xpop, Nvar, xl, xu

Initialize random population 

of vectors within certain 

bounds

Normalize each value 

between 0 and 1

Select target vector

Randomly select three 

vectors

Generate mutant vector i .e 

mutation

Generate five group of trial 

vectors

Evaluate fitness function of 

each trial vectors

Final trial vector is selected 

having minimum fitness

Compare trial vector with 

target vector and update initial 

population

Generation < maximum 

generation

Fitness function evaluation

Assing gbest

End

No

Yes

Select two individuals from 

current population

Crossover

Mutation

Update population

Figure 5. Methodology flowchart of the proposed EDGE algorithm.

5. Simulations and Discussion

Simulations are conducted in MATLAB R2018b on a system Intel(R) Corei5-CPU @3.30
GHz, and 8 GB RAM with Microsoft Windows 10 for two case studies: (I) with power
grid only, and (II) with RESs and ESSs. The proposed EDGE algorithm is compared with
existing algorithms like BPSO, WDO, GA and EDE in terms of the following objectives
like optimal energy consumption pattern, minimum energy cost, avoiding peak forma-
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tion, and minimizing user discomfort (waiting time). The EDGE algorithm and existing
algorithms like BPSO, WDO, GA, and EDE simulation parameters are kept same for a fair
evaluation. In addition, the existing algorithms like BPSO, WDO, GA, EDE, and EDGE are
chosen due to architectural similarities. The parametric value of appliances necessary for
scheduling is taken in advance, which is given in Table 3 [8].

Table 3. Smart appliances power rating.

Smart Appliances Power Rating (kWh) Smart Appliances Power Rating (kWh)

AC 1.5 Iron 1
Dishwasher 1.5 Washing machine 0.7
EVs 5.5 Cloth dryer 4
Battery 1.6

The exogenous data like RTP signal, solar irradiance, ambient temperature, charging
level of batteries, and RESs for power usage scheduling of both proposed EDGE and
existing algorithms, which are illustrated in Figures 6–10. The detailed discussion of each
case study for the proposed EDGE and existing algorithms is presented as follows.
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Figure 6. RTP signal offered by utility company to consumers to participate in DR.
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Figure 9. Batteries charging behavior.
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5.1. Case Study I: With Power Grid only

The case study presents results of both proposed EDGE and existing algorithms
with power grid only as a source based on different performance metrics like net energy
cost, energy consumption pattern, PAR, and delay/waiting time. Simulation results of
the proposed and existing algorithms power usage scheduling under power grid only
are discussed.

5.1.1. Generated Power Usage Schedule Pattern for Energy Cost Minimization

The power usage schedule of various appliances using proposed and existing op-
timization algorithms are depicted in Figure 11. The maximum energy consumption of
without scheduling is 11.8 kWh. The energy consumption is reduced to 7.1 kWh, 8.1 kWh,
9.2 kWh, 10 kWh and 8.2 kWh in each case, i.e., BPSO, WDO, GA, EDE and EDGE, respec-
tively. The result in Figure 11 verifies that each algorithm schedule appliances optimally to
maintain energy consumption within the maximum threshold limit.
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Figure 11. Proposed and existing algorithms energy consumption using power grid.

During timeslots 1:00 → 9:00, the average energy consumption of BPSO, GA and
EDGE is 25% less than both EDE and WDO algorithms. Moreover, it is noticed that there is
a significant change in energy consumption behaviour of the EDGE algorithm during peak
hours starting from 9:00→ 15:00. The EDGE algorithm consumes a minimum amount of
energy in these timeslots compared to other algorithms. In remaining timeslots, 15:00→
24:00, each algorithm schedules a maximum of its appliances to complete their working
hours. The above discussion concludes that the EDGE algorithm is more cost-effective than
other algorithms due to its simple tuning parameters. These parameters enable the EDGE
algorithm to reach the optimal solution, thereby consuming maximum energy in low peak
hours and minimum in high peak hours. It is obvious in Figures 12 and 13 and Table 4 that
the net energy cost in each algorithm is less than the unscheduled case. The value of energy
consumption cost for the unscheduled case is 1390 cents which is decremented to 1350 cents
with BPSO, and further decremented to 1300 and 1405 cents for WDO and GA, respectively.
However, it is increased to 1420 cents in the case of EDE. Finally, from simulation results
observation, it is concluded that the EDGE algorithm achieves maximum electricity bill
reduction, and its value is 1225 cents.
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Figure 12. Proposed and existing algorithms per hour energy cost evaluation using power grid.
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Figure 13. Proposed and existing algorithms total energy cost evaluation using power grid.

Table 4. Comparison of energy cost minimization using power grid.

Scheduling Algorithms Energy Cost (Cents) Difference (Cents) Decrements in Cost (%)

Unscheduled 1390 - -
BPSO 1350 40 2.87
WDO 1300 90 6.47
GA 1405 −15 −1.079
EDE 1420 −30 −2.15
EDGE 1225 165 11.87

5.1.2. PAR

Figure 14 illustrates PAR minimization performance of given scheduling algorithms. It
is obvious from Figure 14 and Table 5 that PAR is alleviated significantly by BPSO and EDE
while WDO and GA have almost equal PAR minimization. In contrast, the proposed EDGE
algorithm has outperformed existing algorithms in PAR alleviation aspects. It is obvious
from Figure 14 that PAR reduction for EDE algorithm is 16.66% while PAR reduction in
the case of BPSO, WDO, GA and EDGE is 18.75%, 4.16%, 8.33% and 41.66% due to their
optimal power usage scheduling in all timeslots. The increasing energy demand cause
peaks creation, leading to load-shedding and blackout of generating systems.
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Figure 14. Proposed and existing algorithms PAR evaluation using power grid.

Table 5. Comparison of PAR reduction using power grid.

Scheduling Algorithms PAR Difference Decrement in PAR (%)

Unscheduled 4.8 - -
BPSO 3.9 0.9 18.75
WDO 4.6 0.2 4.16
GA 4.4 0.4 8.33
EDE 4.8 0.8 16.66
EDGE 2.8 2 41.66

Carbon emission minimization analysis of the proposed EDGE algorithm comparative
with other algorithms is depicted in Figure 15. Numerical results are listed in Table 6.
The proposed EDGE algorithm emits less carbon than existing algorithms with the power
grid. Without scheduling power usage, the maximum carbon emission at timeslot 19 is
158 pounds. On the other hand, other algorithms like BPSO, WDO, GA, EDE and EDGE
emit maximum carbon at 144 pounds, 150 pounds, 141 pounds, 150 pounds and 134
pounds in timeslot 19, respectively. The carbon emission at timeslot 19 of EDGE algorithm
is 134 pounds, which is minimum per timeslot carbon emission than other algorithms.
Thus, the EDGE algorithm outperforms other algorithms in carbon emission minimization.
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Figure 15. Carbon emission minimization evaluation with power grid for proposed and existing
algorithms.
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Table 6. Carbon emission minimization evaluation with power grid at timeslot 19.

Scheduling Algorithms Carbon Emission (Pounds) Difference (Pounds) Reduction (%)

Unscheduled 158 - -
BPSO 144 14 8.86
WDO 150 08 05.06

GA 141 17 10.75
EDE 150 08 05.06

EDGE 134 24 15.18

5.2. Case Study II: with RESs and ESSs

In case study II, simulation results of the proposed and existing algorithms power
usage scheduling under RESs and ESSs to reduce energy cost, carbon emission, PAR,
subjected to consumers convenience are demonstrated as follows (Figure 16).
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Figure 16. Energy consumption evaluation using RESs and ESSs of the proposed and existing
algorithms.

5.2.1. Energy Cost per Timeslot and Net Minimization Evaluation

The energy cost assessment of EDGE algorithm comparative with existing algorithms
based power usage scheduling using RESs and ESSs is visualized in Figure 17. The energy
cost statistical evaluation is listed in Table 7. BPSO maximum energy cost is 58.97 cents
in timeslot 7, WDO has 59.5 cents in 9 timeslots, GA is 43 cents 8 timeslots, EDE is 61.5
cents in 9 timeslots, and the proposed EDGE algorithm is 42 cents 8 timeslots. The energy
cost without scheduling power usage for the 24 h time horizon is 690 cents compared to
existing algorithms like BPSO, WDO, GA, EDE and the proposed EDGE algorithm, 670,
660, 605, 590, and 470 cents, respectively. Likewise, net energy cost results of algorithms
in comparison without scheduling are visualized in Figure 18. The energy cost graphical
and numerical assessment prove that energy cost minimization of the EDGE algorithm is
promising than other algorithms. Thus, the proposed EDGE algorithm is more effective in
energy cost minimization (both per timeslot and net) than other algorithms.

Table 7. Statistical results of energy cost minimization using RESs and ESSs of the proposed and
existing algorithms.

Scheduling Algorithms Energy Cost (Cents) Difference Reduction (%)

Unscheduled 690 - -
BPSO 670 20 2.89
WDO 660 30 4.34

GA 605 85 12.31
EDE 590 100 14.49

EDGE 470 220 31.88
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Figure 17. Energy cost per timeslot minimization evaluation using RESs and ESSs of the proposed
and existing algorithms.
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Figure 18. Net energy cost evaluation using RESs and ESSs of the proposed and existing algorithms.

5.2.2. PAR Minimization Evaluation

The PAR graphical evaluation with power usage scheduling based on BPSO, WDO,
GA, EDE, and proposed EDGE algorithm using RESs and ESSs is visualized in Figure 19.
Evaluation numerical results are depicted in Table 8. The proposed EDGE algorithm
achieves maximum PAR reduction due to key features adaptation of the EDE and GA
algorithms. The algorithms like BPSO, WDO, GA, EDE, and the proposed EDGE algorithm
reduce the PAR by 18.75, 8.33, −8.33, 4.16, and 27.08, respectively. The EDGE algorithm
optimally scheduled the power usage pattern in off/mid-peak timeslots to acquire the
desired objectives. In contrast, the existing algorithms scheduled almost the whole load
in off-peak timeslots, resulting in rebound peaks. The rebound peaks, in turn, disturb the
reliability of the power grid. PAR evaluation using RESs and ESSs results and discussion
reveals that the proposed EDGE algorithm notably minimizes PAR than other algorithms.
Thus, PAR reduction is beneficial for both the power grid and users.



Sustainability 2022, 14, 1792 22 of 28

Unschedule BPSO WDO GA EDE EDGE

0

0.5

1

1.5

2

2.5

P
A

R
 w

it
h

 R
E

S
s
+

 E
S

S
s

Figure 19. PAR evaluation with power usage scheduling using RESs and ESSs of the proposed and
existing algorithms.

Table 8. PAR evaluation of the proposed and existing algorithms using RESs and ESSs.

Scheduling Algorithms PAR Difference Reduction (%)

Unscheduled 2.4 - -
BPSO 1.95 0.45 18.75
WDO 2.2 0.2 8.33

GA 2.6 −0.2 −8.33
EDE 2.3 0.1 4.16

EDGE 1.75 0.65 27.08

5.2.3. Carbon Emission Evaluation

Carbon emission with/without power usage scheduling using RESs and ESSs of
EDGE in comparison with existing algorithms is depicted in Figure 20. The statistical
results are presented in Table 9. Power usage scheduling with proposed and existing
algorithms results in less release of carbon than without power usage scheduling. Carbon
emission into the atmosphere without power usage scheduling is 147 pounds in timeslot 19,
which is maximum compared to power usage scheduling. On the record, BPSO maximum
carbon emission is 125 pounds 19 timeslots, WDO is 130 pounds at 19 timeslots, GA is
132 pounds at timeslot 19, EDE at timeslot 19 is 132 pounds, and the proposed EDGE
algorithm is 114 pounds at 19 timeslot, which is less than other algorithms and without
power usage scheduling case. Without power usage scheduling, the net carbon emission
is 147 pounds using RESs and ESSs at timeslot 19. In contrast, carbon emission with
power usage scheduling based on BPSO, WDO, GA, EDE, and EDGE algorithms is 125,
130, 132, 132, and 114 pounds at timeslot 19, respectively. The existing algorithms like
BPSO minimized pollution emissions by 14.9%, WDO by 11.56%, GA by 10.20%, EDE by
10.20%, and the proposed EDGE algorithm by 22.44% than without power usage scheduling.
Results and discussion validate that the proposed EDGE algorithm’s carbon emission into
the atmosphere is comparatively less than all existing algorithms without power usage
scheduling.

5.2.4. User Comfort/Discomfort in Terms of Waiting Time

User comfort/discomfort in terms of waiting time of proposed EDGE and existing
algorithms like BPSO, WDO, GA, and EDE based power usage scheduling using RESs and
ESSs is illustrated in Figure 21. Results are discussed in detail as follows.
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Table 9. Carbon emission into atmosphere evaluation of the proposed EDGE and other algorithms
with RESs and ESSs at timeslot 19.

Scheduling Algorithms Carbon Emission (Pounds) Difference Reduction (%)

Unscheduled 147 - -
BPSO 125 22 14.9
WDO 130 17 11.56

GA 132 15 10.20
EDE 132 15 10.20

EDGE 114 33 22.44
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Figure 20. Carbon emission evaluation of the proposed EDGE and other algorithms with RESs and
ESSs.
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Figure 21. User comfort/discomfort in terms of waiting time of proposed and existing algorithms
using RESs and ESSs.

The BPSO algorithm generated power usage schedule for smart home appliances like
Refrigerator, Washing Machine, Clothes Dryer, Air Conditioner, Dishwasher, and EVs faces
waiting time of 0, 2.3, 0.9, 0, 1.4, and 1.2 h, respectively. Results are visualized in Figure 21.
The WDO algorithm generated appliances schedule confronts waiting time of 0.7, 1.7, 1.73,
1.40, 1.35, and 1 h for appliances like Refrigerator, Washing Machine, Clothes Dryer, Air
Conditioner, Dishwasher, and EVs, respectively, as illustrated in Figure 21. GA algorithm
created schedule introduce waiting time of 0, 1.4, 1.2, 1.4, 1.3, and 0.9 h for Refrigerator,
Washing Machine, Clothes Dryer, Air Conditioner, Dishwasher, and EVs as depicted in
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Figure 21. Power usage scheduling with EDE algorithm poses waiting time of 0.4, 1.2, 1.1,
0.1, 0, and 1.3 Refrigerator, Washing Machine, Clothes Dryer, Air Conditioner, Dishwasher,
and EVs, respectively. Waiting time posed with EDE algorithm is illustrated in Figure 21.
The proposed EDGE algorithm creates a power usage schedule with waiting time of 0,
2.3, 1.1, 1.4, and 1.3 for Refrigerator, Washing Machine, Clothes Dryer, Air Conditioner,
Dishwasher, and EVs, respectively. These results conclude that the proposed algorithm
created power usage schedule is optimal compared to existing algorithms and highly
contribute to efficient energy management. However, a slight trade-off exists between
energy cost and waiting time which is also minimized up to some extent.

5.3. Performance Trade-Off Evaluation

The proposed EDGE algorithm, while solving the power usage scheduling problem
for energy management, face trade-offs between different interdependent and conflicting
parameters. The first trade-off is visualized between energy cost and PAR. The EDGE
algorithm significantly minimized energy cost while PAR slightly increased. The trade-off
between energy cost and PAR is observed for case studies I and II, respectively, for proposed
EDGE and benchmark algorithms. The second trade-off is seen between energy cost and
waiting time. The proposed EDGE algorithm scheduled load to shift more load from
on- to off-peak timeslots to alleviate peak creation and minimize energy cost. However,
while minimizing energy cost is obtained at slightly increased waiting time. Thus, the user
will face discomfort in aspects delay. We conclude from analysis and discussion that
a trade-off exists naturally between conflicting parameters and could not be removed
completely. However, the trade-off between conflicting parameters like energy cost and
PAR, and energy cost and waiting time could be minimized up to some extent our proposed
EDGE algorithm and existing algorithms. The performance trade-off between conflicting
parameters like energy cost and PAR, and energy cost and waiting time is evaluated for a
case study I and case study II and listed in Tables 10 and 11, respectively.

Table 10. Case study I: performance trade-off analysis with power grid.

Scheduling Algorithms Energy Cost (Cents) PAR Waiting Time (Hours) Carbon Emission
(Pounds)

Unscheduled 1390 4.8 - 158
BPSO 1350 3.9 0.983 144
WDO 1300 4.6 1.31 150

GA 1405 4.4 1.03 141
EDE 1420 4.8 0.667 150

EDGE 1225 2.8 1.225 134

The trade-off assessment of the proposed EDGE algorithm in comparison with other
algorithms for case study II with RESs and ESSs is shown in Table 11. Obviously, the EDGE
algorithm is superior in energy cost, carbon emission, and PAR minimization, whereas the
EDE algorithm is superior in energy cost and waiting time minimization.

Table 11. Case study II: performance trade-off evaluation with RESs and ESSs.

Scheduling Algorithms Energy Cost (Cents) PAR Waiting Time (Hours) Carbon Emission
(Pounds)

Unscheduled 690 2.4 - 147
BPSO 670 1.95 0.983 125
WDO 660 2.2 1.31 130

GA 605 2.6 1.03 132
EDE 590 2.3 0.667 132

EDGE 470 1.75 1.225 114
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6. Conclusions and Future Work

The implementation of the DR program can achieve efficient energy utilization, opti-
mal power usage and scheduling. However, due to lack of knowledge, implementation
of a DR program is not possible. The emergence of EMC highly contributes to the imple-
mentation of the DR program. On this note, an EDGE algorithm is developed, which is a
hybrid of GA and EDE algorithms. The EMC based on the EDGE algorithm, automatically
responds to DR pricing signals to optimally schedule household appliances to solve en-
ergy management problems with energy cost, carbon emission, PAR, and user discomfort
minimization. The simulation results show that the proposed EDGE algorithm is more
effective in energy cost, user discomfort, carbon emission, and PAR minimization for both
case study I and case study II. The results show that the proposed framework based on
EDGE reduced energy cost, carbon emission, and PAR by 11.87%, 15.18%, and 41.66% in
case study I; by 31.88%, 22.44%, and 27.08% in cased II, respectively.

In future, this work can be extended in diverse directions:

• Lapunov optimization technique will be employed for online scheduling where onsite
events and requests will be responded to to solve energy management problems in
realtime.

• Multi-objective optimization algorithms will be adapted to solve energy management
problems via dynamic scheduling.

• Fog- and cloud-based environments will be developed to solve energy management
via scheduling under DR programs.
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