Global Land Use Impacts of Bioeconomy: An Econometric Input–Output Approach
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Abstract: Many countries have set ambiguous targets for the development of a bioeconomy that not only ensures sufficient production of high-quality foods but also contributes to decarbonization, green jobs and reducing import dependency through biofuels and advanced biomaterials. However, feeding a growing and increasingly affluent world population and providing additional biomass for a future bioeconomy all within planetary boundaries constitute an enormous challenge for achieving the Sustainable Development Goals (SDG). Global economic models mapping the complex network of global supply such as multiregional input–output (MRIO) or computable general equilibrium (CGE) models have been the workhorses to monitor the past as well as possible future impacts of the bioeconomy. These approaches, however, have often been criticized for their relatively low amount of detail on agriculture and energy, or for their lack of an empirical base for the specification of agents’ economic behavior. In this paper, we address these issues and present a hybrid macro-econometric model that combines a comprehensive mapping of the world economy with highly detailed submodules of agriculture and the energy sector in physical units based on FAO and IEA data. We showcase the model in a case study on the future global impacts of the EU’s bioeconomy transformation and find small positive economic impacts at the cost of a considerable increase in land use mostly outside of Europe.
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1. Introduction

The bioeconomy (BE) is seen as an important way to promote sustainable development and achieve ambitious climate change goals [1,2]. Since COP26 in Glasgow, most major GHG-emitting countries have committed to becoming climate neutral by 2050 (EU, USA), 2060 (China, Russia) or 2070 at the latest (India). Several countries have developed policies to promote the development of the bioeconomy as a key building block for decarbonizing the economy and shifting to a renewable resource base while, at the same time, promoting jobs, innovation and economic competitiveness (see Dietz et al. [3] for a review). The International Energy Agency (IEA) sees huge potential in bioenergy, in particular for long-haul road transport, water transport and aviation, but does not expect substantial contributions to decarbonization from substituting fossil feedstocks in the chemical industry with biomass [4]. The EU, by contrast, emphasizes the substitution of plastic with bio-based materials in its plastic strategy and Circular Economy Action Plan, which is part of the Green Deal [5,6]. Schipper et al. [7] found that up to 75% of fossil inputs of the EU’s chemical industry could be substituted by 2050.
However, as a consequence of human biomass consumption, land use-related environmental impacts such as the loss of carbon stocks and biodiversity, over-nutrition and freshwater withdrawal [8–11] already exceed planetary boundaries [12,13]. The amount of additional suitable and unprotected land is limited and increasingly threatened by climate change [14,15]. For this reason, the biomass demand of a large-scale expansion of bioenergy and advanced biomaterials together with the need to feed a growing and increasingly affluent world population is one of the challenges for reaching the global Sustainable Development Goals [16]. There are initial programs in place to develop monitoring frameworks for the bioeconomy transformation [17–20].

A major challenge for monitoring the environmental, economic and social impacts of the bioeconomy transformation as well as for policy design is that a substantial fraction of these impacts occur along increasingly complex global value chains [21]. Several accounting approaches have been developed to link the demand for biomass in one country to production and related environmental impacts in other countries via international trade flows. Global environmentally extended multiregional input–output models (EE-MRIIO) rely on national accounts and bilateral trade data in monetary units with environmental metrics such as GHG emissions or agricultural land use. They provide a comprehensive mapping of the linkages between consumption and global environmental impacts scattered across the global supply chain network [22]. A major drawback, however, is that these frameworks typically offer only a low amount of detail in terms of agricultural products, energy carriers and, partly, e.g., in the case of using the EXIOBASE database, country coverage. Furthermore, accounting based on monetary values bears the risk of biased footprint results if price differences across different uses of a product are large, thus violating the homogenous price assumption [23]. Biophysical accounting methods based on the FAO’s supply utilization accounts and bilateral trade in physical units, by contrast, are of a much higher product and country resolution, but at the cost of truncation errors, especially those of non-food use of biomass [24–26]. In recent years, hybrid accounting frameworks combining physical flows of biomass with monetary input–output relations have been developed by several authors with the objective to have the best from both worlds [27–30].

A similar trade-off can be observed for projection models used to assess the wider impacts of the future bioeconomy transformation under climate change scenarios. Partial equilibrium (PE) models such as GLOBIUM [31] or MagPie [32] offer a high amount of detail on underlying mechanisms that drive agricultural land use and land use change, but they do not take general equilibrium effects and feedback from the wider economy into account [33]. Taking this feedback into account is particularly important as non-food use of biomass is expected to tremendously increase in the future. Computable general equilibrium (CGE) models, by contrast, are based on the same data as EE-MRIIOs and, thus, share their shortcomings when it comes to assessing impacts of the bioeconomy transformation [34–36]. As a consequence, many recent publications favor a combination of PE and CGE approaches such as MAGNET [37–39]. In recent years, a growing interest in simpler models allowing better transparency and traceability of the impacts of exogenous scenario parameters on impact results has been observed [33,40–42]. This development is also a response to criticisms of a lack of empirics in many CGE models. Their model parameters such as elasticities of substitution typically result from model calibration rather than econometric estimates [43].

In this paper, we combine a global macro-econometric input–output model (GINFORS-E) for mapping macro-economic developments and the evolution of global supply chain networks, with specific modules based on physical flows describing developments in critical sectors such as energy or agriculture in greater detail. This allows addressing two shortcomings. First, a major advantage of the econometric approach compared to CGE models is that behavioral parameters are empirically validated. Second, in contrast to PE models, macro-economic feedback mechanisms are accounted for. In the following, we describe the development of an econometric agriculture module mapping the consumption, trade, production and land use of 28 crops and livestock products and show
how this new module interacts with both the economic core and an econometric energy module within the GINFORS-E framework. Our approach follows a similar philosophy to the hybrid accounting approaches mentioned above in that commodity flows measured in physical and monetary units are linked within a combined modeling framework. Thereby, a key objective of our approach is to map all relevant economic channels based on empirical data while keeping the overall model transparent and traceable.

The remainder of this paper is organized as follows: Section 2 describes how agriculture is modeled in GINFORS-E (Section 2.1), how the demand for biomass is modeled (Section 2.2), how agriculture, production and trade interact with each other (Section 2.3) and, finally, how the feedback between GINFORS-E and the agriculture module works (Section 2.4). In Section 3, a case study is described with details of the scenario settings in Section 3.1 and general scenario specifications referring to the GINFORS-E model settings in Section 3.2. Section 4 provides results for land use (Section 4.1), GDP per capita and employment (Section 4.2) as well as production by production sectors (Section 4.3). Section 5 concludes the paper.

2. Materials and Methods

The assessment of the global environmental and economic impacts of the future development of the bioeconomy under climate scenarios was based on the Global Inter-Industry Forecasting System-Energy (GINFORS-E, [44]) linked to a newly developed global partial model of agricultural production, consumption and trade.

GINFORS-E is a global econometric input–output model covering 64 countries and one “Rest of World” region with 36 industries each. The model is designed for the assessment of economic, energy, climate and environmental policies up to the year 2050. The GINFORS-E modeling setup is shown in Figure 1 and consists of, first, the economic core, in which 64 country-specific macro and input–output models are linked via a world trade model, and, second, modules linked with the economic core providing further detail on sectors of high importance, such as energy and agriculture. The arrows show which variables in each model block are determined by another model block or which variables are entered as exogenous scenario parameters. The bioeconomy-related scenario parameters are marked gray and are explained in greater detail below. For example, sector prices are calculated in the input–output model. The aggregate price is entered into the macro model. In contrast, the final demand for the components private consumption, government consumption and investment is determined at the macro-economic level in the macro model and then allocated to the individual sectors in the input–output model.

![Figure 1. Model structure of GINFORS-E. Source: own elaboration.](image-url)
GINFORS-E’s economic core is based on post-Keynesian economics, which means that markets, especially labor markets, are not assumed to be cleared [43]. It is assumed that economic agents have myopic expectations and follow past behavioral routines. Most of the parameters of these behavioral equations are estimated econometrically based on time series data from Eurostat, OECD.Stat, the World Bank, the UN and IEA for 1990 up to 2018 [45–53]. As shown in Figure 1, each country model has two main components: (1) The macro model that projects, on the one hand, the main components of the consumption side of GDP (household and government spending, capital formation) and, on the other hand, labor supply and demand, as well as wage rates [54]. (2) Based on the growth paths of aggregate GDP components and the development of the labor market, the input–output core projects structural changes in the economies.

The economic core is linked to further modules that project satellite accounts in physical units, most notably the energy module that is based on IEA energy balances [52]. Demand for energy carriers is driven by economic activities of industries, households and the government in the economic core. The structural changes in energy generation (e.g., expansion of renewables) and consumption (e.g., shift to electric vehicles) of 18 energy carriers are modeled based on energy and carbon prices including assumptions on price dependency of clean technologies such as renewable energies and electric vehicles. For some technologies such as nuclear and renewable energy deployment, additional assumptions are made in line with the recent IEA Stated Policies Scenario [55]. This approach is typically used in E3 models [56,57] and has similarities to the way hybrid multiregional input–output models combine data in monetary and physical units, but without econometric specifications for the behavior of agents [28,29,58].

Almost all model variables are determined endogenously via identity or econometrically estimated behavioral equations. For this reason, GINFORS-E scenario runs are controlled by only few exogenous variables that drive the model. These are population growth and demographic changes, international energy prices, interest rates, exchange rates and tax rates, as well as monetary and non-monetary trade barriers. Additionally, further scenario-specific parameters are used to model energy and climate policy scenarios, in particular carbon prices, electric vehicle shares or expansion targets for renewables.

Thus far, GINFORS-E has been used for answering various research questions, such as for simulations of macro-economic impacts of different electricity price scenarios calculated for the German Ministry of Economic Affairs and Energy [59], economic impacts of different international climate regimes [60] and peak oil [61], or explicit modeling of learning curves for renewable energy technologies [62]. The model was also applied to inform the EU on the impacts of the GEAR 2030 strategy [63]. In a parallel research activity [64], the GINFORS-E model serves as a socioeconomic driver to inform a detailed material flow accounting model that uses EXIOLINK [65] as the main data source.

Therefore, the model is well suited for the projection of the drivers of the bioeconomy, such as the increased use of biofuels in transportation or the bioplastic/biomass substitute inputs based on crude oil as the feedstock. However, the model severely lacks detail on agriculture, which is represented by a single sector in the national IO tables. In the following, we develop a new partial model describing the production, consumption and trade of 20 crops and 8 animal products (see list in the appendix) in physical quantities and integrate it into the existing GINFORS-E modeling framework. The list of 20 crops resulted from the differentiation of aggregated items in FAO statistics (cereals, sugar crops, starchy roots, pulses, tree nuts, oil crops, vegetables, fruits, stimulants, spices, fiber crops) and added more details for those crops that are—from a global perspective—most relevant economy wise and land use wise. A similar approach for animal products resulted in a differentiation of four types of meat. In the following sections, we first discuss how the agriculture module conceptionally fits into the GINFORS-E framework. Afterwards, in Section 2.2, we discuss how demand quantities for agricultural products are derived by means of a hierarchical approach, followed by a discussion about how corresponding international trade, production and land use are modeled (Section 2.3). Finally,
in Section 2.4, we describe the iterative solution process of the module and its interaction with the economic core and the energy module.

2.1. Modeling Agriculture within the GINFORS-E Framework

The newly developed agriculture module was built on the same theoretical background as the economic core of GINFORS-E. As shown in Figure 2, the agriculture module consists of two components. Firstly, the demand block derives demand quantities for 28 crops and livestock products from the intermediate and final consumption expenditures for food and agriculture in the IO core. Here, we distinguish the expenditures of households (H; food use), agriculture (I; feed and seed use) and the chemical and textile industries (6,9,10; other industrial use), which correspond to the utilization categories distinguished in the FAO’s commodity balance sheets.

![Figure 2. Components of the agriculture module and their interaction with GINFORS-E. Source: own elaboration](image)

The demand for biofuel feedstocks, by contrast, is driven by the demand for biofuels in caloric values modeled in the energy module. The second component of the agriculture module is the trade and production block. It takes the quantities from the demand block as an input and allocates them across producing countries via import shares, which depend on the exporter’s competitiveness (measured by unit costs and yields) and trade cost between the origin and destination country. Afterwards, consumer prices and structural changes in agriculture markets are fed back into the IO core.

The IO core is, by itself, demand driven in that, first, aggregate GDP components are broken down into demand for products of the 36 industries. In the default case, the product structure of government spending as well as of capital formation remains fixed or is adjusted exogenously, depending on the scenario specifications. The product structure of household consumption, however, is based on the demand system from Muhammad et al. [66] and, therefore, depends on the development of income and relative prices (see Section 2.2). This is particularly important, as especially the budget share of food is expected to decrease considerably in many fast-growing emerging countries following Engel’s law.

For a given vector of final demands, \( \mathbf{y}^c(t) \), with the generic element \( y_i^c(t) \) denoting the demand in country \( c \) for product \( i \) in year \( t \), the total output required from industry \( j \) can be computed by the demand-driven quantity input–output model

\[
\mathbf{x}^c(t) = \mathbf{L}^c(t) \mathbf{y}^c(t) = (I - \mathbf{A}^c(t))^{-1} \mathbf{y}^c(t),
\]

(1)
where \( \mathbf{x}^c(t) \) denotes a vector of gross output by the industry in country \( c \) and year \( t \), and \( \mathbf{L}^c(t) = (I - \mathbf{A}^c(t))^{-1} \) is the Leontief inverse of country \( c \) and year \( t \), with \( \mathbf{A}^c(t) \) being a matrix of technical coefficients showing the input required from industry \( i \) to produce a unit of output in industry \( j \). Based on total output, value added, labor compensation and demand for domestic and imported intermediates are computed taking the cost structures of the industries into account [67]. The resulting final and intermediate demands for agricultural products then enter the demand side of the agriculture module.

Making use of the duality between the IO quantity and price models [68], the inter-industry relations are also used to determine how changes in unit cost of production, \( u_c^c(t) \), influence output prices, \( p_j^c(t) \). It is assumed that the output price of an industry increases compared to the previous year with the same rate as the total unit cost of production. This is consistent with the assumption that profits per unit are given by a fixed markup on production costs. Using the input–output relations, we can express the total unit costs of production as a weighted average of the price changes of domestic inputs, imported inputs and labor, i.e.,

\[
u_c^c(t) = \sum_i a_{ij}^c p_j^c + \sum_i a_{ij}^c p_j^c + v_i^c \text{wage}_i^c,
\]

where \( a_{ij}^c \) and \( a_{ij}^c \) denote the input requirements from industry \( i \) produced domestically (\( c \)) or abroad (\( r \)), respectively, per unit output of industry \( j \) in country \( c \); \( p_j^c \) and \( p_j^r \) denote the prices for domestic and imported intermediates, respectively; and \( v_i^c \) and \( \text{wage}_i^c \) are the labor input requirements and the wage rate, respectively.

### 2.2. Modeling Household Consumption

Growth in household income affects consumption levels and patterns, depending on whether the good is normal, inferior or luxury. According to Engel’s law, the share of food expenditure in total consumption decreases as income increases, as food is an inferior good [69]. This effect is of particular importance for studying the global development of food consumption across countries in the long run, as in many major economies, affluence is expected to increase tremendously up to 2050.

The relationship between private consumption patterns and changing income and relative prices is typically modeled using demand systems, which are simultaneous equation systems that explain how households allocate their budget to different consumption purposes. In GINFORS-E, final consumption expenditures of households are modeled by means of the Florida Demand System [70], which allows for flexible budget shares under changing income levels. We used the estimates from Muhammad et al. [66], which are based on cross-country data from the World Bank’s International Comparison Program. These estimates, especially the income and own-price elasticities, have been widely used among researchers to parameterize global economic models, and particularly those models with a focus on modeling the global demand for food and agricultural products [15,33,41]. In the first stage, the demand system distinguishes nine different product groups, namely, food (1), clothing (2), housing (3), furnishings and appliances (4), health (5), transport (6), recreation (7), education (8) and other (9).

To capture the decline in income elasticities for food as income increases, Hertel et al. [33] and the FAO [15], among others, regressed per capita income on income elasticities and projected them into the future. Here, we took a different approach: we used the estimation equations of Muhammad et al. [66] in combination with the parameter estimates and projected the data, i.e., income and prices, directly into the future. The demand system has the following form:

\[
w_i^c = (\alpha_i + \beta_i y^c) + (\alpha_i + \beta_i y^c) \left[ \log \frac{p_j^c}{p_i} - \sum_j (\alpha_j + \beta_j y^c) \log \frac{p_j^c}{p_i} \right] + \phi(\alpha_i + \beta_i(1 + y^c)) \left[ \log \frac{p_j^c}{p_i} - \sum_j (\alpha_j + \beta_j(1 + y^c)) \log \frac{p_j^c}{p_i} \right],
\]

where \( \alpha_i \) and \( \beta_i \) are the income and own-price elasticities of demand for good \( i \) and \( y^c \) is the real income at the current date.


where $w^c_i$ denotes the budget share of product group $i$ in country $c$; $y^c_i$ denotes the log of per capita income; $p^c_i$ denotes the price of product group $i$ in country $c$; $\bar{p}_i$ denotes the global average price of $i$; and $\alpha_i, \beta_j$ and $\varphi_l$ are the estimated parameters. Index $j$ is used to refer to prices of another product group. The first term in Equation (3) captures the linear effect of real income, the second quadratic term captures the pure price effect and, finally, the third cubic term captures the substitution effects.

The predicted budget shares for a country in a future year are used to compute total expenditures by product group. The budget shares are multiplied by total household expenditures and further broken down into the 36 products distinguished in the GINFORS-E IO core, assuming constant shares.

### 2.3. Modeling Demand for Biomass

In this section, we describe the estimation and projection of total domestic consumption of agricultural products in physical units, which is mainly based on the FAO’s commodity balance sheets (CBSs). In each CBS, the utilization side consists of three main use categories, namely, food, feed and industrial use. From OECD/FAO data [71], it is possible to further split industrial use into biofuels and other industrial uses (e.g., feedstock for chemicals). Primary commodities that go into the production of another commodity (e.g., soybeans into vegetable oil) are captured in the category processing. To avoid too many units of measurement, we decided to express all physical flows of processed agricultural commodities (especially vegetable oil and sugar) as primary crop equivalents using the FAO’s technical conversion factors [72].

As shown in Figure 3, the estimation and projection were carried out using a two-step approach: In the first stage, we modeled the consumption separately for aggregate agricultural commodities that share similar use characteristics, e.g., oil crops used for fodder. In the second stage, we modeled the substitutions between individual products in the aggregate category, e.g., soybeans versus rapeseed used as fodder.

![Figure 3. The system of food use explanation in GINFORS-E (BEST). Source: own elaboration.](image)

In Stage 1, we distinguish 10 different aggregate product groups, as shown in Table 1. The first six aggregate categories comprise products that are (almost) exclusively used for human food consumption. These are basic food crops, fruits and vegetables, spices and stimulants, meat, milk and eggs. By contrast, feed and fodder crops, comprising maize and other cereals, are used for feeding animals, for human consumption and, to a much
lesser extent, as a feedstock for biofuels. Oil crops and sugar crops show a highly mixed pattern with relatively high shares in all four use categories. Finally, fiber crops are only used by industries, especially the textile industry.

Table 1. Product groups and their assignment to aggregates, utilization categories and input–output (IO) components.

<table>
<thead>
<tr>
<th>Aggregate (l')</th>
<th>Product Group (l)</th>
<th>Utilization (k)</th>
<th>IO Table Element (i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic food crops</td>
<td>Wheat, rice, pulses, potatoes, other starchy roots</td>
<td>Food</td>
<td>Food industry and households</td>
</tr>
<tr>
<td>Fruits and vegetables</td>
<td>Grapes, other fruits, onions and tomatoes, other vegetables, nuts</td>
<td>Food</td>
<td>Food industry and households</td>
</tr>
<tr>
<td>Spices and stimulants</td>
<td>Spices and stimulants</td>
<td>Food</td>
<td>Food industry and households</td>
</tr>
<tr>
<td>Meat</td>
<td>Cattle and buffalo meat, pig meat, poultry meat, other meat</td>
<td>Food</td>
<td>Food industry and households</td>
</tr>
<tr>
<td>Milk</td>
<td>Milk</td>
<td>Food</td>
<td>Food industry and households</td>
</tr>
<tr>
<td>Eggs</td>
<td>Eggs</td>
<td>Food</td>
<td>Food industry and households</td>
</tr>
<tr>
<td>Feed and food crops</td>
<td>Maize, other cereals</td>
<td>Food, feed, other industrial use</td>
<td>Food industry and households, agriculture, chemicals</td>
</tr>
<tr>
<td>Oil crops</td>
<td>Soybeans, rapeseed and mustard seed, palm fruit oil, other oil crops</td>
<td>Food, feed, other industrial use</td>
<td>Food industry and households, agriculture, chemicals</td>
</tr>
<tr>
<td>Sugar crops</td>
<td>Sugar crops</td>
<td>Food, feed, other industrial use</td>
<td>Food industry and households, agriculture, chemicals</td>
</tr>
<tr>
<td>Fiber crops</td>
<td>Fiber crops</td>
<td>Other industrial use</td>
<td>Textiles</td>
</tr>
</tbody>
</table>

Source: own elaboration.

For each of the 16 combinations of aggregate product groups and utilizations (except biofuels), we fitted an econometric demand equation, where quantities demanded depend on total expenditures for agricultural products by the IO sector corresponding to the utilization, as well as on prices. In addition, we tested further explanatory variables in each equation, such as price–income interaction terms or share of pigs in a country’s animal herd for fodder demand. The final specifications included all that were found to be statistically significant and had the expected sign, i.e., negative for prices and positive for expenditures in monetary units. The demand equations were specified as follows:

\[ u_{ik}(t) = \alpha_{ik} + \beta_{ik} + \log y_{ik}(t) + \gamma_{ik} + \tau X + \epsilon_{ik}(t), \]

where \( u_{ik}(t) \) denotes the per capita consumption of aggregate product group \( l \) for utilization \( k \) in country \( c \) and year \( t \); \( y_{ik}(t) \) denotes total expenditures for agricultural products by IO sectors belonging to utilization category \( k \); and \( p_{ik}(t) \) denotes the aggregate product group \( l \) in country \( c \) and year \( t \). The matrix \( X \) represents additional covariates that are used for specific categories, such as the number of pigs for estimating fodder demand, and \( \alpha_{ik}, \beta_{ik}, \gamma_{ik} \), and \( \tau \) are the coefficient to be estimated. The variables used in each demand equation and the estimation results are shown in Table S4 in the Supplementary Information. Overall, the goodness of fit measures show a strong statistical relationship between the demand quantities and the explanatory variables. The lowest \( R^2 \) is about 0.83 and found for feed use of oil seeds. For most combinations of aggregate commodity groups and utilizations, the \( R^2 \)'s are greater than 0.9.

For the demand equations, we loosely followed Muhammad et al. [73] in using panel specifications to capture country-specific differences in traditions, tastes, etc. However,
Unlike these authors, we did not include squared expenditures or price–expenditure interaction terms, as these were found to be either insignificant or to cause consistency issues in combination with other parameters (i.e., positive responses to price increases).

Thus, the per capita consumption quantities depend on relative prices, the intermediate and final expenditures on agricultural products from the IO core of the sectors corresponding to the utilization categories and further context-specific covariates. The growth in demand for biofuel feedstocks, by contrast, is assumed to be proportional to the demand for biofuels and directly linked with the energy module of GINFORS.

The expenditures of the IO sectors for agricultural products constitute one of the main links between the input–output core of GINFORS-E and the agriculture module. For the category food, the expenditures used in Equation (4) are the sum of households’ final consumption and food industries’ intermediate consumption of agricultural products. We chose this specification rather than the total of agriculture and food consumption of households, as it is closer to the raw crop equivalents used to measure the physical flows. For the utilization as feed, we used the within-sector intermediate transactions of agriculture, whereas for biofuels and other industrial uses of feed and food, and of oil and sugar crops, we used the intermediate consumption of agricultural products by the chemical industry. The consumption of fiber crops is mainly driven by the demands of the textile industry. The prices for each aggregate product group $l$ are measured as dollars per ton and are computed as a weighted average of the price of domestic products derived from the FAO’s production statistics and those of imports computed from the FAO’s bilateral trade matrices, which are both available in weight and value.

In Stage 2, the consumption quantities of aggregate products in each utilization category $u_{lk}(t)$ are further broken down into consumption quantities of individual agricultural products $u_{lk}(t)$. For example, oil crops are broken down into soybeans, rapeseed and mustard seed, palm fruit oil and other oil crops. At this stage, we are particularly interested in capturing substitution possibilities between the different products within an aggregate group and how these depend on relative prices. As in Stage 1, the effect of relative prices was modeled econometrically, and we used separate panel specifications with country fixed effects for each combination of agricultural product and utilization.

The estimation equations are specified as

$$
\frac{u_{lk}(t)}{u_{lk}(t)} = a_{lk} + \delta_{lk} + \gamma_{lk} \log \left( \frac{p_{lk}(t)}{p_{lk}(t)} \right) + \varepsilon_{lk}(t),
$$

(5)

where, on the left-hand side, we have the share of product $l$ in the consumption quantity of aggregate product group $l'$ by utilization category $k$ in country $c$ and year $t$, and, on the right-hand side, we have the price per ton of product $l$ relative to the average price of the aggregate product group. $a_{lk}$, $\delta_{lk}$ and $\gamma_{lk}$ are coefficients to be estimated. The estimation results are shown in Table S3 in the Supplementary Information. We found strong statistically significant (at the 10% level) relationships between a product’s share in the basket and the relative price, all of them also showing the expected negative sign. The R²’s of at least 0.78 (found for soybeans) indicate a high goodness of fit.

For prediction of demands for future years, we use Equations (4) and (5) in combination with the covariates for the respective year from the GINFORS IO core. The shares from Equation (5) are then scaled such that they add up to one. As a last step, for each agricultural product, we compute total domestic use of product $l$ in country $c$ and year $t$, $d_{l}(t)$, as the sum of use quantities across utilization categories:

$$
d_{l}(t) = \sum_{l} u_{lk}(t).
$$

(6)

In the following section, we link these demands to production in the same or another country via bilateral trade flows.
2.4. Agricultural Production and Trade

Bilateral trade flows and production levels required to satisfy the domestic consumption quantities resulting from the previous section are derived from a structural gravity model [74]. In this model, bilateral trade flows between an exporting country \( r \) and an importing country \( c \), \( t^{rc} \), are modeled as a function of total demand of the importer \( d^r \), total supply of the exporter \( x^r \) and trade cost for shipping one unit of the product from country \( r \) to country \( c \), \( \varphi^{rc} \):

\[
\pi^{rc} = G \frac{s^r p^c}{d^r x^r \varphi^{rc}},
\]

where \( G \) is a constant, and \( \Omega^r \) and \( \Phi^c \) denote the multilateral resistance terms (MRTs) of the exporting and the importing country. The term \( \varphi^{rs} \) is typically a linear combination of variables that describe the bilateral (monetary and non-monetary) trade cost between each pair of two countries such as distance, common language, colonial ties or free trade agreements and can be interpreted as bilateral trade cost elasticities.

The MRTs take the form of

\[
\Omega^r = \sum c_{c^r} q^{rc} d^c \quad \text{and} \quad \Phi^c = \sum r_{c^r} q^{rc} x^r \quad \frac{d^r}{\varphi^{rc}},
\]

and describe the relative competitiveness of the exporter compared to all other exporting countries or the relative attractiveness of the importing country, respectively. They were introduced by Anderson and van Wincoop [74] in order to give the empirically successful classical gravity model of international trade a theoretical foundation that explains the spatial allocation of the importing countries’ expenditures as well as the market clearing conditions for the exporters, arguing that their omission leads to omitted variable bias. For the estimation of model parameters, exporter and importer fixed effects are commonly used as proxies for the MRTs [75].

However, as Fally [75] pointed out, the use of exporter and importer fixed effects, though econometrically convenient, has a significant shortcoming, as they absorb the effects of other variables that apply to all sales of an exporting country (e.g., production cost) or to all purchases of an importing country (e.g., per capita income). This means that a two-step approach must be taken if the effects of supply-side productivity changes were to be taken into account, such as unit costs of agriculture as an endogenous variable from GINFORS-E’s IO core, or yields as an exogenous scenario parameter [76,77]. In the first step, we estimated a gravity equation with importer–time and exporter–time fixed effects (FEs) for each agricultural product to distinguish between the effects of bilateral trade barriers and general characteristics of countries in their role as exporters or importers. Then, in the second step, we regressed yields and unit costs as productivity measures on the exporter FEs and total domestic consumption as a measure for market size (attractiveness) on the importer FEs.

In Stage 1, the gravity equation was specified as follows:

\[
\pi^{rc}_l(t) = e f^{rc}_l(t) \; i f^{rc}_l(t) \exp[\theta^1 z1^{rc} + \theta^2 z2^{rc} + \theta^3 z3^{rc}] \; \varepsilon^{rc}_l(t)
\]

where \( \pi^{rc}_l(t) \) denotes the quantity of product \( l \) produced in country \( r \) and consumed in country \( c \) in year \( t \), and \( e f^{rc}_l(t) \) and \( i f^{rc}_l(t) \) denote exporter–time and importer–time fixed effects, respectively. In the third term, the log of the population-weighted distance between country \( r \) and country \( c \), \( z1^{rc} \), as well as dummies for common language, \( z2^{rc} \), and intra-country trade, \( z3^{rc} \), was used as a proxy for bilateral trade barriers. \( \theta^1 \), \( \theta^2 \) and \( \theta^3 \) are the corresponding coefficients to be estimated. Data for the trade barrier proxies come from CEP II.

Note that we included within-country trade, i.e., domestic consumption, in our setup, which avoided a further nest for the consumers’ choice between domestic products and imports. Domestic consumption for each product was computed as the difference between total supply (production quantity plus total imports) and total exports. For some
countries and products, this difference was negative, suggesting the existence of re-exports (export of imported goods). We corrected for this assuming that the import shares for exports were the same as for domestic consumption.

We followed the estimation strategy of Santos Silva and Tenreyro [78] and estimated Equation (9) in its multiplicative form using the Poisson pseudo-maximum likelihood estimator rather than using OLS on the log transformation. The main reason for this approach was that the log transformation would require omitting observations when two countries were not trading, which would lead to biased results. Since we estimated Equation (9) at the product level, the case of zero trade flows should be quite common.

The estimation results are shown in Table S4 in the Supplementary Information. As goodness of fit measures, we used McFadden’s pseudo-R². The results show a very high goodness of fit across all commodity groups. Whereas the coefficients for distance and the intra-country trade dummy all have the expected sign and are highly significant in all gravity equations (except for sugar crops, where all variables except fixed effects are insignificant), the dummy for common language is insignificant in the gravity equations for other rice, palm fruit oil, starchy roots, sugar crops and wool and silk. For wool and silk, we observed a negative sign for the effect of common language.

In Stage 2, we estimated the product-specific exporter–time and importer–time fixed effects, which measure the temporal development of the relative competitiveness of exporting countries, and the market attractiveness of importing countries. On the supply side, it was assumed that an exporter’s relative competitiveness in the world market increases if yields in a country (or animal productivity) increase relative to the global average but decreases if unit costs of production increase. We followed Reimer and Li [77] and used the relative yields instead of absolute ones. The estimation equation is

\[ ef_i^r(t) = \alpha + \beta \text{yield}_i^r(t) + \gamma u_c^r(t) + \delta t + \epsilon_i^r \]  

where \(\text{yield}_i^r(t)\) denotes the yield (tons per area harvested) or animal productivity (tons per herd size) of exporting country \(r\) and product \(l\), and \(u_c^r(t)\) denotes the unit cost of the agriculture sector from the OECD’s STAN database. We also included a linear time trend.

On the demand side, we regressed total demand by country and product on the importer–time fixed effects, assuming that market attractiveness increases with market size. The estimation equation is

\[ if_i^r(t) = \alpha + \beta d_i^r(t) + \epsilon_i^r. \]  

The estimation results for Equations (7) and (11) are shown in Tables S5 and S6 in the Supplementary Information. In the regression the exporter fixed effects (Equation (10)), we found that, as expected, relative yields have a positive effect on the exporter’s competitiveness, while the effect of the unit costs of production is negative. Both estimates are significant at the 1% level, and the R² of about 0.9 shows a high goodness of fit. For the importer’s market attractiveness, total demand quantities have a highly significant impact and explain about 88% (adj. R² = 0.8763) of the variance in the importer fixed effects.

2.5. Interaction between GINFORS-E and the Agriculture Module

GINFORS-E solves iteratively for each year, with ten within-year iterations. As shown in Figure 1, the agriculture module takes information demand for agricultural products and production costs from GINFORS-E and feeds back on consumer price indices and updated trade shares to GINFORS-E. Each iteration involves the following steps:

On the demand side:

1. Computation of new final and intermediate demands in monetary terms for agricultural products in each country using the projection from the demand system (Equation (1)) and the IO quantity model (Equation (2));
2. Computation of new total demand quantities for each crop and animal product using Equations (3)–(5);
3. Computation of the new importer–time fixed effects using Equation (11).
   On the supply side:
4. Computation of unit costs using the IO price model;
   International trade:
6. Computation of new import shares using Equation (9), and production quantities using import shares and total demand quantities;
7. Computation of output prices for each crop and animal product by assuming that they change anti-proportionally with the exporter–time fixed effect \( \Delta p_f = -\Delta eff_f \);
8. Computation of new consumer prices using import shares and output prices;
9. Return to Step 1 until the ten within-year iterations are completed and start with the next projection year until the end of the projection horizon is reached.

3. Case Study

As a first application of the new model, we considered comparatively simple scenarios to understand general impact mechanisms and inter-relationships. In this case study, we analyzed the impacts on cropland use, GDP and employment in two different scenarios: a “business as usual” scenario with rather low market penetration rates of biofuels and advanced biomaterials, and an alternative scenario, where market penetration rates were high. The specification of the main scenario variables is shown in Table 2.

| Table 2. Specification of main scenario variables. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| **Variable/Country Group** | **Reference** | **Bioeconomy** |
| | **2030** | **2040** | **2030** | **2040** |
| **Share of biofuels in road transport [%]** | | | | |
| Africa | 3.17 | 4.99 | 9.01 | 19.39 |
| Asia and Pacific | 5.19 | 7.70 | 13.57 | 26.79 |
| Brazil | 22.95 | 25.32 | 36.14 | 45.57 |
| China | 3.26 | 5.28 | 10.11 | 23.93 |
| Europe | 6.78 | 9.75 | 13.64 | 30.37 |
| India | 5.58 | 7.89 | 12.44 | 24.01 |
| North America | 4.83 | 7.31 | 12.41 | 27.88 |
| Russia | 2.98 | 4.79 | 9.09 | 20.72 |
| South America | 6.97 | 9.22 | 14.41 | 27.59 |
| **Share of advanced biofuels in conventional biofuels [%]** | | | | |
| Africa | 36.73 | 57.47 | 36.73 | 57.47 |
| Asia and Pacific | 36.73 | 57.47 | 36.73 | 57.47 |
| Brazil | 36.73 | 57.47 | 36.73 | 57.47 |
| China | 36.73 | 57.47 | 36.73 | 57.47 |
| Europe | 36.73 | 57.47 | 36.73 | 57.47 |
| India | 36.73 | 57.47 | 36.73 | 57.47 |
| North America | 36.73 | 57.47 | 36.73 | 57.47 |
| Russia | 36.73 | 57.47 | 36.73 | 57.47 |
| South America | 36.73 | 57.47 | 36.73 | 57.47 |
| **Share of biomass in the chemical industry [%]** | | | | |
| Europe | - | - | 12.00 | 36.00 |
| **Share of advanced biomass to conventional biomass in chemical industry [%]** | | | | |
| Europe | - | - | 36.73 | 57.47 |

Source: own elaboration, based on data from the IEA and Schipper et al. (2017).
3.1. Scenario Specifications for Bioeconomy

The bioeconomy scenarios were specified via three exogenous variables reflecting technological change on the supply and demand sides of the bioeconomy: firstly, on the supply side, the impacts of technological and climate change on yields and animal productivity; secondly, on the demand side, the share of biofuels in the transportation sector; and thirdly, the share of advanced biomaterials versus fossil-based materials in the chemical industry. The increased use of biomass in traditional applications, e.g., paper or construction, is not within the scope of this paper. Hence, our scenario results show the impacts on the use of cropland (area harvested) and GDP under the assumption that the respective exogenously set scenario pathways for these drivers are followed. Generally, the pathways may reflect policy targets or can be the outcome of another model. For this test case, we used outcomes from the FAO [15] and IEA scenarios [4], as well as from the literature [7].

Technological change in agriculture and climate change impacts on productivity were captured via yields or animal productivity, respectively. Future pathways for both variables were taken from the FAO [15] and are compound variables reflecting technological change, such as farming practices, as well as the impacts of climate change. For the reference scenario, we used the developments of yields and animal productivity from the FAO “business as usual” scenario, which assumes that yield improvements are limited in the future, as land degradation is only partially handled. On the other hand, the bioeconomy scenario takes the developments from the FAO’s “towards sustainability scenario”, where it is assumed that land degradation is stopped through sustainable farming practices.

The biofuel settings were based on the Energy Technology Perspectives 2017 (ETP 2017) report of the IEA. We distinguished two main scenario variables: firstly, the blending share and, secondly, the market share of second-generation biofuels. Both determined the demand for fresh biomass inputs in the agriculture module. The ETP 2017 report considers three scenarios showing different energy technology and policy pathways until 2060: a baseline scenario (Reference Technology Scenario (RTS)), a central climate mitigation scenario (2 °C Scenario (2DS)) and a more ambitious climate mitigation scenario (Beyond 2 °C Scenario (B2DS)) [4]. For this case study, we used the RTS for the reference scenario and the B2DS for the bioeconomy scenario. The RTS includes countries’ current ambitions and commitments to limit emissions and improve energy efficiency and requires significant policy and technology changes by 2060 and further subsequent emission cuts, resulting in an average temperature increase of 2.7 °C by 2100 [4]. This scenario can be interpreted as the most probable development under the status quo and was therefore integrated in the reference scenario. The B2DS attempts to estimate what would happen if known clean energy technologies were pushed to the limit to achieve carbon neutrality by 2060. The result is a 50% chance of limiting the average future temperature increase to 1.75 °C by 2100 [4]. The role of bioenergy in the transport sector is of major importance in this scenario. Biofuels decarbonize long-haul transport and complement the role of electrification in short-haul transport applications. Furthermore, biofuel production is shifting towards advanced biofuels. The IEA provides scenario data for the following countries and country groups from 2025 to 2060: ASEAN, Brazil, China, the European Union, India, Mexico, Russia, South Africa and the United States, as well as OECD and non-OECD countries.

Similarly, the development of advanced biomaterials in the chemical industry was modeled via, firstly, the share of fossil feedstocks that were substituted by biomass feedstocks and, secondly, the share by which these feedstocks came from fresh biomass versus the use of advanced feedstocks. In Schipper et al. [7], the authors identified five groups of chemical products where biomass can substitute fossil feedstocks to a large extent: these were surfactants and lubricants based on vegetable oil, plastics and solvents based on glucose from sugar or starchy crops and bio-bitumen based on lignin from wood. The first four product groups were integrated in the bioeconomy scenario setting. Bio-bitumen was
not considered. More precisely, we assumed that the shares of fossil feedstocks substituted by biomass were 12% by 2030 and 36% by 2040 for all EU28 countries. These assumptions were in the range of the two scenarios in Schipper et al. [7]. For the shares of advanced feedstocks, we assumed they are the same as for advanced biofuels.

3.2. Remaining Scenario Specifications for the GINFORS-E—Baseline

The bioeconomy development occurred within the broader GINFORS-E scenario framework, which reflected global population growth, economic development and climate policy. Assumptions for exogenous variables for the baseline stemmed from population projections. For the EU28 member states, the 2018 Ageing Report [79] was used. Developments of other countries including world totals were provided by the UN World Population Prospects 2019 [51]. Projections of international energy prices were taken from the IEA World Energy Outlook 2018 [80].

GDP development is endogenous in GINFORS-E. Developments were, however, calibrated to match long-term projections of economic development from the IEA [80]. For EU countries, projections from the 2020 EU [81] Reference Scenario were used. Calibration means that mainly gross fixed capital formation, which is modeled endogenously, is adjusted through a multiplicative adjustment so that GDP is close to the target values.

Regarding energy-related GHG emissions, we applied a baseline scenario with low ambition to mitigate climate change. The EU reached its old NDC target (~40% against 2005) with the policies in place. NDC targets from 2020 were also reached by major emitting countries and regions including China, India and Russia due to their low ambition. Climate protection efforts were not intensified after 2030.

4. Results

4.1. Agricultural Land Use

The bioeconomy scenario affected the land use of the country groups in three different ways: (1) an intensification of the already increasing area harvested, (2) a continuous decline in land use to a lesser extent and (3) an inversion of the declining trend. According to Figure 4, the first effect applies to the country groups Africa and Asia and Pacific. In 2040, the area harvested was 7 and 54% higher than in the reference scenario (for the numbers, see also Table S8 in the Supplementary Information). This means an extra need for 2 and 93 million hectares of land in 2040. The second effect could be observed for Europe, India and Russia. Even though the area harvested diminished as in the reference scenario, the area needed was 15, 6 and 2% higher in 2040, representing an increase of 14, 11 and 1 million hectares. The third effect was present for Brazil, China, North America and South America. Here, the declining demand for land in the reference scenario was more than offset in the bioeconomy scenario. In 2040, the area needed for harvesting crops was 19, 29, 24 and 53% larger than under the reference scenario. This corresponds to an increase of 10, 59, 26 and 13 million hectares in 2040.

The high increase in land use in the Asia and Pacific country group was mainly attributable to New Zealand, Malaysia, Korea and Indonesia: 285, 132, 85 and 69% more land was cultivated in the bioeconomy scenario compared to the reference. This additional land use added up to 74 million hectares, or 80% of the additional harvested area needed in the Asia and Pacific country group.

In total, an area of almost 1120 million hectares was cultivated in the bioeconomy setting in 2040. Compared to a total land use of less than 900 million hectares in the reference scenario, 300 additional million hectares were needed, or 26%.

The estimated percentage differences in land use for crops are considerably larger than those in Nong et al. [35], whose results suggest relative changes between -0.3 and 7.9%. However, Nong et al. [35] only focused on biochemical production. Including other components of the bioeconomy as in this study would most probably lead to higher percentage deviations in their study as well.
Figure 4. Area harvested for crops in million hectares in the reference and bioeconomy scenarios for 2017–2040. Comment: Due to data limitations, the country groups do not encompass all countries of the respective continent, e.g., Africa only consists of 3 out of 55 countries. The complete list of countries considered in the estimations can be found in Table S7. In general, a comparison with other model results is difficult and only possible to a very limited extent. Popp et al. [82] compared three models and their calculated impacts of bioeconomy production land use. The authors found that disparities in the projection of bioenergy cropland mostly resulted from plausible model assumptions regarding agricultural yields, economic growth, available technologies, etc. Additionally, the initial amount of land use in the base year can vary considerably depending on the data source, definitions and categorizations [82]. However, one important result was that “bioenergy croplands expands significantly” [82] (p. 504), supporting our scenario results.

A comparison with ten different models conducted by Schmitz et al. [83] showed that cropland would increase by an average of 200 million ha between 2005 and 2050, although the individual results were subject to a very high range and could deviate from the mean by between −40 and +100 million ha. The high standard deviation was explained by the model structure and assumptions regarding trade, elasticities of substitution, available land restrictions, substitution possibilities, bioeconomy, climate change and socioeconomic developments [83]. A direct comparison with the results is not possible for several reasons: The cropland 2005 reference value in Schmitz et al. of about 1500 million hectares represented physical area. The land values used here were measured in harvested area and had a value of about 1250 million hectares in 2005. For the projection, we excluded the “Rest of the World” aggregate, which reduced the value for 2005 to 904 million hectares. Until 2040, the area harvested in our model remained almost stable in the reference (−1.5% 2005–2040). In the bioeconomy scenario, land use increased by 24% between 2005 and 2040. In Schmitz et al. [83], the land use values of 2040 showed a broad range of behavior including decreasing and stable. Thus, the findings of Schmitz et al. [83] at least support the plausibility of our results.

The additional hectares in the bioeconomy scenario are not equally needed for different groups of crops. As can be seen in the additional charts in Figures S1–S3 in the Supplementary Information, the area harvested with sugar plants only showed comparably minor changes in land use between the reference and the bioeconomy scenario. The absolute differences were below one million hectares for all countries. The only exception was the country group Asia and Pacific, with a maximum difference of 6 million hectares in 2040. Compared to that, the differences in area harvested for grains and oleiferous fruits yielded much higher effects, with mean values of about 6 million hectares. Again, the results could be split into two different cases: while Asia and Pacific, Europe and South
America showed high absolute differences for oleiferous fruits, in China and North America, the absolute effects were particularly high for grains.

4.2. GDP per Capita and Total Employment

The higher need for land and the increase in harvesting activities do not necessarily translate into additional growth for a country group. Nevertheless, some countries would profit from a change towards a bioeconomy: Asia and Pacific, North America, South America and Europe would have a higher GDP per capita in a bioeconomic world; in 2030, the GDP per capita in these country groups would be between 0.1 and 0.4% higher than in the reference scenario (see Figure 5 and Table S9 in the Supplementary Information). In 2040, the positive difference even increased for Asia and Pacific, North America and Europe, reaching 1.0, 0.4 and 0.1%. For South America, the percentage difference between the reference and the bioeconomy scenario remained at 0.3% between both years. In China, the bioeconomy only developed positive effects at a late stage: In 2030, there was almost no difference in GDP per capita between the reference and the bioeconomy scenario. In 2040, however, the GDP per capita was 0.1% higher with a bioeconomic structure in China.

Figure 5. Percentage difference in real GDP per capita between the reference scenario and the bioeconomy scenario in 2030 and 2040. Source: own calculation and figure.

Africa, Russia, India and Brazil would be worse off in a bioeconomic world in terms of GDP per capita. In 2030, their GDP per capita was 0.1 to 0.3% lower than in the reference scenario. The range of the negative percentage difference does not change until 2040, i.e., it remained between 0.1 and 0.3%, even if the negative difference in GDP per capita became somewhat larger for Russia and Brazil.

The magnitudes of the percentage differences are similar to the scenario outcomes published by Nong et al. [35]. In their study, the percentage difference varied between −0.3 and 0.4%. The results only differ at the country level. In contrast to the findings at hand, Nong et al. [35] found a (very low) negative percentage deviation from the reference scenario for the European countries, the North American countries and China. The reverse applies to Africa, being positively affected in Nong et al. [35].
The level and direction of the differences in total employment displayed in Figure 6 corresponded, in most parts, to the results for GDP per capita. The relative differences were slightly smaller, but the composition of the groups with positive and negative effects stayed the same.

**Figure 6.** Percentage difference in total employment between the reference scenario and the bioeconomy scenario in 2030 and 2040. Source: own calculation and figure.

### 4.3. Production by Production Sectors

The reason for the partly negative effects in GDP per capita and employment lies in the different country-specific production structures, the composition of intermediate demand, import shares, price elasticities and feedback effects between the production sectors.

Figure 7 shows the effect of the bioeconomy relative to the reference for different production sectors. In general, the total effects were larger in 2040 than in 2030. Sectors not directly affected by the bioeconomy were aggregated to “other industries” and “other services”. These sectors displayed only minor changes in production output in all country groups, with less than 0.4% on average (more details can be found in Table S10 in the Supplementary Information).

The highest percentage differences between the reference and bioeconomy scenarios could be found for the production sector “Agriculture, forestry and fishing” due to the higher demand for these products. In total, in the bioeconomy scenario, production was 25% (2030) and 36% (2040) higher than in the reference scenario. The output increased in a bioeconomy setting in Asia and Pacific, China and Europe, whereas Africa, Brazil and India produced less output. The production in North America, Russia and South America stayed almost unaffected with deviations of less than 1%.

Related to this, the food industry represented by “Food products, beverages and tobacco”, as a downstream sector with a high degree of interdependence with “Agriculture, forestry and fishing”, also showed corresponding deviations (at a lower level) in production. In 2030, the total percentage deviation summed up to 6%, and in 2040, to 5%. The
highest relative differences between the scenarios could be found for Asia and Pacific (6% in 2030 and 5% in 2040) and Brazil (−2% in 2030 and 2040).

Production in the sector “Mining and extraction of energy producing products” was, in total, 0.2% higher in 2030 and 0.1% lower in 2040. At the country level, the effects had a range of −1% (India) to 3% (Europe) in 2030 and −2% (Russia) to 1% (South America) in 2040.

The remaining production sectors “Coke, refined petroleum, chemicals and pharmaceutical products”, “Electricity, gas, water supply, sewerage, waste and remediation services” and “Transportation and storage” showed only minor changes in production compared with the reference scenario, both overall and for most country groups, with values of up to 1%. An exception was Asia and Pacific, where the bioeconomy had notable (positive and negative) effects between 1 and 2% on the aforementioned production sectors. Additionally, effects of −1% in 2040 could be found for Europe in the production of “Coke, refined petroleum, chemicals and pharmaceutical products”, which are partly substituted by biomass.

**Figure 7.** Percentage difference in production between the reference scenario and the bioeconomy scenario in 2030 and 2040. Source: own calculation and figure.

### 4.4. Discussion of the Results

The estimated increase in agricultural land use will have a considerable impact on biodiversity, biogeochemistry, biogeophysics and ecosystem functioning [84]. According to Usubiaga-Liaño et al. [85], the findings of other studies suggest that the maximum allowable area of cropland is 13 to 15% of the terrestrial area. Their more pessimistic results suggest much lower admissible values. With a current value of 12% [85,86], there is little scope left. Dinerstein et al. [87] even came to a more rigid conclusion that at least half of the global natural habitat needs to be conserved to guarantee biodiversity and a resilient climate. Though the effects of less biodiversity could not be considered in the model, the increasing demand for harvested area in the bioeconomy scenario already suggests massive drops in biodiversity with the associated consequences for ecosystem functioning.
However, Heck et al. [86] showed that a cropland of 2000 Mha combined with low carbon losses and a low risk to biodiversity can be achieved under certain conditions, such as a massive reduction in grazing land and abandoning of crop and pasture land in tropical and boreal zones. In the bioeconomy scenario at hand, the harvested land summed up to 1300 Mha. Thus, consequent policy interventions complementing the transition towards a bioeconomy could prevent losses in biodiversity.

Put differently, our results suggest that based on biofuels and advanced biomaterials, the goals of decarbonization, green job creation and reduced import dependence can only be achieved at the expense of increased land use, especially in Brazil, China and North and South America. Without additional policy measures, this would mean the destruction of valuable land areas such as the Amazon Forest. Thus, in order to achieve the optimal result suggested by [86], far-reaching international coordination is necessary, which can certainly be viewed skeptically. Against this background, the bioeconomy scenario must be evaluated quite critically. In particular, the economic benefits in terms of GDP growth are quite low in almost all countries, while, at the same time, the expansion of the bioeconomy leads to a strong increase in cropland use and associated environmental impacts. In regions and countries such as Asia and China, the bioeconomy promotes the expansion of the agricultural sector and thus tends to inhibit the country’s progressive development. In other words, these countries are making little economic progress with the bioeconomy, as they primarily remain biomass producers but need significantly more land than before to satisfy the additional demand from other countries, and, to a large extent, are endangering their ecosystems.

Although not explicitly modeled, the results also provide evidence of a possible conflict with the achievement of the Sustainable Development Goals (SDG) against the background of the resource nexus. As land is addressed in SDG 7 (affordable and clean energy), SDG 2 (zero hunger), SDG 11 (sustainable cities and communities) and SDG 13 (climate action) [88], the high increase in land use for energy in the scenario outcomes suggests an aggravating competition for land if natural habitat should not be transformed into agricultural land.

5. Conclusions

In this paper, we presented a hybrid approach to model the global environmental and economic impacts of the future transformation of the bioeconomy under climate mitigation scenarios. Similar to hybrid accounting models that simultaneously map commodity flows in physical and monetary units, our approach aims at combining the comprehensiveness of global economic models, such as CGE or econometric input–output models, with the high degree of detail in the mapping of agricultural consumption, trade, production and land use typical for partial equilibrium models. The integration of the agriculture module into a broader multisectoral economic model is implemented in the Global Inter-Industry Forecasting System-Energy (GINFORS-E). The GINFORS-E already features a detailed energy module based on IEA energy balances, which makes the overall system ideal for projecting the future biomass demand of increased bioenergy and biochemical production. Nonetheless, the approach presented here is generally applicable to a broad range of multisectoral global models.

One of the main advantages of the agricultural module developed here and its integration in the GINFORS-E is the parsimonious and transparent specification of scenarios for the bioeconomy transformation. This was achieved by focusing on the future development of four key variables, namely, (1) the share of biofuels in total fuel consumption for transportation, (2) the share of fossil feedstocks in chemicals replaced by biomass, (3) the share of fresh biomass through which these additional demands are satisfied and (4) yields and animal productivity determining the market share of a country in the global market for agricultural products.

Finally, we showcased these features in a scenario experiment, where we assessed the impacts of a rapid expansion of biofuel and biochemical production in the EU27 on
global land use, GDP, employment and production by industries. Our findings suggest that, while the impacts on GDP and employment are positive for the EU, its increased biomass demand would lead to a tremendous increase in agricultural land use outside of Europe, especially in Latin America and the Asia-Pacific region. Although not directly comparable due to differences in the scenario settings, our results are essentially in line with those of other authors (e.g., Nong et al. [35]) who found that savings in GHG emissions from substituting fossil feedstocks with biomass in industry would be more than offset by land use- and land use change-related emissions. Certainly, appropriate scenarios can be refined in the future, and appropriate policies should be considered that limit land use and reduce GHG emissions. In this respect, it is important to warn against making too great demands on the bioeconomy from a silo perspective. The limits of the bioeconomy must be considered holistically. The bioeconomy will have to be prioritized in the face of limited land also in other parts of the world and will not be able to serve all demands.

As mentioned in Section 3, the estimated scenario was a first case study to test the model behavior. The results therefore show the implications of a bioeconomy without any further policy measures and stress the need for additional policy interventions when the bioeconomy is pursued as a decarbonization strategy.

For future research, we aim at increasing the scope of more models in two directions: Firstly, we aim to add modules for forestry as well as fisheries and aquaculture, in order to cover a wider range of biomass applications and impacts. Secondly, the model results will be evaluated in more detail with respect to the SDGs, to the extent that they are quantified in the model. This would make it easier to identify synergies and trade-offs between different policy measures and objectives. The absolute planetary boundaries make it necessary for institutions and stakeholders to better coordinate their goals with regard to limited biomass in order to prevent the shifting of burdens from one policy area to another. For future research, model comparisons on a set of common bioeconomy scenarios represent an important undertaking for finding common ground across different model philosophies and identifying best practices. In particular, the impact of assumptions about the economic behavior of agents and market imperfections on the scenario outcomes has already been identified as critical in other contexts (see [43]) (Table S1).
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