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Abstract: In an urban transportation network, congestion occurs in the form of a queue behind a
bottleneck. Many studies have considered a reservation-based optimization approach for queuing
systems. To control the traffic density behind a bottleneck so that it does not exceed the link capacity,
and to reduce the emissions and improve the sustainability of cities, we propose a new mobility
service system to offer a Pareto-improving schedule for both the portion of agents making reservations
and others with fixed departure time schedules. This reservation system takes the agents’ (i.e., users
or vehicles here) actual arrival and departure times from a conventional system without reservations
as the preferred time windows at both the origins and destinations. Such a centralized mobility
service system could maintain or improve the end-to-end traveling performance for all users. The
proposed reservation and end-to-end timetabling problem is formulated as a multicommodity flow
optimization problem in a discretized space–time network. We use a modified dynamic programming
method for the reservation strategy on the space–time network and further adopt the alternative
direction method of multiplier (ADMM) based on prime and dual theory to solve the large-scale
instances. A comprehensive discussion is also provided regarding the technical challenges and
potential solutions when operating such a system in a real-world setting.

Keywords: reservation scheduling; space–time network; ADMM algorithm

1. Introduction

Traffic congestion, which is characterized by slow speeds and long travel times, is
actually an oversaturated queuing state on the road. The most important issue is to reduce
the queues in the oversaturated areas, which will decrease agents’ waiting times at the
intermediate bottlenecks [1]. Mitigating a city’s congestion is one of the primary goals of
urban planners and transportation managers, as uncoordinated traffic demand patterns
result in unreliable travel times and overall losses in terms of the system’s operating
efficiency [2]. Once congestion occurs, there will be increased emissions, which is not
beneficial to the sustainability of cities. The real-world traffic system is extremely dynamic
in its own right and typically weakly controllable, and the end-to-end travel times of road
users are influenced by many factors, such as the congested state of the roads along with
complex shockwave propagation between bottlenecks [3].

To reduce traffic congestion, traditional solution approaches incorporate information
about the transportation network infrastructure into the model, e.g., adding road capacity
constraints or using regulations to better manage and organize traffic through parking
restrictions or freeway ramps. Providing travel information is also viewed as another
important method that allows users to make better decisions by having information on
hand ahead of time and avoiding unnecessary waiting times [4]. Furthermore, economic
measures such as congestion pricing have been applied in many cities to encourage a shift
in passengers’ choice of mode and route to reduce the rush hour demand [5]. In a recent
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study, to avoid the use of road tolling schemes, a tradable credit scheme was conceived
as a possible demand management tool to limit total travel distance [6]. In the closely
related fields of passenger rail, air travel, hotel booking, car parking, and other resource-
constrained activities, a wide range of smart reservation systems have been designed to
balance the excess booking demand and limited capacity [7]. Liu et al. (2015) [8] discussed
the efficiency of a highway reservation system, proposing that an auction-based reservation
system could improve efficiency based on a discussion on limited differentiation and two
types of user heterogeneity. Levin et al. (2016) [9] proposed a reservation-based intersection
control and represented the performances in several situations. Lamotte et al. (2017) [10]
suggested that a reservation system for autonomous vehicles can reduce congestion once
users with low cooperation take part. As long as there is a reasonable incentive system,
users are willing to join a reservation system with high cooperation rates [11].

This research seeks to improve the operating efficiency (in terms of the variable dis-
charging rate) in traffic bottlenecks through a joint reservation and scheduling scheme, even
though most of the existing reservation-related studies (e.g., Levin and Boyles, 2015, [10,12])
have assumed fixed capacities in their underlying queuing model and have mainly focused
on time slot reservations. Menelaous et al. (2017) [13] used temporal and spatial slots
to make a reservation for every vehicle, which ensured that the flow did not exceed the
capacity. Lioris et al. (2017) [14] proposed that the intersection capacity can be increased if
demand flows in groups rather than one by one. Zhou et al. (2020) [15] proposed a mixed-
integer linear programming method to solve a multi-periodic train timetabling problem
by choosing appropriate arrival and departure times at each station, which improved the
operating efficiency by minimizing total travel times. Essentially, we aim to provide an
end-to-end timetable for individual vehicles so that not only the departure and arrival
times, but also the intermediate link performance at key locations can be optimized [16,17].

Among a wide range of congestion-reduction approaches, Pareto-improving strategies
are particularly attractive as they have the ability to increase the utility of each individual.
For example, Daganzo and Garcia (2000) and Daganzo (2008) [18,19] considered variable
tolls for commuters by addressing the distribution of the gains and losses across the
population. A bi-objective optimization approach was used to reduce both vehicular
congestion and emissions to achieve a Pareto-efficient control scheme. Guo and Yang (2010)
and Chen and Yang (2012) [20,21] demonstrated a Pareto-improving congestion pricing
solution in which every user could be better off compared with the situation without pricing.
Barthelemy and Carletti (2017) [22] proposed a system to predict agents’ behavior in a
simulation and to determine the route for an individual based on a simple neural network.
Chen et al. (2021) [23] proposed an improved learning-and-optimization methodology in
which the convergence rate is exponential to address the congestion problems in CBD areas,
and which needs less information compared with other optimization methods.

Regarding the reservation pattern (equity) choice, the essential elements are the equity
and the Pareto improvements of the system. Recent research on the Boston school bus
schedule focused on the equity of students’ departure times, which involves many compet-
ing objectives in the planning process. However, the decisions may lead to some inequities;
thus, a Pareto-improving scheme is significantly needed (Dimitris et al., 2019) [24]. Similar
research by Massachusetts Institute of Technology (MIT) in 2019 on school bus departure
times showed that, after implementing the proposed equity-based grouping strategy, adjust-
ing the departure times benefited the majority of students. Tian et al. (2012) [25] proposed
a ramp control scheme for morning peaks that improved the equity of the demand. Meng
and Khoo (2010) [26] introduced a Pareto-improving strategy to ramp metering, which
minimizes the total delay and maximizes the equity of the groups. Xiong and Zhang
(2013) [27] presented a departure-time choice modeling framework based on road pricing
and uncertainties, which involves Bayesian learning, knowledge updating, etc. Based on
variable route massages, Xiong et al. (2016) [28] put forward a series of Bayesian processes
to calibrate agents’ behavior. Zou et al. (2016) [29] illustrated a behavior model dealing
with agents’ travel mode choices before trips based on Bayes’ theorem and survey data.
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Xiong et al. (2019) [28] introduced an optimal incentive design system that provides optimal
departure times and pre-trip routes for individuals. It should be noted that we do not
intend to reveal underlying traveling preferences; therefore, the straightforward measure-
ment of the in-vehicle travel-time window is used as the benchmark for quantifying the
utility for each individual, even though other sophisticated means can be used, such as
mobile internet usage data [30], to fully distinguish population segments.

As for the incentives for private cars to take part in the reservation system, these
should be provided by transportation managers with incentives such as allowances and
credit points. A recent experiment in the Huilongguan district in Beijing was significantly
effective as agents were increasingly willing to use the reservation application system as
the incentive increased. The results indicated that the total travel time was reduced for
individuals who changed their departure times, which means that users will benefit from
the application. On average, agents will save 20 min once they change their departure time,
which will then save 90 min for the system on average. Furthermore, the traffic situation
will be subsequently improved.

The remainder of this paper is organized as follows. In Section 2, by comparing our
proposal with other reservation systems, we illustrate the major features of our reservation
system. In Section 3, we propose an integer programming model to formulate the reserva-
tion scheduling problem for general networks based on a space–time network construct;
then, the alternative direction method of multiplier (ADMM) algorithm is proposed to
effectively solve the large-scale instances. Section 4 demonstrates the performance of our
reservation scheduling model with a set of numerical experiments. Section 5 is a further
discussion on the critical bottleneck performance improvements in a large-scale network.
Finally, a systematic conclusion is proposed in Section 6, which also points out the current
disadvantages and the next research step.

2. Literature Review and Conceptual Illustration
2.1. Characteristics of Existing Reservation Systems

The goal of optimizing urban transportation operations is to minimize the disutility
of traveling, including in-vehicle waiting time, through the efficient use of vehicle and
infrastructure resources. Table 1 specifically compares the key operating elements of
reservation and conventional methods in various transportation modes. Compared with
conventional congestion mitigation methods, the reservation approach takes advantage of:
(i) advanced appointment by users; and (ii) a coordinated and synchronized schedule for
using limited resources to maintain a balanced demand and supply at key locations and to
operate the overall system efficiently.

There is a wide range of reservation systems with many different operating rules that
improve different utility functions. Essentially, there are three major items in a user-oriented
waiting utility function: (1) waiting at the origin before using the service; (2) the in-vehicle
waiting time; and (3) schedule delay at the destination. Among these, the in-vehicle waiting
time will result in queues behind bottlenecks, leading to traffic congestion. Our goal is to
alleviate traffic congestion by reducing agents’ in-vehicle waiting time.

Table 1. Comparison of transportation operating states before and after reservations.

Different Transportation
Modes

Challenges in a Real-World
System without Reservations Key Features and Benefits of Reservations

Freeway reservations
Users have random access to certain

freeways, which results in large
queuing costs.

A slot reservation strategy eliminates queuing costs with a
significant cost reduction that could reach

approximately 50%.

Bike sharing [31]
Users find no bikes at docking

stations and waste additional time
searching or waiting for bikes.

A dynamic rebalancing strategy ensures that the bikes are
always available for reservations and orders, which reduces

the search time (i.e., disutility at origins).
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Table 1. Cont.

Different Transportation
Modes

Challenges in a Real-World
System without Reservations Key Features and Benefits of Reservations

Taxis
[32]

Taxi drivers need to spend 1/3 or
1/4 of their time traveling and

searching for passengers.

A dispatch system chains multiple trips to form a
continuous route and offers the route to a taxi driver, which
reduces the drivers’ idle time without revenue generation.

Buses
[33]

Users have to face random boarding
times at a bus station and delays

frequently happen at destinations.

A customized bus schedule between passengers and
vehicles can reduce waiting times at bus stations and

arrival delays.

Parking
[34,35]

A driver may spend a lot of time
searching for, or waiting for,

available parking spots.

Drivers use the short-term parking reservation system to
reserve parking spots.

There is also a wide range of traffic modes using reservation strategies and other
optimization algorithms, from simple priority rules to much more sophisticated timetabling
processes, which reduce the number of conflicts and reservations along the pathway.
Recently, customized buses have increasingly appeared in our daily life, and reservations
play a vital role in this. Tong et al. (2017) [36] proposed a mixed-integer programming model
and a Lagrangian decomposition-based algorithm to solve the challenges for customized
buses, including stop locations, routes, timetables, and passenger-to-vehicle assignments.
Han et al. (2020) [33] presented a detailed individual reservation demand process that
includes OD (origin and destination) vehicle routing based on agglomerative hierarchical
clustering, ultimately creating several operating schemes for customized buses in Beijing.

Regarding another important set of infrastructure resources, parking reservations are
designed to reduce users’ search times and waiting times in parking areas. In an early study
by Inaba et al. (2002) [37], drivers were assumed to be able to reserve parking spaces via
the internet as soon as there is an available parking space. Hanif et al. (2011) [38] proposed
a fully automated SMS (short message service) parking reservation service. Tsai and Chu
(2011) [39] proposed an interesting pricing model that makes the reservation price equal
to the value of the saved search time to encourage drivers to reserve parking resources.
Kaspi et al. (2014) [40] considered a system with integrated parking reservations and
one-way vehicle-sharing policies. Lei and Ouyang (2017) [41] improved the performance
of an intelligent parking system, in which drivers compete for parking spaces and make
online reservations. Latinopoulos et al. (2017) [42] presented a parking-and-charging
reservation scheme to deal with the electricity demand and ensure that the capacity is
adequate. Wang and Wang (2019) [34] illustrated a short-term parking reservation system
with high-efficiency spatial–temporal flexibilities, in which a bi-level game-theoretical
model was developed and optimized to provide systematic pricing scheme decisions. A
continuum approximation method was then used to solve the challenge of dimensionality.

An intersection control-oriented reservation system aims to reduce the number of
conflicts, while better managing complex resource-coupling constraints [43]. An important
study along this line by Dresner and Stone (2004) [44] proposed a system that mitigated
congestion and fully used the limited road resources at intersections, and they determined
the benefits of the system using a customized simulator. Levin and Boyles (2015) [12]
developed a tile-based intersection reservation policy in the broader context of dynamic
traffic assignment. In the area of freeway reservations, Liu et al. (2015) [8] focused on
how to relieve morning traffic congestion, considering the efficiency bounds of a system
for accommodating reservation requests on a capacitated freeway network. Yu et al.
(2019) [45] addressed the theoretical analysis of intersections and delay under intersection
reservation control. They determined the service orders under each traffic condition after
proposing a mixed-integer linear programming model that can dynamically form batches
with optimal sizes.
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In emerging autonomous vehicle (AV) applications, Ma et al. (2017) [46] investigated
an AV sharing and reservation system, where the controller will optimally arrange AV
pickup and delivery schedules, and AV trip chains based on these requests. By adapting
the space–time state modeling framework of Mahmoudi and Zhou (2016) [4], Ma et al.
(2017) [46] constructed an elegant linear programming model to handle a large number
of requests. Lamotte et al. (2017) [10] investigated the potential benefits of reservations
for a bottleneck that is due to constant capacity and a certain market penetration rate
of shared autonomous vehicles. Guo et al. (2017) [47] proposed a dynamic model for
optimizing transit service switching for “smart transit” applications and for operating
shared autonomous transit fleets. Levin and Boyles (2016) [9] partially highlighted and
analyzed the changes in the outflow rate and backward wave speed using fundamental
diagrams [48,49] in response to different proportions of AVs, and they extended a car-
following model [50] to a multiclass cell transmission model [51,52] to capture realistic
road congestion in a simulation-based dynamic traffic assignment procedure. Recently,
Wei et al. (2017) [53] also derived a fundamental diagram based on Newell’s simplified
car-following model [54] considering the different reaction times of human-operated and
autonomous vehicles, and further proposed dynamic programming-based multivehicle
longitudinal trajectory optimization models to minimize total travel costs (including time,
energy, and emissions). Ouyang et al. (2021) [55] analyzed the influence of detour and
waiting bounds on reservation-based carpooling services, and used closed-form formulas
to explore business and regulatory strategies, the improved performance of which is well
corroborated by agent-based simulations [56].

As for car-sharing reservations, Zografos et al. (2017) [57] developed an optimiza-
tion framework for a one-way electric car-sharing system, proposing a methodology to
decide on the relocations of vehicles, the movements of personnel and rental requests,
and investigating different policies through optimization for serving demand requests.
Molnar et al. (2019) [58] took profit, user satisfaction, and demand into consideration,
proposing an optimization for simulation approach that allows long-term free-floating
car-sharing reservations. Repoux et al. (2019) [59] introduced a proactive relocation policy
that utilizes reservation information to implement a complete journey reservation policy,
the performance of which is significantly improved by developing a Markovian model to
estimate losses. Wang et al. (2021) [60] aimed to maximize the utilization level under the
circumstance of a service failure rate below a preselected threshold value. They proposed a
reservation and allocation model that considers the uncertainty in driver arrival/departure
time and solved it using rule-based mixed-integer linear programming. Table 2 lists a
number of studies closely related to the study in this paper.

Table 2. Standard related optimization studies on objective solution methods in reservation problems.

Paper Object to be Reserved Objective/Utility Variables to Be
Controlled Solution Algorithms

Tsai and Chu
(2011) [39] Parking spots Waiting time Users’ departure times Binomial pricing

method

Levin and Boyles
(2016) [61] Freeway time slots In-vehicle travel times Users’ departure and

arrival times
A multiclass cell

transmission model

Ma et al.
(2017) [46] Freeway time slots Vehicle miles traveled Users’ departure times

and routes

Linear integer
programming
formulation

Molnar and Homem
(2019) [58] Long-term vehicle Reservation

performance
Service level
parameters

Iterated local search
(ILS) metaheuristic
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Table 2. Cont.

Paper Object to be Reserved Objective/Utility Variables to Be
Controlled Solution Algorithms

Cheng et al. (2021) [62] Lane Satisfy the target
travel time The negative impact

Nested artificial bee
colony and

Frank–Wolfe algorithm

Ouyang et al.
(2021) [55] Carpooling service Reservation

performance Travel distance An analytic model
and simulations

Our paper
Road resources at

traffic bottleneck with
variable outflow rate

In-vehicle travel time
window defined by the
actual departure time

and arrival time

Operating mode of
traffic bottleneck,

scheduled departure
times, stretch

End-to-end travel
journey timetabling

and departure
time reservation

In our research, we are particularly interested in a Pareto-improving reservation
scheme with a predetermined time window; that is, the proposed reservation action leads
to a net welfare gain for each individual traveler without anyone becoming worse off in
terms of their in-vehicle travel time window. This process is carried out in two stages,
as shown in Figure 1. In the first stage, we identify the actual departure times (ADTs)
and the actual arrival times (AATs) of users utilizing the available data sources, such as
smartphones with embedded GPS sensors or on-board devices (OBDs) equipped inside cars.
In the second stage, the road reservation system attempts to reschedule users’ space–time
trajectories based on two Pareto-improving conditions. Specifically, in the morning peak:
(i) the reserved departure time (RDT) should be equal to or later than the ADT, and (ii) the
reserved arrival time (RAT) should be earlier than or equal to the AAT (i.e., RDT ≥ ADT,
RAT ≤ AAT).

2.2. Conceptual Illustration of a Discrete Space–Time Network with Tight Resource Constraints

It is well known that the user equilibrium (UE) and system optimal (SO) principles
are two typical traffic assignment rules. In this section, we use a small illustrative case
to show how our proposed reservation approach offers a Pareto-improving solution that
maintains or improves the utility for each individual road user. In particular, we consider a
capacitated network with tight capacity constraints [63].

Figure 2 is adapted from a related study by Liu and Zhou (2016) [64], where node 1 is
the origin and node 4 is the destination. Given the four paths in the network, let us consider
two agents departing from node 1. Table 3 compares the results of selfish routing, SO, and
reservations. In case (I) with selfish routing, if the first agent chooses the shortest path
drawn using dashed lines in Figure 3, the second agent has to choose the long-distance
path drawn using solid lines because of the tight capacity constraint. In this situation, as
the noncooperative benchmark, the in-vehicle travel time of the second agent is 10 time
units. In the SO case (II) with fixed departure times, the total travel time is 8 units. In case
(III) for the proposed reservation scheme, when the second agent departs after the first one,
both of them can choose the shortest path, and the arrival times of the two agents are no
later than those in case (I). In short, case (III) is a Pareto-improving solution compared to
case (I); that is, each agent’s departure time is not earlier than and each agent’s arrival time
is not later than the corresponding values without reservations. We can determine that in
a capacitated network, a reservation strategy will efficiently save users significant travel
time. Figure 3 shows the route choice results and space–time trajectories in each case.
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Table 3. Comparison of the various aspects and solutions of UE, SO, and reservations.

(I) Selfish Routing with
Fixed Departure Times

(II) System Optimal with
Fixed Departure Times

(III) Reservations with Flexible
Departure Times and Controllable

Traffic Operating States

Noncooperative case as
the benchmark

Limited cooperation that
results in some users being

worse off

Pareto-improving solution with
systematic cooperation

Agent 1:
departure time and

arrival time
[1,4] [1,5] [1,4]

Agent 2:
departure time and

arrival time
[1,11] [1,5] [2,5]

Total in-vehicle
travel time 13 8 6
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3. Space–Time Network-Based Reservation Scheduling Model and
Solution Methodology

In this section, we propose a space–time network-based model to formulate the reser-
vation scheduling problem for general networks. We then solve the reservation scheduling
problem using an optimal solution algorithm. Here, we adopt a primal-dual method
with which we dualize the variable capacity constraints into the objective function, and
we generate the approximation to the primary problem by finding a solution to the dual
problem. To increase the accuracy and decrease the number of calculations, an augmented
Lagrangian function is formulated by adding a quadratic term, which is also called the
alternating direction method of multipliers (ADMM). ADMM is a computational frame-
work for solving optimization problems such as distributed convex optimization problems.
Through decomposition and coordination, ADMM decomposes a large global problem
into several local subproblems, and the global problem is then solved by coordinating the
solutions of the subproblems.
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3.1. Notation

Table 4 lists the general indices, parameters, and variables used in the proposed model.

Table 4. Elements in the space–time network.

Indices Definition

i, j Index of nodes, (i, j) ∈ N
(i, j) Index of links, (i, j) ∈ L

a Index of agents, a ∈ A
t, t′ Index of time intervals, t, t′ ∈ T
(t, t′) Index of time arcs, with travel starting at t ending at t′, (t, t′) ∈ ϕ

(i, t), (j, t′) Index of space–time vertexes (i, t), (j, t′) ∈ E

(i, j, t, t′) Index of space–time travel arcs from node (i, t) to node (j, t′), (i, j, t, t′) ∈ S
if i equals j, (i, i, t, t′) means waiting arc at node i from time t to t′

Sets
N Set of nodes i in the physical network
T Set of time intervals t in the physical network
L Set of links (i, j) in the physical network
V Set of vertexes (i, t) in the space–time network
A Set of agents a in the space–time network
S Set of travel arcs (i, j, t, t′) in the space–time network

βO Set of origin nodes
βD Set of destination nodes
G Space–time network

Parameters
O(a) Origin node of agent a
D(a) Destination node of agent a

ca(i, j, t, t′) Space time arc costs of agent a
E(a) Expected arrival time of agent a
αn Step size of iteration n

cap(i, j) Capacity of link (i, j)
λ(i, j, t, t′) Lagrangian multiplier of link (i, j) at time interval (t, t′)

ε Maximum value of waiting cost at origin and destination nodes
t0 The beginning time
Ta The end time of agent a

ξi.j,t,t′ Slackness parameter in Lagrangian relaxation process
TT(i, j) Travel time of link (i, j)

ρ ADMM parameter
M A maximum value in DP process

next_t Next time period in DP process
new_cost New label cost in current time period

node_predecessor The last node connected to current node
time_predecessor The last time period connected to current time period

Variables
xa(i, j, t, t′) = 1 if traveling arc (i, j, t, t′) is used by agent a; otherwise, = 0

Z Objective variable, total cost

3.2. Space–Time Network Design

In the two stages of our reservation process, we first need to know all users’ actual
departure times and arrival times using available data sources. Then, a reservation model
is built on a space–time network to reschedule the users’ space–time trajectories, using the
network timetabling method proposed by Meng and Zhou (2014) [65]. The recent work
by Liao (2016) [66] can also be incorporated to model the duration choice in multistate
super-networks, which can be viewed as expanded space–time networks. Although the
problems that they solve using a space–time network are train rescheduling problems and
individual activity travel scheduling problems, the space–time model is also suitable for
highway reservation problems. The agents’ trajectories can be distinctly depicted on a
space–time diagram. The reservation-based model is also a mixed-integer programming
(MIP) model, which is similar to the one used by [65,66]. With the help of virtual nodes, we
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use the space–time arcs between virtual nodes and origins, and the arcs between virtual
nodes and destinations to represent the choices of reserved departure and arrival times in
users’ given time windows from the first stage.

Let us consider a physical network D = (N, L), including a finite set of nodes N
and links L. Each link is denoted as a directed link l = (i, j) between upstream node i
and downstream node j. Then, we need to build a space–time network framework for an
agent-based reservation timetable problem. Let G = (E, S) denote the space–time network
with space–time vertex set V and space–time arc set S, where the space–time vertex (i, t)
belongs to V and the space–time arc (i, j, t, t′) belongs to S. For a given set of agents A, the
parameter ca(i, j, t, t′) specifies the costs for a space–time arc (i, j, t, t′) for agent a, including
the waiting cost at the origin and destination, and travel time. Usually, agents prefer to
wait at home rather than waiting on the way. Our goal is to generate a timetabling schedule
with the least schedule delay for each agent. Thus, the objective of our model is:

minZ = ∑(a,i,j,t,t′) xa
(
i, j, t, t′

)
× ca

(
i, j, t, t′

)
(1)

The flow balance constraint is as follows:

∑j,t′ :(i,j,t,t′)∈βO(a) xa
(
i, j, t, t′

)
= 1 ∀a, i = O(a), t = t0 (2)

∑i,t:(i,j,t,t′)∈βD(a) xa
(
i, j, t, t′

)
= 1 ∀a, j = D(a), t = E(a) (3)

∑i,t:(i,j,t,t′)∈S xa(i, j, t, t′)−∑j′ ,t′′ :(j,j′ ,t′ ,t′′ )∈S xa(i, j, t, t′) = 0 ∀a, (j, t′) ∈
E/{(O(a), t0), (D(a), Ta)}

(4)

The number of agents at any time period cannot exceed the maximum value, so links
are operating in the free flow mode. The relationship can be formulated as Equation (5):

∑a xa
(
i, j, t, t′

)
≤ cap(i, j), ∀t, t′ ∈ T (5)

Usually, agents prefer to wait at home rather than getting caught in traffic, so waiting
costs at origins and destinations can be ignored compared with other space–time arc costs,
as Equation (6) shows:

ca
(
i, i, t, t′

)
≤ ε, iε

{
βO, βD

}
(6)

Our space–time model is a mixed-integer programming (MIP) model, and we would
like to compare our proposed model with a related link-based system, the optimal dynamic
traffic assignment (DTA) mathematical programming model proposed by Lasdon and
Luo (1994) [67]. Their link-based model aims to find a system optimal routing solution
with a fixed departure time based on a given exit function. Compared with this typical
exit function-based DTA optimization model, our proposed agent-based model has the
following unique features: (1) our agent-based reservation model provides a reservation
solution for each user by embedding the complex end-to-end time window in the space–
time network construct; (2) our scheduling problem is modeled as a timetabling problem
using a space–time network representation; and (3) the users’ departure times are intended
to be flexible within a given time window to offer a system optimal solution. A detailed
comparison of the equations is listed in the last of Section 5. In future research, we need to
further extend the model to consider the minimum expected disutility of path travel times,
as studied in the paper by Huang and Gao (2012) [68].

3.3. Solution Methodology

To solve the MIP model for the reservation and scheduling problem, we consider the
use of standard optimization solvers and customized heuristic methods for large instances,
especially those with discretized network structures. As our formulation has possible
problematic decomposition features, a Lagrangian relaxation heuristic used in the study by
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Hoitomt and Luh (1988) [69] can be adapted to solve the resource-distribution problem via
a constrained integer programming formulation.

3.4. Space–Time-Based Two-Dimensional Dynamic Programming (DP) Methodology

Compared with the enumeration method, the dynamic programming methodology
saves a lot of computational time in spite of it costing storage memory. [70] proposed a
time-dependent dynamic programming for space–time network system design, which
uses a scan eligible list to save the space–time vertex to the date label cost in order to save
searching space. In the reservation methodology, agents are expected to wait at origins and
destinations so that the origin or destination vertex will always be in a scan eligible list.
Hence, we use a modified DP method for reservations.

Given the agents’ preferred departure and arrival times, we make the shortest space–
time path [71], which allow agents to wait at origins and destinations. The two-dimension
DP method is designed as per the table below. We use accessible flag F

(
Oa, ta

d
)

instead of a
scan eligible list; space–time arcs with the accessible flag are in the searching queue. As
each agent’s preferred arrival time is given as a parameter in the following DP process, the
agent’s related departure time (the solution) is searched based on the arrival time. That is,
the DP process can ensure that the agents will arrive on time.

The detailed DP process is as followed:

1: Given agent a’s willing departure time ta
d and arrival time ta

a, origin Oa and destination Da

2: Initialization: Label cost L
(
Oa, ta

d
)
= 0, L

(
Nn 6=Oa , TT 6=ta

d

)
= M, accessible flag F

(
Oa, ta

d
)
= 1

3: for t = ta
d: ta

a
4: for each node i
5: if F(i, t) = 1
6: for each node i’s outgoing node j
7: next_t = t + TT(i, j)
8: if next_t < ta

a
9: new_cost = L(i, t) + cost(i, j, t)
10: if new_cost < L(j, next_t)
11: L(j, next_t) = new_cost
12: node_predecessor(j, next_t) = i
13: time_predecessor(j, next_t) = t
14: F(j, next_t) = 1
15: end if
16: end if
17: end if
18: end for
19: end for
20: Trace back to find agent a’s time sequence and node sequence with minimum cost

3.5. Augmented Lagrangian Relaxation Solution Framework for a General Network

The constraint to be relaxed is usually the most complicated one, and so we dualize the
capacity constraint (Equation (5)). We introduce a nonnegative Lagrangian multiplier λi,j,t,t′

to dualize the capacity constraint as a penalty in the objective function and use ρi,j,t,t′ as the
quadratic penalty. As the capacity constraint is an inequality constraint, we add a slackness
term ξi.j,t,t′ in case we violate the equality constraint while calculating the ADMM. The
augmented Lagrangian equation with an ADMM penalty term is shown in Equation (7):

minL = ∑(i,j,t,t′)∈S ∑a ca(i, j, t, t′)× xa(i, j, t, t′) + λi,j,t,t′ ×
(

∑a xa(i, j, t, t′)− cap(i, j) + ξi.j,t,t′
)
+

ρi,j,t,t′
2 ×

(
∑a xa(i, j, t, t′)− cap(i, j) + ξi.j,t,t′

)2
, ∀t, t′ ∈ T

(7)

which is subject to constraints (2), (3), (4) and (6).
It is important to recognize that the primary problem can be viewed as a combination

of several problems with standard and practically efficient solution algorithms. The master
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problem is viewed as a multicommodity flow optimization problem, while the subproblems
are the shortest-path problems with waiting arcs at origins and destinations. Below is the
ADMM solution procedure. It is noteworthy that the ADMM term is quadratic, and the
quadratic term is a quadratic component of xa(i, j, t, t′). In our integer programming, the
value of xa(i, j, t, t′) is either 1 or 0, whose quadratic component is itself, that is:

xa
(
i, j, t, t′

)2
= xa

(
i, j, t, t′

)
xa
(
i, j, t, t′

)
ε{0, 1} (8)

This means the quadratic programming can be linearized in this way.
The detailed ADMM process is as followed:

1: Set iteration n, the maximum number of iterations N, and the link costs Lagrangian multiplier
λi,j,t,t′

2: for iteration n = 0
3: for all space–time arcs (i, j, t, t′)
4: space–time arc costs c(i, j, t, t′)+ = λi,j,t,t′

5: end for
6: for all a ∈ A
7: find shortest path on space–time network
8: end for
9: (ADMM process) for each agent a ∈ A,
10: for each space–time arc
11: calculate the total number of other agents on the same space–time arc µa(i, j, t, s)
12: update space–time arc costs

c(i, j, t, t′)+ = max
(

0, λi,j,t,t′ +
ρ
2 + ρ× (µa(i, j, t, s)− cap(i, j))

)
13: end for
14: find time-dependent shortest path for agent a
15: end for
16: Calculate subgradient ∇λi,j,t,t′ = ∑

a
xa(i, j, t, t′)− cap(i, j), for all (i, j, t, t′)

17: Set αn = 1
n+1

18: Set λn+1
i,j,t,t′ = max

{
0,∇λn

i,j,t,t′ + αn ×∇λi,j,t,t′
}

19: n = n + 1
20: if n < N then
21: Go to 3
22: end if
23:end for

4. Numerical Experiments

In this section, we evaluate the performance of our reservation scheduling model
under different settings and demonstrate the properties of the solutions. First, an agent-
based case is solved by GAMS using the ADMM algorithm, which can effectively avoid
the symmetry compared with a Lagrangian relaxation algorithm. A large-scale case with
1,260,907 agents is optimized on a desktop with an Intel i7 2.5 GHz CPU and 8 GB RAM.

4.1. Illustrative Small Network Using Standard Optimization Solver

In this case with a merging point, we use a hypothetical network at a merging point,
as shown in Figure 4, which includes 4 nodes, 3 links, and the 2 OD pairs (1, 4) and (2, 4).
We hypothesize that the waiting costs at immediate node 3 are 1, which is equal to the
travel costs at each link, while the waiting costs at the origin node are 0.5.

The reservation scheduling model is solved by the GAMS commercial solver. Figure 5a
shows the case without reservations, where the lines in different colors indicate different
agents’ trajectories, and the optimal user trajectories are shown in Figure 5b. Table 5 shows
the contrastive data in the two different situations that were above. As a result, the total
travel costs are decreased as agents can wait at origins, saving a total of 17.7 in travel costs
in this case.
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Table 5. Comparison of cases before and after reservations.

Agent Id Original Path Costs Path with Reservation Costs

1 2; 3; 4 2 2; 3; 4 2
2 1; 3; 4 2 1; 3; 4 2
3 1; 3; 4 2 1; 3; 4 2
4 1; 3; 3; 4 3 1; 1; 3; 4 2.5
5 2; 3; 3; 4 3 2; 2; 3; 4 2.5
6 1; 3; 3; 4 3 1; 1; 3; 4 2.5
7 1; 3; 3; 4 3 1; 1; 3; 4 2.5
8 1; 3; 3; 3; 4 4 1; 1; 1; 3; 4 3
9 1; 3; 3; 3; 4 4 1; 1; 1; 3; 4 3

10 1; 3; 3; 3; 3; 4 5 1; 1; 1; 1; 3; 4 3.5
Total = 31 Total = 25.5

4.2. Large-Scale Experiment

A large-scale numerical experiment is conducted on the Chicago sketch network with
547 nodes and 2177 links, shown in Figure 6. The total number of agents is approximately
1,260,907 for a 2 h demand loading period (morning peaks) at 7:00–9:00.
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Regarding the input files, the file named “agent.csv” contains 743 major ODs, with each
OD will generating approximately 170 agents on average. The “road_link.csv” contains
from node, to node, link capacity, etc., which shows the details of the network. As the
network contains many nodes and links, which cost a lot of computational time, we first
generate node sequences of each OD pair as the agents’ likely path choices in DTALite,
and then use these “sub-networks” to conduct space–time DP so that the searching scale
of the DP in each ADMM cycle will not be too wide. The “sub-networks” are shown in
Figure 7. As a result, the total number of sub-networks is 753. The computational time for
1 iteration of ADMM is approximately 60 s in the computational environment, which is an
Intel i7 2.5 GHz CPU and 8 GB RAM. The related dataset and C++ code are available at the
website https://github.com/SunLvetianBJTU/ADMM_space_time_trajectory (accessed
on 31 December 2021), which is based on the space–time DP and ADMM algorithm.
Consequently, it takes approximately 8–9 iterations for the algorithm to reach the optimal
solution. The typical agents’ trajectories are shown in Figure 8, and the time unit in the
horizontal axis is 4 min. The blue solid lines of the trajectories are waiting arcs.

The output file “output_agent.csv” includes the agents’ trajectories, which consist
of “node_sequence,” “link_sequence,” and “time_sequence.” Table 6 shows 20 agents’
trajectories with node sequences, time sequences, reserved node sequences, and reserved
time sequences. The repeating node numbers in “path_node_sequence” are agents’ waiting
arcs. The comparison of link performance before and after reservation is shown in Table 7.

https://github.com/SunLvetianBJTU/ADMM_space_time_trajectory
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Table 6. Agent trajectories in an output file.

Agent Id Path Node Sequence Path Node Sequence
Reserved Path Time Sequence Path Time Sequence

Reserved

134 1; 72; 381; 1; 1; 72; 381; 530.10; 530.23; 530.40; 530.10; 530.20; 530.30;
530.40;

157 68; 159; 188; 1; 68; 68; 159; 188; 1; 530.20; 530.35; 530.72;
530.80;

530.20; 530.30; 530.45;
530.62; 530.80;

189 1; 72; 381; 1; 72; 381; 381; 530.20; 530.36; 530.50; 530.20; 530.30; 530.40;
530.50;

256 470; 356; 299; 521; 470; 470; 356; 299; 521; 530.30; 530.43; 530.81;
530.90;

530.30; 530.40; 530.51;
530.82; 530.90;

298 76; 98; 156; 221; 76; 98; 156; 221; 221; 530.30; 530.43; 530.62;
530.70;

530.30; 530.41; 530.52;
530.60; 530.70
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Table 6. Cont.

Agent Id Path Node Sequence Path Node Sequence
Reserved Path Time Sequence Path Time Sequence

Reserved

320 1; 72; 381; 1; 1; 72; 381; 530.30; 530.49; 530.60; 530.30; 530.40; 530.51;
530.60;

343 247; 263; 323; 116; 247; 263; 323; 116; 116; 530.40; 530.54; 531.26;
531.40;

530.40; 530.52; 531.16;
530.30; 531.40;

375 68; 159; 188; 1; 68; 159; 188; 1; 1; 530.50; 530.61; 530.97;
531.10;

530.50; 530.61; 530.90;
531.00; 531.10;

391 1; 72; 381; 1; 1; 72; 381; 530.50; 530.62; 530.80; 530.50; 530.60; 530.71;
530.80;

428 470; 356; 299; 521; 470; 470; 356; 299; 521; 530.60; 530.75; 531.14;
531.30;

530.60; 530.70; 530.83;
531.14; 531.30;

456 121; 19; 58; 121; 19; 58; 58; 530.60; 530.75; 530.90; 530.60; 530.73; 530.87;
530.90;

479 1; 72; 381; 1; 72; 381; 381; 530.60; 530.75; 530.90; 530.60; 530.72; 530.87;
530.90;

553 521; 299; 356; 470; 521; 299; 356; 470; 470; 530.70; 530.81; 531.20;
531.30;

530.70; 530.77; 531.07;
531.15; 531.30;

605 68; 159; 188; 1; 68; 159; 188; 1; 1; 530.70; 530.86; 531.22;
531.40;

530.70; 530.86; 531.22;
531.40;

721 1; 72; 381; 1; 1; 72; 381; 530.70; 530.88; 531.00; 530.70; 530.75; 530.90;
531.00;

874 247; 263; 323; 116; 247; 263; 323; 116; 116; 530.80; 530.98; 531.70;
531.80;

530.80; 530.88; 531.68;
531.75; 531.80;

895 1; 72; 381; 1; 1; 72; 381; 530.90; 531.01; 531.10; 530.90; 530.95; 531.02;
531.10;

925 116; 323; 263; 247; 116; 116; 323; 263; 247; 531.00; 531.17; 531.89;
532.00;

531.00; 531.05; 531.19;
531.89; 532.00;

946 1; 72; 381; 1; 1; 72; 381; 531.10; 531.27; 531.40; 531.10; 531.15; 531.30;
531.40;

987 121; 19; 58; 121; 121; 19; 58; 531.30; 531.40; 531.50; 531.30; 531.35; 531.43;
531.50;

Table 7. Index comparisons between original case and reserved case.

Network. Number of
Vehicles

Average Distance
(km)

Average Travel
Time (min)

Average Speed
(km/h)

Travel Time
Reduction

Baseline 1,260,907 5.63 14.25 22.59 –

Reservation case (5%) 1,260,907 5.63 12.97 24.82 9.0%

Reservation case (10%) 1,260,907 5.63 12.08 26.64 15.2%

Reservation case (15%) 1,260,907 5.63 10.83 29.71 24.0%

5. Discussion

There is specific analysis of the major congestion points. Figure 9 shows the inflow
rate curve comparison after reservations at the mean bottleneck (links 49, 425, and 1028)
in the Chicago network. The inflow rates of most congested bottlenecks are close to link
capacity, and the delay and queues are significantly decreased after reservation. This
can be measured as the shadow area rounded by inflow and capacity, which is shown to
be Pareto-improving. The delay and queue are significantly decreased after reservation.
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Table 8 lists the comparison of link conditions between and after the reservation scheme.
As shown, the link density of the major congested link is obviously decreased, and the ratio
of inflow and capacity is closer to 1.
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Table 8. Link condition comparison before and after reservation.

Link Id Inflow(λ)/Capacity(µ) Ratio
before Reservations

Inflow(λ)/Capacity(µ) Ratio
after Reservations

Density before
Reservations

Density after
Reservations

49 0.45 ≤ λ
µ ≤ 1.61 0.59 ≤ λ

µ ≤1.38 24.11 11.69
425 0.36 ≤ λ

µ ≤ 1.45 0.56 ≤ λ
µ ≤ 1.35 32.23 26.52

1028 0.52 ≤ λ
µ ≤ 1.61 0.66 ≤ λ

µ ≤ 1.43 29.87 20.15

Figure 10 shows the link density, speed, and flow comparison among the major
bottlenecks (links 49, 425, and 1028). The different depths of the figures indicate different
values. In Figure 10a,b, the green area indicates that the road condition is frequent, and
the red area indicates the road is congested. As shown in the figures, the road condition is
much better after reservation. In Figure 10c, as the band width is smaller, the link flow is
decreased during the same time period.
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We would like to compare our proposed model to a closely related link-based system,
the optimal dynamic traffic assignment (DTA) mathematical programming model proposed
by Lasdon and Luo (1994). Table 9 lists the comparisons. In their model, the link capacity
is fixed and its goal is to find a system optimal routing solution with fixed departure
times based on the given exit function. Compared to this typical exit function-based DTA
optimization model, our proposed agent-based model has the following unique features:
(1) our agent-based reservation model provides a Pareto-improving solution for each user
by embedding the complex end-to-end time window in the space–time network construct;
(2) our scheduling problem is modeled using a timetabling problem with a space–time
network representation; and (3) the users’ departure times are intended to be flexible
within a given time window to offer a system optimal solution that can control the variable
capacity state. In future research, we will further extend the model to consider the minimum
expected disutility of path travel times, as studied in the paper by Huang and Gao (2012).

Table 9. Comparison between traditional traffic flow model and our model.

Traditional Traffic Model
(Lasdon and Luo, 1994) Our Model

Objective

Travel time:
Obj = TT + pen×∑

j,t
qjt + ∑

j
dnj

pen: positive penalty coefficient
qjt: number of vehicles unable to reach origin node j at

time t
dnj: number of vehicles unable to arrive at destination

node j over the whole time period

In-vehicle travel time:
Obj = ∑

a
∑

(i,j,t,s)∈S
ca(i, j, t, t′)× xa(i, j, t, t′)

ca(i, j, t, t′) : cotts of space–time arc (i, j, t, t′) for agent a
xa(i, j, t, t′) space–time arc choice of agent a
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Table 9. Cont.

Traditional Traffic Model
(Lasdon and Luo, 1994) Our Model

Constraints

Flow balance:

∑
l∈B(n)

lajt = ∑
a∈A(n)

eajt

∑
a∈A(n)

eajt = djt − qjt + qj,t−1

T
∑

t=1
∑

a∈B(n)
lajt =

T
∑

t=1
djt − dnj

lajt: number of vehicles leaving arc a at time period t for
OD pair j;

eajt: number of vehicles entering arc a at time period t
for OD pair j; and

djt : number of leaving node O(j) during time period t.
(2) Capacity constraint:

Xat ≤ capa
Xat: total number of vehicles on arc a at the end of time

period t; and
capa: capacity of arc a.

(3) Exit function:
J

∑
j=1

lajt ≤ ga(Xa,t−1)

ga(Xa,t−1): experiment-based exit function
(4) Average time constraint:

tavg
a ≥ tlowa

tavg
a equals the total travel time/total vehicles, and tlowa

is a lower limit

Flow balance:
∑

j,t′ :(i,j,t,t′)∈βO(a)
xa(i, j, t, t′) = 1 ∀a, i = O(a), t = t0

∑
i,t:(i,j,t,t′)∈βD(a)

xa(i, j, t, t′) = 1 ∀a, j = D(a), t′ = T

∑
i,t:(i,j,t,t′)∈S

xa(i, j, t, t′)− ∑
j′ ,t′′ :(j,j′ ,t′ ,t′′)∈S

xa(i, j, t, t′) =

0 ∀a, (j, t′) ∈ E/{(O(a), t0), (D(a), T)}
Link capacity:

∑
a

xa(i, j, t, t′) ≤ cap(i, j), ∀t, t′ ∈ T

Waiting cost setting:
ca(i, i, t, t′) ≤ ε, iε

{
βO, βD}

6. Concluding Remarks

This research proposes a new Pareto-improving reservation mechanism to provide
an attractive travel timetable for each individual user. Through a set of illustrative and
real-world examples, our proposed urban transportation network timetabling-based reser-
vation system improves efficiency and sustainability by mitigating congestion. Compared
with other single-criterion reservation applications that focus only on in-vehicle travel
times or schedule delays, our new mobility service system highlights the benefits of con-
trolling bottlenecks with different outflow rates. By utilizing the in-vehicle travel time
window (which is defined by the origin departure time and destination arrival time) as
the key control variable to be optimized, our proposed method offers a Pareto-improving
reservation schedule for both the portion of users making reservations and other users
with fixed departure time schedules. Through efficient user reservations for limited infras-
tructure resources, a number of numerical examples demonstrate reasonable performance
improvements and potential.

Mathematically, we propose the presented integer programming model to minimize
the end-to-end system travel costs within space–time constraints to solve the reservation
timetable problem. The ADMM and DP methods are then applied to solve this problem in
real-world applications. The developed heuristics algorithm is able to provide a systematic
framework to obtain exact solutions.

In terms of the modeling framework, our proposed model has also captured some
of the characteristics needed for the possible deployment of reservation systems in real-
world settings. Specifically, compared with other standard space–time network model
strategies (such as the accessibility-oriented network design problem described by Tong et al.
(2015) [72] and the bounded rational behavior proposed by Liu and Zhou (2016) [64]), our
research accomplishes the following: (1) it identifies users’ actual departure and arrival
time windows to form an efficient end-to-end timetable for a transportation network; and
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(2) it proposes a reservation system that offers a Pareto-improving reservation schedule for
each agent.

In our future research, users’ actual departure and arrival times can be determined by
applying a deep learning strategy to multiple daily data sources to better reveal users’ true
preferences. One major study that we plan to undertake is to examine how the proposed
model could be deployed and tested in practice in more controllable cases, such as parking
area reservations and subway entrance flow quota reservations. In the future, when
considering lane-changing behavior in a complex freeway system, we need to develop
a sophisticated lane-based reservation scheme for autonomous vehicles. It is also very
important to take into account and develop a demand-responsive reservation scheme for
time-dependent travel demands when the system is oversaturated.
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